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Objectives: To review for acute abdominal pain (AAP),
the diagnostic accuracies of combining decision tools
(DTs) and doctors aided by DTs compared with those
of unaided doctors. Also to evaluate the impact of
providing doctors with an AAP DT on patient
outcomes, clinical decisions and actions, what factors
are likely to determine the usage rates and usability of a
DT and the associated costs and likely cost-
effectiveness of these DTs in routine use in the UK.
Design: Electronic databases were searched up to

| July 2003.

Review methods: Data from each eligible study were
extracted. Potential sources of heterogeneity were
extracted for both questions. For the accuracy review,
meta-analysis was conducted. Among studies
comparing diagnostic accuracies of DTs with unaided
doctors, error rate ratios provided estimates of the
differences between the false-negative and false-
positive rates of the DT and unaided doctors’
performance. Pooled error rate ratios and 95%
confidence intervals (Cls) for false-negative rates and
false-positive rates were computed. Metaregression
was used to explore heterogeneity.

Results: Thirty-two studies from 27 articles, all based
in secondary care, were eligible for the review of DT

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

accuracies, while two were eligible for the review of
the accuracy of hospital doctors aided by DTs.
Sensitivities and specificities for DTs ranged from 53 to
99% and from 30 to 99%, respectively. Those for
unaided doctors ranged from 64 to 93% and from 39
to 91%, respectively. Thirteen studies reported false-
positive and false-negative rates for both DTs and
unaided doctors, enabling a direct comparison of their
performance. In random effects meta-analyses, DTs had
significantly lower false-positive rates (error rate ratio
0.62, 95% Cl 0.46 to 0.83) than unaided doctors. DTs
may have higher false-negative rates than unaided
doctors (error rate ratio 1.34, 95% CI 0.93 to 1.93).
Significant heterogeneity was present. Two studies
compared the diagnostic accuracies of doctors aided by
DTs to unaided doctors. In a multiarm cluster
randomised controlled trial (n = 5193), the diagnostic
accuracy of doctors not given access to DTs was not
significantly worse (sensitivity 28.4% and specificity
96.0%) than that of three groups of aided doctors
(sensitivities of 42.4-47.9%, and specificities of
95.5-96.5%, respectively). In an uncontrolled before-
and-after study (n = 1484), the sensitivities and
specificities of aided and unaided doctors were 95.5%
and 91.5% (p = 0.24) and 78.1% and 86.4%
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(p < 0.001), respectively. The metaregression of DTs
showed that prospective test-set validation at the site
of the tool’s development was associated with
considerably higher diagnostic accuracy than
prospective test-set validation at an independent
centre [relative diagnostic odds ratio (RDOR) 8.2;
95% ClI 3.1 to 14.7]. It also showed that the earlier in
the year the study was performed the higher the
performance (RDOR 0.88, 0.83 to 0.92), that when
developers evaluated their own DT there was better
performance than when independent evaluators
carried out the study (RDOR = 3.0, 1.3 to 6.8),

and that there was no evidence of association
between other quality indicators and DT accuracy.
The one eligible study of the impact study review, a
four-arm cluster randomised trial (n = 5193), showed
that hospital admission rates of patients by doctors
not allocated to a DT (42.8%) were significantly
higher than those by doctors allocated to three
combinations of decision support (34.2-38.5%)

(p < 0.001). There was no evidence of a difference
between perforation rates (p = 0.19) and negative
laparotomy rates in the four trial arms (p = 0.46).
Usage rates of DTs by doctors in accident and
emergency departments ranged from 10 to 77% in the
six studies that reported them. Possible determinants
of usability include the reasoning method used, the
number of items used and the output format. A
deterministic cost-effectiveness comparison
demonstrated that a paper checklist is likely to be
100-900 times more cost-effective than a computer-
based DT, under stated assumptions.

Conclusions: With their significantly greater specificity
and lower false-positive rates than doctors, DTs are
potentially useful in confirming a diagnosis of acute
appendicitis, but not in ruling it out. The clinical use of
well-designed, condition-specific paper or computer-
based structured checklists is promising as a way to
improve impact on patient outcomes, subject to further
research.
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Glossary and list of abbreviations

Technical terms and abbreviations are used throughout this report. The meaning is usually clear from
the context, but a glossary is provided for the non-specialist reader. In some cases, usage differs in the
literature, but the term has a constant meaning throughout this review.

Glossary

Acute abdominal pain (AAP) The
presentation of previously undiagnosed
abdominal pain lasting one week or less prior
to a clinical encounter in primary or secondary

Care.l

Algorithm A process for carrying out a
complex task broken down into simple decision
and action steps. In the clinical context, it is a
form of clinical decision tool with pathways
linking clinical findings, decision boxes and
action boxes. Synonym: flowchart.

Appendectomy American term for
appendicectomy.

Appendicectomy Operation in which the
appendix is removed.

Benefit-cost ratio A decision index used in
cost-benefit analysis, which is the “sum of
discounted benefits divided by the sum of
discounted costs [B/C]. Any project with a B/C
greater than 1 is potentially acceptable, and
the higher the ratio, the better.”

Burden of disease See Cost of illness studies.
Checklist A type of clinical decision tool: a
form listing one or more items of patient data
to be collected before, during or after an
encounter; can be paper or computer based.

Cholecystectomy Surgical removal of the
gallbladder.

Clinical actions Data collection (e.g.
examination of the patient) and recording for
clinical purposes (rather than research),
diagnosis, test ordering, referral, admission,

discharge, prescribing, ordering of procedures
(e.g. surgery), giving of prognosis, etc.

Clinical decision tools Decision tools used
during clinical encounters between the patient
and the doctor.

Clinical decisions
clinical action.

Decisions about any

Clinical practice guideline A document that
is sometimes abbreviated as a clinical
algorithm, which gives patient management
advice, often informed by relevant evidence
and group decision-making.

Computed tomography (CT) A method to
produce images of body organs by using a
computer to combine a set of two-dimensional
X-ray images into a three-dimensional
image.>* The traditional view is that CT only
has a limited role in the diagnosis of AAP
patients.” However, Rao and colleagues
demonstrated that CT is highly accurate
diagnostically for AAP patients with suspected
acute appendicitis (93-98% for sensitivity and
specificity).® The study also indicated that
routine CT of the appendix in these patients
results in improved health outcomes.

Conjoint analysis According to Phillips and
colleagues, this “is an approach to measuring
preferences (utilities) that estimates both
overall preferences for a good or service as well
as preferences for its specific attributes.””

Cost-benefit analysis An economic
evaluation that considers the costs and effects

continued

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.



Glossary and list of abbreviations

Glossary continued

of at least two alternative courses of action,
where costs and benefits are measured in
money terms. One decision index used is the
benefit—cost ratio.

Cost-effectiveness analysis An economic
evaluation that considers the costs and effects
of at least two types of possible intervention
where the effects are measured in natural units
(e.g. life-years gained, cases of illness or
morbidity avoided, procedure or outcome
prevented or enhanced). The decision index is
cost per unit of effect.

Cost of illness studies An assessment of the
full burden of a disease in terms of what costs
are involved, when they occur and where.
Useful for identifying research priorities.
Synonym: burden of disease study.

Cost studies Detailed assessment of the costs
of developing, implementing, supporting and
training people to use an intervention, e.g. a
decision tool.

Cost-utility analysis An economic evaluation
that considers the costs and effects of at least
two types of possible healthcare interventions
where the effects are not the same but are
measured in units of utility or satisfaction (e.g.
quality-adjusted life-years). The decision index
is cost per quality-adjusted life-year.

Decision support system A type of clinical
decision tool: a computer system that uses two
or more items of patient data to generate case-
specific or encounter-specific advice; includes
prognostic model.

Decision tool A knowledge resource that
supports decision-making about an individual
patient by a health worker, the patient
themselves or someone else concerned about
them.

Decision tree A framework that represents
alternative decisions, outcomes arising from
those decisions and the probabilities of
occurrence of those outcomes.

Delphi method “Iterative circulation to a
panel of experts of questions and responses

that are progressively refined in light of
responses to each round of questions ... The
aim is to reduce the number of viable options
or solutions, perhaps to arrive at a consensus
judgement on an issue or problem, or a set of
issues or problems, without allowing anyone to

dominate the process”.?

Diagnostic odds ratio The ratio of the odds
of a positive test result in a patient with disease
compared with a patient without disease.

Discount rate If the effects of a programme
take place over time, adjustments need to be
made to maintain the comparability of net
benefits (i.e. benefits minus costs) over
different periods. The discount rate weights
future years to make benefits and costs
comparable over time. The rationale for and
the determination of the discount rate are
discussed in standard economics texts covering
economic evaluation, including Barron and
colleagues.?

Economic evaluation A study in which both
the costs and effects of alternative health
interventions or programmes are analysed and
compared. Cost-effectiveness analysis,
cost—utility analysis and cost-benefit analysis
are economic evaluations, whereas cost studies
and cost-of-illness studies are not.

Economies of scale Decreases in operating
costs resulting from an increase in the scale of
operations of a hospital or clinic.’

Economies of scope Savings in operating
costs of related healthcare
activities/services/systems as a result of their
joint provision by the same healthcare
organisation.’

False-negative rate 'The probability that the
test or tool will give negative results in cases
with the disease (e.g. appendicitis).

False-positive rate 'The probability that the
test or tool will give positive results in cases
without the disease (e.g. non-specific
abdominal pain).

continued
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Glossary continued

Funnel plot A graphical device used to detect
publication bias and other small-study effects,
constructed by plotting the measure of effect
(e.g. relative risk or risk difference) of each
study included in a meta-analysis against a
measure of its precision (e.g. inverse of the
standard error or sample size). In the absence
of publication bias and other small-study
effects, the shape of the plot will be similar to
that of an inverted funnel. In the presence of
publication bias, the plot will have an
asymmetrical shape. For more details, see
Sterne and colleagues.'”

Incremental cost-effectiveness ratio The
ratio of the difference between the costs of two
healthcare-related programmes to the difference
in effectiveness between them. Common
measures of effectiveness include life-years
gained and quality-adjusted life-years gained.

Knowledge base A store of knowledge
represented explicitly so that a computer can
search and reason with it automatically.

Knowledge-based system (expert system) A
computer decision support system with an
explicit knowledge base and separate reasoner
program that uses this to give advice or
interpret data, often patient data.

Laparoscopy “A technique by which the
contents of the abdomen may be examined,
biopsies taken, and minor surgical procedures
carried out, by the insertion of a tube through
a small hole made in the abdominal wall.”®
Laparoscopy is increasingly used in operations
to remove the appendix.

Laparotomy “A general term applied to any
operation in which the abdominal cavity is
opened.”

Likelihood ratio positive/negative The
probability that a given test result would be
expected in a patient with the target disorder
compared with the probability that the same
result would be expected in a patient without
the target disorder.

Medical informatics The study and
application of methods to improve the

management of patient data, medical
knowledge, population data and other
information relevant to patient care and
community health. Unlike some other
definitions of medical informatics (e.g.
Shortliffe and colleagues'!), this definition puts
the emphasis on information management
rather than technology. 12

Negative appendicectomy rate Incidence
rate of appendicectomies in which the excised
appendix was found to be normal.

Negative laparotomy rate Incidence rate of
laparatomies in which the excised appendix
was found to be normal and no other
abnormality was identified in the abdominal
cavity.

Net present value Sum of benefits minus the
sum of costs discounted to convert projected
future costs/benefits into the present value.?

Nominal group technique Also called the
expert panel. “Uses a highly structured
meeting to gather information from relevant
experts (usually nine to twelve in number)
about a given issue. The technique consists of
two rounds in which panellists rate, discuss and
then re-rate a series of items or questions.”!?

Non-specific abdominal pain Acute
abdominal pain that is not due to an identified
serious cause.

Patient data Information about an individual
patient and potentially relevant to decisions
about her current or future health or illness.
Patient data should be collected using methods
that minimise systematic and random error.

Percutaneous cholecystostomy “A minimally
invasive procedure [to treat acute cholecystitis]
that can benefit patients with serious comorbidity
who are at high risk from major surgery.”*

Perforated appendix rate Incidence rate of
appendicectomies in which the appendix was
perforated. Perforations can occur because of
delays in operating on an AAP patient.

continued
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Glossary continued

Peritoneum A serous membrane that covers
organs in the abdomen and lines the abdominal
cavity. The peritoneum secretes fluid to lubricate
the membrane and organs in the abdomen.?

Peritonitis Inflammation of the peritoneum
due to bacteria or acid entering the abdominal
cavity, often caused by perforation of the
appendix or colon, whose contents are
contaminated.

Primary care UK general practice, US family
practice or community-based clinics elsewhere.

Prognostic model/tool A form of decision
support system that calculates the probability
of an outcome from two or more items of
patient data.

Publication bias The publication or non-
publication of research findings, depending on
the nature and direction of the results.

Radiology Radiology is not used routinely in
AAP patients, but may be valuable when the
diagnosis is uncertain, e.g. when “the cause of

right-sided abdominal pain is obscure”.*

Receiver operating characteristic (ROC) plot
A plot of the true-positive rate (sensitivity)
against the false-positive rate (1 — specificity),
used either to display results from a set of
studies or for illustrating how results vary with
choice of cut-point.

Relative diagnostic odds ratio A measure of
differences in observed diagnostic ability
between two tests/groups/types of study,
calculated by dividing the DOR from one study
by the DOR from the other.

Reminder A type of clinical decision tool that
reminds a doctor about some item of patient
data or clinical knowledge relevant to an
individual patient that they would be expected to
know. Can be paper based or computer based.

Secondary care Ambulatory care, outpatients
or A&E (casualty) departments or ward referrals.

Serious cause of acute abdominal pain One
for which hospital admission is judged

necessary, but surgery is not necessarily needed
(e.g. acute pancreatitis).

Serum amylase A special investigation in
which raised levels of serum amylase could
indicate a number of conditions in AAP
patients: mesenteric infarct, acute pancreatitis,
peptic ulcer and acute cholecystitis. AAP
patients should not be routinely tested for
serum amylase. '

Small-study effects The tendency of smaller
or less precise studies in a meta-analysis to show
larger treatment effects. Causes include
publication and other reporting biases, trial
quality and heterogeneity between trials. For a
more detailed discussion, see Sterne and
colleagues.'®

Summary ROC curve An approach for meta-
analysis of diagnostic accuracy that involves
fitting a curve through the points on an ROC
curve that would arise if the differences in
studies arose owing to differences in threshold.

Telemedicine The use of any electronic
medium to mediate or augment clinical
consultations. It can be simultaneous (e.g,
telephone, videoconference) or store and
forward (for example, an e-mail with an
attached image). (Excluded from this review for
reasons to be explained in main text.)

Test set Data used to validate the performance
of a decision tool after it has been developed,
assessed and fine-tuned with training set data.

Training set Data used to develop and
fine-tune the performance of a new decision
tool.

Ultrasonography Test in which “direct high
frequency sound waves ... are passed through
the body. Part of this sound echoes back from
the tissues and is recorded at skin level by a
transducer.”! It can be used as a treatment (e.g.
to break up kidney stones) or a diagnostic
test.!® For the purposes of this monograph, the
focus is on ultrasonography as a diagnostic test
for AAP conditions.

continued




Health Technology Assessment 2006; Vol. 10: No. 47

Glossary continued

Urinalysis The assessment of urine, to
ascertain levels of normal and abnormal
contents, involving the use of chemical and
physical tests and microscopy.!® According to
Clamp,'® the routine employment of urine
tests, such as rapid testing using urinary
dipstick, is not recommended. Urinalysis is
helpful for the diagnosis of patients who are
suspected of having urinary tract infection and
renal colic.'

White blood cell count The routine use of
this test is not needed for all AAP patients.'

The test is helpful for the diagnosis of AAP
whose diagnosis is uncertain after clinical

white blood cell levels beyond a certain

patients with suspected acute appendicitis, but
interview and physical examination. High

threshold (13 x 10° I'!) may indicate acute
appendicitis, but other conditions could also
account for a raised count, e.g. diverticulitis,
peritonitis, perforated peptic ulcer and
cholecystitis.'?

List of abbreviations

A&E accident and emergency

AAP acute abdominal pain

Al artificial intelligence

ANOVA analysis of variance

ART adaptive resonance therapy

AUROC area under the receiver
operating characteristic curve

BP Back Propagation

CADA Computer Assisted Diagnostic
and Audit database

CI confidence interval

CONSORT  Consolidated Standards of
Reporting Trials

DOR diagnostic odds ratio

DSS decision support system

DT decision tool

FN false negative

FP false positive

LVQ Learning Vector Quantisation

NSAP non-specific abdominal pain

PDA personal digital assistant

R&D research and development

RAPT Review of Abdominal Pain Tools

RCT randomised controlled trial

RDOR relative diagnostic odds ratio

ROC receiver operating characteristic

SD standard deviation

SE standard error

SHO senior house officer

SOM Self-Organising Map

SROC summary receiver operating
characteristic

STARD Standards for Reporting of
Diagnostic Accuracy

TN true negative

TP true positive

All abbreviations that have been used in this report are listed here unless the abbreviation is well known (e.g. NHS), or
it has been used only once, or it is a non-standard abbreviation used only in figures/tables/appendices in which case
the abbreviation is defined in the figure legend or at the end of the table.
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Executive summary

Background

Making accurate decisions for patients with acute
abdominal pain (AAP) is difficult. To avoid missing
seriously ill patients, many undergo unnecessary
surgery, with negative laparotomy rates of 25%.
However, delays can lead to 20% perforation rates.
Many conditions cause AAP and no single clinical
finding or test is both specific and sensitive. Many
decision tools (DTs) combining two or more
findings have been developed to aid AAP
management, but no consensus exists on their
appropriateness for clinical use.

Objectives

The study aimed to answer the following
questions.

1. What are the diagnostic accuracies of DTs and
doctors aided by DTs compared with those of
unaided doctors?

2. What is the impact of providing doctors with an
AAP DT on patient outcomes, clinical decisions
and actions?

3. What factors are likely to determine the usage
rates and usability of a DT?

4. What are the associated costs and likely cost-
effectiveness of these DTs in routine use in the
UK?

Methods

Data sources

MEDLINE, EMBASE, CINAHL, INSPEC
CENTRAL, SIGLE and HEALTH-CD were
searched for empirical English-language studies.
Searches were conducted to 1 July 2003.

Study selection (inclusion criteria)
For question 1, the criteria for eligible studies
included:

¢ Unselected patients with AAP were recruited
consecutively or randomly sampled from a
primary or secondary care setting.

e Patients had previously undiagnosed AAP
lasting for 7 days or less from onset.
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e The study reported accuracies of AAP DTs, with
or without comparisons to unaided doctors’
decisions.

¢ An adequate reference standard was described.

e Sensitivity and specificity could be calculated.

For question 2, the criteria for eligible studies
included:

e The study was a randomised controlled trial
(RCT) or quasi-RCT.

e The patients were the same as for question 1.

e Evaluations were conducted of the impact of
AAP DTs, compared with unaided doctors’
decisions.

e The study reported some measure of impact on
patient outcomes, clinical decisions or actions.

Data extraction

Data from each eligible study were extracted. For
question 1, this included patient characteristics,
type of DT, healthcare setting, and the accuracy of
DTs and unaided doctors’ decisions. For question
2. this included outcomes, clinical decisions and
actions for patients of doctors aided or unaided by
a DT. Potential sources of heterogeneity were
extracted for both questions.

Data synthesis

For the accuracy review, meta-analysis was
conducted. Among studies comparing diagnostic
accuracies of DTs with unaided doctors, error rate
ratios provided estimates of the differences
between the false-negative and false-positive rates
of the DT and unaided doctors’ performance.
Pooled error rate ratios and 95% confidence
intervals (CIs) for false-negative rates and false-
positive rates were computed. Metaregression was
used to explore heterogeneity.

Results

Question |

Thirty-two studies from 27 articles, all based in
secondary care, were eligible for the review of DT
accuracies, while two were eligible for the review of
the accuracy of hospital doctors aided by DTs.
Sensitivities and specificities for D'Ts ranged from
53 to 99% and 30 to 99%, respectively. Those for

Xiii
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unaided doctors ranged from 64 to 93% and 39 to
91%, respectively. Thirteen studies reported false-
positive and false-negative rates for both D'Is and
unaided doctors, enabling a direct comparison of
their performance. In random effects meta-
analyses, D'Ts had significantly lower false-positive
rates (error rate ratio 0.62, 95% CI 0.46 to 0.83)
than unaided doctors. DTs may have higher false-
negative rates than unaided doctors (error rate
ratio 1.34, 95% CI 0.93 to 1.93). Significant
heterogeneity was present.

Two studies compared the diagnostic accuracies of
doctors aided by DTs to unaided doctors. In a
multiarm cluster RCT (n = 5193), the diagnostic
accuracy of doctors not given access to D'Ts was
not significantly worse (sensitivity 28.4% and
specificity 96.0%) than that of three groups of
aided doctors (sensitivities of 42.4-47.9%, and
specificities of 95.5-96.5%, respectively). In an
uncontrolled before-and-after study (n = 1484),
the sensitivities and specificities of aided and
unaided doctors were 95.5% and 91.5% (p = 0.24)
and 78.1% and 86.4% (p < 0.001), respectively.

The metaregression of D'Is showed that:

e prospective test-set validation at the site of the
tool’s development was associated with
considerably higher diagnostic accuracy than
prospective test-set validation at an
independent centre [relative diagnostic odds
ratio (RDOR) 8.2; 95% CI 3.1 to 14.7]

e the earlier in the year the study was performed
the higher the performance (RDOR 0.88, 0.83
to 0.92)

e when developers evaluated their own DT there
was better performance than when independent
evaluators carried out the study (RDOR = 3.0,
1.3 to 6.8)

e there was no evidence of association between
other quality indicators and D'T" accuracy.

Question 2

The one eligible study of the impact study review,
a four-arm cluster randomised trial (n = 5193),
showed that hospital admission rates of patients by
doctors not allocated to a DT (42.8%) were
significantly higher than those by doctors
allocated to three combinations of decision
support (34.2-38.5%) (p < 0.001). There was no

evidence of a difference between perforation rates
(p = 0.19) and negative laparotomy rates in the
four trial arms (p = 0.46).

Question 3

Usage rates of D'Is by doctors in accident and
emergency departments ranged from 10 to 77% in
the six studies that reported them. Possible
determinants of usability include the reasoning
method used, the number of items used and the
output format.

Question 4

A deterministic cost-effectiveness comparison
demonstrated that a paper checklist is likely to be
100-900 times more cost-effective than a
computer-based DT, under stated assumptions.

Conclusions

Implications for healthcare

e With their significantly greater specificity and
lower false-positive rates than doctors, DTs are
potentially useful in confirming a diagnosis of
acute appendicitis, but not in ruling it out.

¢ The clinical use of well-designed, condition-
specific paper or computer-based structured
checklists is promising as a way to improve
impact on patient outcomes, subject to further
research.

Recommendations for research

This review uncovered important evidence gaps.
The authors’ research recommendations include
the following:

e Primary research to compare paper-based
checklists with computer-based tools exploring
the type/format that maximises patient benefit.

e Empirical research to identify the determinants
of successful DTs, to provide more evidence to
support the development of clinically useful
tools.

e More general systematic reviews (across a range
of diseases or tools) to assess (1) factors that
make D'Ts more acceptable to doctors and
patients and (2) the relative clinical value of
paper checklists versus computer-based tools.
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Chapter |

Background to study

Introduction

Acute abdominal pain (AAP) is a common
problem in secondary care. Although more than
1000 causes of AAP exist,'® over 80% of cases in
secondary care can be explained as acute
appendicitis (26%), non-specific abdominal pain
(NSAP) (50%) and acute cholecystitis (8%) alone
[see Table 1 for a detailed breakdown of the case-
mix seen in surgical and accident and emergency
(A&E) departments in the UK).! Some AAP
conditions (acute appendicitis, small bowel
obstruction and perforated peptic ulcer) require
emergency hospital admission and surgery.
Around 50% of AAP patients in secondary care
have a non-specific cause and are said to have
NSAP. In primary care, less than 10% of AAP
patients have serious disease requiring surgery
and the case-mix of AAP is different from that in
secondary case: enteritis, gastritis, dyspepsia and
dysmenorrhoea constitute over 90% of cases.! GPs
must assess which patients with AAP need referral
to the hospital. Among patients seen at A&E,
casualty officers need to decide which patients
should be admitted to hospital, and once
admitted, those who require surgery need to be
identified.

The epidemiology of AAP

AAP exerts a considerable burden on the health
services. Among the many causes of AAP, acute

appendicitis alone accounts for the most common
surgical operation in the West.!”!® Stedman’s
Medical Dictionary defines the ‘acute abdomen’ as
“any serious acute intra-abdominal condition (such
as appendicitis) attended by pain, tenderness, and
muscular rigidity, and for which emergency
surgery must be considered.”!” For empirical
research, there is a need to be more precise about
what is meant by ‘acute’. A widely accepted
definition of AAP is adopted here: the
presentation of previously undiagnosed abdominal
pain lasting for 1 week or less before a clinical
encounter in primary or secondary care.! This
definition distinguishes AAP from chronic or
recurrent abdominal pain.

There is some evidence that the AAP case-mix

in the UK is changing over time. In the 1950s,
perforated peptic ulcer was the second most
common cause of surgery in AAP patients

behind appendicitis, but its incidence has
decreased substantially in recent decades and
may now be rarer than the 1991 figures in

Table 1.292% A 25-year study of emergency
surgical admissions indicates a decrease in
admissions for acute appendicitis and intestinal
obstruction from 1974 to 1998 and an increase in
admissions relating to gallstones, NSAP and
diverticular diseases.?> The Oxford Record
Linkage Study also suggest a drop in hospital
admission rates for acute appendicitis, but no
decrease for diseases with signs and symptoms that
resemble it.**

TABLE | Causes of AAP in patients admitted direct to a surgical ward, admitted via a UK A&E department and in a worldwide sample’

Cause of AAP Admissions direct to

a UK surgical ward

n (% of total)
NSAP 279 (50.5)
Appendicitis 145 (26.3)
Cholecystitis 42 (7.6)
Small bowel obstruction 20 (3.6)
Perforated peptic ulcer 17 3.1)
Pancreatitis 16 (2.9)
Diverticular disease Il (2.0
Urinary tract problems -
Gynaecological problems -
Others 22 (4.0
552 (100.0)
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Admissions via a UK
A&E department
n (% of total)

Worldwide sample of
hospital admissions
n (% of total)

532 (53.7) 3,507 (34.0)
187 (18.9) 2,895 (28.1)
69 (7.0) 1,005 (9.7)
31 3.1) 423 (4.1)
27 (2.7) 253 (2.5)
16 (1.6) 302 (2.9)
13 (1.3) 151 (1.5)

55 (5.5) -

49 (4.9) 413 (4.0)
12 (1.2) 1,371 (13.3)
991 (100.0) 10,320 (100.0)
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Acute appendicitis

Acute appendicitis refers to the acute
inflammation of the appendix. The exact causal
pathway is not known, but theories include
possible roles played by diet, genetic factors,
infection and other factors in the aetiology of
appendicitis.?® In England and Wales, the annual
incidence proportion is 60,000 out of a population
of 53.1 million.'” A decrease in the incidence of
acute appendicitis in the UK has been reported.!’
In Britain, the lifetime individual risk of acute
appendicitis is 7%, similar to American figures of
8.6% for males and 6.7% for females.'”?® In a
population-based study of childhood deaths from
appendicitis in England and Wales from 1963 to
1997, mortality rates had fallen from 1.06 per
1000 discharges in 1963-1967 to 0.16 per 1000
discharges in 1993-1997.% Possible explanations
for the decreases include changing distributions of
childhood diseases, risk factor exposures and
better hygiene, but the exact reasons are
uncertain.

Surgical removal of the appendix (known as
appendicectomy or appendectomy) is the standard
treatment for people with suspected appendicitis.
Delays in surgery can result in perforation of the
appendix; 1.7% of patients with a perforated
appendix die, compared with 0.3% of those
without perforation (relative mortality risk 5.7).17

Complications of surgery include wound infection
(in 5-33% of patients) and abscess (2% of
patients).!” The Oxford Record Linkage Study
showed that men had emergency
appendicectomies more often than women, while
negative appendicectomy rates were higher for
women than for men.?* According to the 17-year
study, positive appendicectomy rates have declined
while negative appendicectomy rates have
remained steady.

Acute cholecystitis

Acute cholecystitis is a condition in which the
gallbladder becomes acutely inflamed, the most
common cause of which is gallstones.'* Acute
cholecystitis is the third most common diagnosis
(after NSAP and appendicitis). In the West, the
lifetime prevalence of gallstones in adults is about
10%, of whom 80% show no symptoms. One to
three per cent of people who have gallstones and
experience symptoms go on to develop acute
cholecystitis per year. The diagnosis of acute
cholecystitis is obtained from the patient’s
symptoms (constant pain in the right upper
quadrant of the abdomen for more than 12 hours
and tenderness in the right upper quadrant) and

inflammation [reflected by fever, white blood cell
count and C-reactive protein higher than normal].
Inflammation indicates possible peritonitis.
Treatment options include the following:'*?3

e fasting, intravenous fluids and analgesia as
initial treatments

e cholecystectomy at any time after admission, a
common procedure to treat acute cholecystitis
today

e percutaneous cholecystostomy for patients who
are too ill or unfit to undergo an operation, a
rare procedure nowadays. Four randomised
controlled trials (RCTs) showed no evidence of a
difference “between early (within 72 hours) and
delayed cholecystectomy ... in rates of
intraoperative or postoperative complications

® emergency surgery to treat patients who have
perforated gallbladder or gangrenous
cholecystitis, an uncommon treatment option
today.

»28

Other diseases requiring surgery
Emergency surgery is almost always needed for
perforated peptic ulcer and intestinal
obstruction.!® Since the prevalence of peptic
ulcer has declined substantially, perforations have
become less common.?*2? For other conditions,
such as acute cholecystitis, acute pancreatitis or
diverticular disease, *?%% the choices are less
clear-cut. Conservative measures are usually used
before surgery is considered, unless evidence of
perforation or blockage exists.

Non-specific abdominal pain

NSAP refers to AAP that is not attributable to an
identified cause. It is the most common diagnosis
among secondary care patients with AAP and one
of the most common reasons for hospital
admissions.! A study on the incidence of NSAP in
UK children suggests that it consists of a diverse
set of conditions with different and probably
multifactorial aetiologies.?! Psychological factors
are one set of associated factors.** The condition
tends to be self-limiting. In most cases, recovery is
spontaneous, patients are discharged and no cause
is ever found.! However, the literature in this area
is scarce. A systematic review on the health status
of discharged patients with NSAP is therefore
needed.

Gynaecological disorders

Gynaecological disorders that cause AAP in
women admitted to secondary care include pelvic
inflammatory disease (also called salpingitis),
unsuspected abortion, ovarian disease and ectopic
pregnancy.16 Of these conditions, ectopic
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Patient in community
with AAP (0.1%)

Problem/
no problem

To GP or General practice

hospital? (1%)
Hospital
No Problem/
no problem
Yes
Hospital A&E or
ward (10%)
Problem/ Admit to Problem/
no problem hospital? no problem

FIGURE | Model of management of patients with AAP lllustrative figures in parentheses are approximate risks of serious causes of
AAP Problem/no problem: perspectives differ, and include the patient, the professional and the healthcare system.

pregnancy is probably the most serious, happens
in about 1% of pregnancies and causes 11% of
pregnancy-associated deaths. The initial diagnosis
is often wrong.’ Major ovarian disease and ectopic
pregnancy are normally diagnosed during an
operation and confirmed through histopathology,
which is also used to diagnose incomplete
abortion.! Laparoscopy is commonly used to
diagnose pelvic inflammatory disease.’

Children and the elderly

Children and the elderly are subgroups of
particular interest, since the distribution of
diseases causing AAP in these two groups is
different from that in other age groups.'®*® In
children, acute appendicitis (32%) and self-
limiting conditions (61%) constitute more than
90% of hospital admissions.'® About 60-70% of
admitted children with AAP in the UK are
classified by doctors as having NSAP and
discharged, with the remainder undergoing
surgery.’! Intussuception and urinary tract
infection are other occasional causes of AAP in
children. Although appendicitis occurs less often
in younger than in older children, the diagnosis is
more difficult in the former.3+3° Among children
with acute appendicitis, only one-third will present
with classic symptoms, and the initial diagnosis is
often incorrect.*>*® Between 70 and 100% of
initial diagnoses were wrong in very young
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children (aged 3 years or less). This figure
dropped to 12-28% in schoolchildren and less
than 15% in teenagers. A prospective cohort study
found that computed tomography could greatly
decrease and ultrasonography could decrease the
misdiagnosis rate in children.*’

Although appendicitis and cholecystitis are
common conditions in the elderly, other
possibilities include cancer and mesenteric
vascular disease.!%?* Perforation occurs more often
in older AAP patients. Perforation rates in this
subgroup are in the range of 55-70%, given
problems with delays in diagnosis and difficulties
in obtaining the correct diagnosis.”® Another
challenge is the poor memory of many elderly
patients, which often makes it difficult to ascertain
the initial signs and symptoms and when they
began.?%4"

Current management standards
for AAP

Figure 1 shows the typical management and
referral pathways for AAP patients through the
UK healthcare system. Substantial changes are
likely in the risk of serious causes of AAP as
patients move through the healthcare system, with
those in the community having the lowest risk of a
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serious problem, compared with higher risk for
those visiting the GP, a much higher risk for those
admitted to A&E and the highest risk for those in
surgical wards.

Diagnosis in primary and secondary
care

In primary care, the key decision for GPs is to
exclude serious causes requiring emergency
treatment. They therefore need highly sensitive
tests or signs to rule out such causes.*! If the
duration of AAP is 6 months, they can quite safely
exclude appendicitis. If a patient has diarrhoea,
that is more likely to indicate gastroenteritis than
appendicitis.*? In the initial phase of acute
appendicitis, for example, the sole symptom is
often abdominal pain migrating from the
umbilical region to the right iliac fossa. About 1%
of primary care patients have appendicitis each
year and GPs will tend to refer a patient if they
suspect at least a 10% probability of acute
appendicitis or other condition needing urgent
surgery.”® If symptoms are mild and the GP’s
assessed probability of a serious condition is only
about 2 or 3%, the appropriate initial action is to
wait for 24-48 hours and treat the patient with
analgesics for pain relief and antibiotics.**** A GP
needs to make a decision within 1 or 2 days on
whether to refer the patient to A&E or hospital.

The primary concern of a doctor in secondary care
is whether or not to operate on an AAP patient,
given the risk of perforation and peritonitis
should the decision be delayed for too long and
also the uncertainty regarding the underlying
condition. In the absence of a clinical decision
tool, a secondary care doctor’s diagnostic strategy
for AAP should mainly be based on the clinical
interview and physical examination. The following
aspects of patient history should be covered in a
clinical interview with an AAP patient:'

demographic data: age and gender
pain: site at onset, site now, time since onset,
severity and type of pain, progress, radiation,
and factors that aggravate or relieve pain

e other symptoms: nausea, vomiting, feeling
faint, jaundice, appetite, bowel habit,
micturition, and in female patients,
gynaecological symptoms

e previous history: similar pain in the past,
abdominal surgery in the past, previous
indigestion, history of major illness, allergies
and drugs.

An AAP patient should also be examined for the
following signs:!*®

e general examination: mood, pulse, colour,
temperature, respiration and blood pressure

e abdominal examination:
— inspection: movement, scars and distension
— palpation: tenderness, rebound, guarding,

rigidity, Murphy’s sign, swellings

e other examinations: rectal examination and in
female patients, vaginal examination

¢ auscultation: bowel sounds.

Detailed accounts of diagnosing AAP conditions
can be found elsewhere.!*®

Special investigations

Cope warned that “overreliance on laboratory tests
and radiological evaluations will very often
mislead the clinician, especially if the history and
physical examination are less than diligent and
complete.” Although clinical signs and history
play a primary role in the diagnosis of AAP
conditions, special investigations and tests can
play a part in the decision-making process,
particularly when the diagnosis is unclear after a
careful interview and physical examination.'?
Some of the AAP decision tools that will be
assessed in the systematic reviews in this study
make selective use of the results of special
investigations. These investigations include
laboratory tests such as white blood cell count,
C-reactive protein or urine dipstick tests, and
imaging procedures such as radiology, ultrasound,
laparoscopy or computed tomography, which are
outlined and discussed in detail in many
sources.>!%4%46 An RCT in 1998 strongly
suggested that CT is highly accurate in diagnosing
acute appendicitis,® although subsequent studies
and a recent systematic review provided mixed
conclusions.*” The characteristics of these tests are
briefly outlined in the Glossary.

Reference standards for diagnosis and
definition of causative disease

For acute appendicitis, histopathological
examination of the excised appendix is the
reference standard for patients with the disease.
Because it is unethical to remove the appendix
from patients when acute appendicitis and other
serious causes for the pain are excluded, the final
diagnosis plus follow-up of discharged, non-
operated patients serve as the reference standard.
There is a need to follow up those discharged
without operation (often labelled as having NSAP)
because of the possibility of false-negative
diagnoses. Some discharged patients may have
been suffering from acute appendicitis or other
causes of AAP (e.g. perforated peptic ulcer or
acute cholecystitis), which would require
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emergency surgery. However, in a 1-year follow-up
of patients with NSAP, two-thirds never had a firm
diagnosis.! The rest had minor conditions. The
reference standards for other conditions that
require surgery also involve histopathology, with
final diagnosis and follow-up serving as the
standard for those without the disease. Reference
standards for these and non-surgical causes of AAP
are discussed in various sources.*-5

Dilemmas in AAP decision-making
Making accurate decisions for patients with AAP is
difficult in both primary and secondary care
because many conditions cause it and no single
clinical finding or laboratory test is both specific
and sensitive.” Around 50% of hospital inpatients
with AAP have a non-specific cause,’! but many of
the remainder have acute appendicitis or other
conditions requiring emergency hospital
admission and surgery. To avoid missing these
seriously ill patients, large numbers are referred
for unnecessary admission and surgery, with
negative laparotomy rates of up to 25%.5!
However, patient, GP and surgical delays can lead
to a perforated appendix in 20% of cases.’! Even
highly experienced doctors make these mistakes.??
What makes clinical decision-making in this area
particularly challenging is the trade-off between
the perforated appendix rate and the negative
appendicectomy rate.’

A recent population-based study found that the
problem of misdiagnosis of acute appendicitis and
other AAP conditions requiring urgent attention
has not changed over time, despite the
implementation of new diagnostic technologies in
recent years.”* The authors of the study offered
possible explanations: “(1) computed tomography
in the United States may not be performed
frequently enough or in the appropriate
subpopulations to affect the rate of misdiagnosis;
(2) diagnostic tests may be less accurate in a
typical clinical environment than in the research
setting and (3) these tests may be accurate and
performed routinely but may be overruled or not
reported rapidly enough to influence decision
making.”

As a result of such difficulties, many tools that
combine two or more clinical or laboratory
findings to assist clinical decisions have been
developed to aid the management of AAP and
other conditions.”>*® Such tools have a long
history, with the first computer aid developed in
1959.°7 Some examples of decision tools include
the Alvarado score,’® the Leeds Acute Abdominal

Pain system, which estimates patient-specific
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probabilities of different serious conditions
causing the pain,*! and Framingham-derived
scores to assess individual cardiovascular risk.5%-%2
While some AAP decision tools appear to be more
accurate than junior doctors, no clear consensus
exists on which, if any, is most appropriate for use
by UK GPs or hospital doctors.>

Clinical decision tools

Definition and typology of decision tools
A decision tool is an active knowledge resource
that uses patient data to generate case-specific
advice, which supports clinical decision-making
about individual patients by health professionals,
the patients themselves or others concerned about
them. A typology of decision tools is shown in
Figure 2. The typology encompasses decision
support systems, checklists, clinical algorithms,
computer decision aids, slide rules, nomograms,
preprogrammed calculators®® and scoring
systems.” For the purposes of this study, the focus
is on decision tools that combine two or more
clinical signs, symptoms or patient characteristics.
A detailed discussion of decision tools can be
found in Appendix 1.

The dual role of decision tools as
prognostic and diagnostic models

The reason for assessing both the accuracy and
impact of decision tools in Chapters 2-5 is that
they have a dual and interrelated role as both
diagnostic and prognostic tools; this is one of the
reasons why they are called decision tools.
Assessing the performance of a decision tool or
another diagnostic technology provides an
important first stage in the clinical management
of patients. However, an arguably more important
objective is the impact that the decision tool has
on (the prognosis of) patients through a doctor’s
choice of treatment.%*

A main difference between the diagnostic and
prognostic applications of a tool is that of the time
element. As Kraemer said, “if the diagnosis is
obtained during the period of testing, the test
is... called a ‘diagnostic test’, but if it is obtained
during a follow-up period” [to assess the
subsequent development of disease and the impact
of the tool on patient outcomes], it then becomes
a ‘prognostic model’.”% The methodological
aspects of assessing the accuracy and impact of
decision tools have been extensively discussed in
the recent literature, particularly in regard to the
balance between a simple tool that can be
understood by healthcare practitioners and
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FIGURE 2 Typology of clinical decision tools

complex mathematical models that might be
highly accurate but are a ‘black box’ to the
user.”®%>~70 There are legal, ethical and safety
questions concerning the role of the decision

tool user as a learned intermediary: he or she
needs to understand how the tool works to

be able to make an informed decision.”! The legal
risk to doctors making uninformed decisions
solely using the black box is that they breached
their duty of care for patients who are harmed as a
result.”>”* A decision tool with high diagnostic
accuracy may have little impact on patient
outcomes for various reasons, including the black
box phenomenon and poor usability as perceived
by the user.”!

A brief overview of common reasoning
methods for decision tools

A brief overview of the reasoning methods
underlying decision tools is given here. A

more detailed exposition can be found in
Appendix 2.

Bayesian methods

Bayes’ theorem describes how the pretest or
prior probability of disease changes as new
information is taken into account; this revised
probability is called the post-test probability.”
Bayes’ theorem can be extended in a simple way
to combine multiple pieces of diagnostic
information. The post-test probability obtained
from the first test can serve as the prior
probability for the next test. However, this
approach (coined naive or idiot’s Bayes) has
been noted to give overoptimistic predictions
owing to double counting of diagnostic
information when the individual test results that
are being combined are not independent. In this
report, methods that use simple naive Bayesian
probability updating will be referred to as
Bayesian methods.

Logistic regression extensions of Bayes theorem
The problem of double counting diagnostic
information has been tackled using logistic
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regression models, to take into account
correlations between pieces of diagnostic
information. The links between Bayes’ theorem
and logistic regression models can be fitted by re-
expressing the theorem using ‘weights of evidence’
to account for the correlations.”® The term logistic
regression methods will be used to describe
approaches that make the above adjustments.

Discrimination rules

Discrimination rules use statistical methods to
produce a rule that can be used to allocate
individuals to the group in which they are most
likely to belong. For example, it is possible to
produce predictions of group membership
(diseased or non-diseased) from a logistic
regression or discriminant function, categorising
those with disease probability greater than some
appropriate value (such as 0.5) into the diseased
group and those with probabilities less than that
value into the non-diseased group.

Clinical algorithms

An algorithm is a process for carrying out a
complex task broken down into simple decision
and action steps.'? Clinical algorithms can be
represented as paper-based flowcharts or
computer programs.

Expert systems

An expert system is a computer program that
simulates human thought processes “to provide
the kind of problem analysis and advice that the
expert might provide.”!!

Machine learning

Machine learning can be either supervised or
unsupervised.”” In the former, a system is
provided with a sample of data and instructions on
how to identify and classify patterns within the
data by a trainer. In the latter, a system is also
provided with data, but is left to identify patterns
without external assistance. There are various
types of machine learning methods, such as neural
networks and genetic algorithms.

Study questions

The above discussion demonstrates the need to
evaluate AAP decision tools. Thus, the overall
study objective is to assess whether, and by how
much, clinical decision tools improve the clinical
management of AAP and whether any particular
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tool can be recommended. To achieve this
objective, the following specific questions are
addressed.

Study question 1: What are the diagnostic
accuracies of decision tools and doctors aided by
decision tools compared with unaided doctors in
patients with AAP? (Chapters 2 and 3.)

Study question 2: What are the impacts of
providing doctors with AAP decision tools on
patient outcomes, clinical decisions and actions?
(Chapters 4 and 5.)

Study question 3: What factors are likely to
determine the usage rates and usability of each
AAP decision tool? (Chapter 6.)

Study question 4: What are the associated costs
and likely cost-effectiveness of these decision
tools in routine use in the UK? (Chapter 7.)

To make this study manageable, the focus is on
acute appendicitis, since the most important
clinical decision when patients present with AAP is
whether they might have appendicitis and whether
surgery is required. The authors believe that the
focus on acute appendicitis is justifiable. If one
examines the ten most common causes of AAP,
acute appendicitis is the one that inevitably
requires a rapid diagnosis and rapid decision as to
whether to operate immediately."> The other
conditions requiring emergency surgery are
perforated peptic ulcer and intestinal
obstruction; however, these conditions are now
rare compared with acute appendicitis, or are
unlikely to be confused with appendicitis because
of differing clinical features.">'*?% Emergency
surgery is rare nowadays for acute cholecystitis,
pancreatitis and diverticulitis. For patients with
suspected cholecystitis, for example, the standard
practice nowadays is to use “fasting, intravenous
fluids and analgesia as initial treatments.”'*
Similarly, emergency surgery is not the typical
initial treatment for pancreatitis and
diverticulitis." Therefore, the most important
decision facing the doctor is whether the AAP
patient is suffering from acute appendicitis or
other conditions, including NSAP. The restriction
to acute appendicitis is an appropriate reflection
of clinical problems in the NHS, based on the
authors’ communications with experienced
surgical consultants at Whipps Cross Hospital,
London, who participated in the original De
Dombal studies. The overall scope of this

Review of Abdominal Pain tolls (RAPT) is shown
in Figure 3.
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FIGURE 3 Scope of the RAPT review. To make the study manageable, the focus is on acute appendicitis.
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Chapter 2

Study question |. Methods for the systematic
review of accuracy studies

Search methods

Sources of studies

The following electronic databases were searched:
MEDLINE (1966 to June 2003), EMBASE (1980
to June 2003), CENTRAL (The Cochrane Central
Register of Controlled Trials (Issue 3 2003,
Cochrane Library), CINAHL (Cumulative Index of
Nursing and Allied Health) (1982 to June 2003),
INSPEC (database provided by the Institute of
Electrical Engineers, with literature on physics,
electronics and computing) (1969 to June 2003),
SIGLE (System for Information on Grey Literature
in Europe) (1980 to June 2003) and HEALTH-CD
(Database of full-text material from UK
Department of Health and the Stationery Office
containing British health management reports,
grey literature). Searches were conducted from the
earliest date of titles or abstracts available for each
database to the latest title(s) or abstracts available
as of 1 July 2003.

Further studies were located through citation
searches of major papers introducing the tools and
by checking the reference lists in primary and
review articles retrieved from the database
searches. Because the translation of foreign-
language papers was not included in the original
funding proposal, only English-language papers
were included.

Search strategies

The sensitivity of searches was maximised by using
both free text and controlled vocabulary terms,
such as:

¢ specific target disorder or organ names (e.g.
“appendi*” and “salpingitis”)

e the MeSH terms used to index the above papers
and others that are found

e additional search terms to detect studies of
decision tools (e.g. “decision support system”,
“algorithm” and “scoring system”) and
diagnostic accuracy (e.g. “specificit*”,
“sensitivit*” and “likelihood ratio*”).”8-80

A pilot MEDLINE search using this approach
identified 3254 studies. Similar strategies (with
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additional or alternative search terms as
appropriate) were adapted for the other databases.
Appendix 3 contains the search terms used for
each database.

Assessment of eligibility

Inclusion and exclusion criteria

Eligible studies

Studies of appropriate clinical cohorts that report
the accuracies of AAP decision tools and/or the
accuracies of doctors aided by decision tools were
included. In regard to the former, reference is to
the estimates of diagnostic accuracy provided by
the decision tool itself. In regard to the accuracies
of doctors aided by decision tools, reference is to
the diagnostic accuracy of the doctor with access to
the decision tool or its output. These are two
distinct types of studies, and they will be referred
to as the accuracy of the decision tool (or decision
tool accuracy) and aided doctors’ diagnosis (or
even aided doctors) for short. This review focuses
on unselected patients with AAP recruited
consecutively or randomly sampled from an
appropriate cohort, that is, those typically seen by
physicians in practice. For the purposes of this
review, case—control studies or cohort
investigations that studied patients who all had an
operation for suspected appendicitis were
excluded because of the likely referral bias in the
evidence from such studies that prevents their
application to clinical practice.”®%!

Eligible patients

Patients with a main complaint of previously
undiagnosed acute generalised, upper or lower
abdominal pain lasting for not more than 7 days
from onset were eligible for inclusion.!

Eligible investigations

Studies evaluating the accuracies of AAP decision
tools and/or the accuracies of doctors aided by
decision tools, compared with unaided doctors’
decisions, were included. Studies that reported
only the accuracies of AAP decision tools and/or
aided doctors were included, although such
studies are less useful, because they cannot assess
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the relative accuracy of the decision tool or aided
doctors and the unaided doctors. Studies of
individual laboratory or imaging investigations,
audit and feedback, continuing education activities
and telemedicine were excluded. Studies in which
the authors did not specify the reference standard
were excluded. Without a reference standard, the
accuracy of the decision tool cannot be assessed.
The following reference standards were eligible:

¢ histopathology for those with the target
disorder and final diagnosis for those without,
with post-discharge follow-up of the latter

¢ histopathology for those with the target
disorder and those without

¢ final diagnosis for both those with and without
the target disorder (with standard criteria)

¢ final diagnosis for both those with and those
without the target disorder (not standardised or
unclear criteria).

Eligible study measures

Studies that reported sensitivity and specificity,
likelihood ratios for positive and negative test
results, area under the receiver operating
characteristic (ROC) curve, or data that would
enable these measures to be calculated, were
included. Studies that reported crude accuracies
only (i.e. the proportion of diagnoses which are
correct) were excluded. Crude accuracy is not a
useful measure because it entangles the accuracy
of the decision tool among those with the target
disorder and the accuracy among those without.

Procedures for assessing eligibility

The primary search aimed to identify all
published studies that passed the
inclusion/exclusion criteria outlined above, with an
initial classification of all search results (through
scrutiny of titles and abstracts) by one reviewer
into:

e studies that were obviously irrelevant
¢ studies that were potentially or definitely
relevant.

The hard copies of original articles for all studies
in the latter category were obtained for more
detailed review by a reviewer (JLYL). To assess the
reliability of the above process, a second reviewer
(JCW) independently categorised a sample of the
full search results.

An eligibility criteria form (Appendix 4), which
incorporated the criteria outlined in the section
‘Inclusion and exclusion criteria’ (p. 9), was
developed, with reference to forms used in

another HTA-funded systematic review.** One
reviewer (JLYL) assessed the eligibility of all the
retrieved studies for detailed data extraction. To
assess the reliability of this process, a second
reviewer (JCW) independently repeated the
eligibility check for a sample of the retrieved
studies. Disagreements were resolved through
discussion between the two reviewers (JLYL and
JCW). A third reviewer (JJD) was available to help
to resolve the discrepancies in consultation with
the other two reviewers. The extent of
disagreements was quantified using the kappa
statistic.%

Data extraction

A data collection form for extracting information
from eligible studies was developed by adapting
forms used in another review,* the methods
recommended by the Cochrane Methods Working
Group on Systematic Reviews of Screening and
Diagnostic Tests, and the items in the Standards
for Reporting of Diagnostic Accuracy (STARD)
Initiative.**%" Data from each eligible study were
extracted on to the form. The following data were
recorded from each study:

e patients’ details, including demographic
characteristics (age, gender, ethnicity), and
medical condition(s) causing AAP

¢ the reasoning method used by each decision tool

¢ healthcare setting (ward admission, surgical
department, A&E, other secondary care,
primary care)

e estimates of the accuracy of decision tools and
unaided doctors’ decisions

¢ indicators of methodological quality (see below).

A copy of the data collection form can be found in
Appendix 4.

Methodological quality

Two reviewers (JLYL and JCW) from the project
steering group extracted data and assessed the
quality of all studies selected for inclusion in the
review. Where disagreements continued after
discussion between the two reviewers, a third
reviewer (JJD) was available to help to resolve the
discrepancies. The criteria below were used to
assess study quality:

¢ Reference standard: what was the reference
standard for those with the target disorder? Was
it the same for everyone? What was the
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reference standard for those without the target
disorder? Was it the same for everyone? If the
reference standard was not the same for all
participating patients, then the accuracy of the
decision tool could be distorted.

Incorporation bias: did the reference standard
exclude the output of decision tools or the
unaided decisions of doctors and vice versar
Incorporation bias occurs when the decision
tool uses signs, symptoms or tests that are part
of the reference standard, leading to an
overestimate of the test’s performance.®®
Blinding: was the person allocating the
reference standard blind to the decision tool
results? Was the decision tool user blind to the
reference standard?

Verification/work-up bias: was there an attempt
to compare all results of decision tools, aided
doctors or unaided doctors to a reference
standard and vice versa? Have all results been
compared to the same standard? Verification
bias occurs when the results provided by a
decision tool affect the decision on whether

to conduct the reference standard
investigation.”®® This often happens when
the decision tool results are negative, showing
that a patient is unlikely to have the target
disorder in question. There are two types of
verification bias: ‘partial verification’, which
occurs when the reference standard was not
applied to all participating patients and
‘differential verification’, which occurs when
results from a decision tool influence the
choice of reference standards to apply.
Estimates of sensitivity tend to be overestimated
when partial verification bias is present, while
estimates of specificity tend to be understated.
Both sensitivity and specificity tend to be
overstated when differential verification bias is
present.

Selection of the study sample: was a consecutive
or random selection of cases sampled? Was a
single relevant clinical population selected (as
opposed to positive and negative groups)? The
use of a single clinical population in a
prospective or retrospective cohort design is
more valid than the use of case—control designs,
which tend markedly to overestimate accuracy.
The results of a cohort study depend on the
case-mix that it recruits, and may be quite
different from the ‘average’ performance.
Subgroups: were subgroups analysed separately?
Were they prospectively defined?
Completeness: how complete was the data set?
Relevant information includes the number of
patients originally considered for inclusion, the
number of eligible patients, the number of
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patients included at the start, and the number
of patients lost. A low completeness rate could
result in bias.

¢ Indeterminate results: how were indeterminate
scores and outputs of decision tools handled in
the analysis? Excluding indeterminate results
from the analysis could exaggerate the accuracy
of the tool.

e treatment paradox: were patients treated for
their AAP before the decision tools and the
reference standard were employed? For
example, if a decision tool indicates that a
patient has a target disorder and he or she is
successfully treated before being tested for a
second time using the reference standard,
misclassification bias would result. This is called
the ‘treatment paradox’.”

¢ Type of study: were the data collected
retrospectively from case record reviews or
prospectively?

Details on justifications for the above quality
criteria can be found in other sources.”848

Potential sources of heterogeneity

When sufficient data were available, the meta-
analysis for each comparison was stratified by
these factors:

e age groups and gender

¢ prevalence of acute appendicitis

¢ healthcare setting (ward, surgical department,
A&E, other secondary care, primary care)

¢ type of decision tool studied (i.e. reasoning
method of decision tool)

When significant heterogeneity was found to be
present the following explanations were also
considered:

year of the study
type of data set (e.g. prospective test set in a
different centre from where the tool was
developed, split-sample test set, jack-knife,
training set data)

e number of data items used by the decision
tool

e was the evaluator of the tool also its developer?

e follow-up of non-admitted, non-operated
(defined as those who were admitted but not
operated on) or postdischarge cases (defined as
those who were admitted and operated on)
(e.g. by telephone at 30 days)

e data collection method (prospectively or
retrospectively)
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e completeness of data as reflected by the
sampling rate (number of subjects
included/number of eligible subjects)

e training and seniority of the decision maker.

Statistical methods

Analytical techniques that are most relevant for
the purposes of this systematic review of diagnostic
accuracy are presented here.”®%%9! The following
software packages were used: STATA version 8.2
for constructing pooled error rate ratios, forest
plots, scatterplots, metaregression models and
basic univariate/bivariate statistics; S Plus 2000
Professional to construct summary ROC curves
(explained in the next section) and forest plots to
summarise graphically the sensitivities and
specificities from individual studies; and CIA
version 2.1 to compute confidence intervals.

Data synthesis

Pooling sensitivities and specificities

Pooled estimates of sensitivity and specificity can
be obtained by considering the two measures as

simple proportions p; = 3;—1_, and computing a
1

weighted average of sensitivity or specificity of all
studies.”®9?

Pooling is reasonable as long as (1) sensitivity and
specificity are not negatively correlated with each
other, as the diagnostic threshold changes across
studies, and (2) no heterogeneity exists between
study-specific estimates of accuracy. In practice,
conditions (1) and (2) often do not hold, so pooling
is inappropriate, as explained elsewhere.”%!

Standard x? tests were used to assess the extent to
which accuracy data from the primary studies
deviate from homogeneity. Correlation coefficients
(e.g. Pearson’s r for normally distributed data and
Spearman’s p for non-normally distributed data)
were computed to assess the relation between
sensitivities and specificities. A significant negative
correlation signals a possible diagnostic threshold
effect.

Among studies for which the diagnostic accuracies
of decision tools/aided doctors and unaided
doctors were compared, ratios of false-positive and
false-negative error rates were used to provide
estimates of the difference between the diagnostic
accuracies of the decision tool/aided doctors and
unaided doctors. A ratio for decision tools/aided
doctors versus unaided doctors of less than

1 indicates that the tool or aided doctor has a

lower false-negative rate or false-positive rate than
the unaided doctor. A ratio of greater than one
indicates that the decision tool/aided doctor has a
higher false-negative rate or false positive rate
than the unaided doctor. A ratio of unity indicates
no difference. Pooled error rate ratios for the
false-negative rates (1 — sensitivity) and false-
positive rates (1 — specificity) were computed using
the random effects model.”® The presence of
heterogeneity was tested using standard
methods.” Sources of heterogeneity were
investigated.%95-97

Another way to illustrate graphically the presence
(or absence) of heterogeneity of paired accuracies
of decision tools (or aided doctors) and unaided
doctors is to use an ROC plot, with study-specific
data points for decision tools and doctors joined
by a line. The magnitude of the difference
between the data point for the decision tool (or
the aided doctor) and data point for the unaided
doctor is shown by the vertical and horizontal
distances between the study-specific data points
(corresponding, respectively, to differences in
sensitivities and specificities between decision
tools/aided doctors and unaided doctors).

The diagnostic odds ratio and other measures of
diagnostic accuracy

The diagnostic odds ratio (DOR) is another
summary measure of diagnostic accuracy; it is the
ratio of the odds of a positive test result in a
patient with the target disorder to the odds of a
positive test result in a patient without the target
disorder.”® The DOR combines sensitivities and
specificities (as well as likelihood ratios) into one
measure of diagnostic accuracy.”® It provides an
assessment of how well a decision tool or doctor
performs in distinguishing healthy from unhealthy
patients. The bigger the DOR, the better the
diagnostic accuracy. For many clinical applications,
similar DORs may be observed in studies that use
different cut-points, a useful property for the
purposes of a systematic review (i.e. to combine
studies). However, it can be difficult to interpret
clinically. A decision tool with high specificity and
low sensitivity could have the same DOR as one
with low specificity and high sensitivity. Table 2
provides examples of DORs for various
sensitivities and specificities.

Summary ROC curves

An ROC curve (Figure 4) provides a graphical way
to examine the relation between sensitivity and
specificity for a decision tool.” It is a plot of the
sensitivity (or the true-positive rate among those
with the target disorder) against the complement
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TABLE 2 Examples of DORs and typical sensitivities and
specificities

DOR Sensitivity Specificity
9800 0.99 0.99
1880 0.99 0.95
1880 0.95 0.99
171 0.95 0.90
171 0.90 0.95
44 0.95 0.70
16 0.80 0.80
54 0.70 0.70
1.0 0.50 0.50

Source: adapted from Deeks.”®
Specificity

1.0 0.5 0.0
1

True-positive rate (sensitivity)

0.0 0.5 1.0

False-positive rate (| — specificity)

FIGURE 4 ROC curve

of the specificity (1 — specificity or the false-
positive rate among those without target disorder)
at different cut-points or diagnostic thresholds.
ROC curves for diagnostic tools with excellent
performance will have points that are close to the
graph’s top left corner, where the sensitivity and
specificity are 100%. ROC curves for tools with
poorer performance will lie more closely to the
diagonal in Figure 4. The accuracy of a tool can
also be summarised as the area under the receiver
operating characteristic curve (AUROC curve),
which ranges from less than 0.5 to 1.0.%Y An
AUROC curve value of 1.0 means that the tool can
perfectly discriminate between patients with and
without the target disorder. An area of 0.50
implies that the tool is unable to discriminate
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patients with the target disorder from those
without.%

The pooling of ROC curves from primary studies
is usually impractical, because most studies report
only a single point (i.e. sensitivity and specificity at
a given threshold).”"1% An alternative method of
summarising diagnostic accuracy is therefore
needed. One such method, proposed by Littenberg
and Moses, fits a summary ROC (SROC) curve
through sensitivity and specificity points plotted in
ROC space, one point being plotted for each
primary study in the meta-analysis.”!

It is mathematically convenient to represent the
SROC curve as a linear model (a statistical model
in which the relation between the dependent
variable y and the independent variable x can be
fitted to the data using the equation, y = o + Bx,
where o and B are constant terms). Littenberg and
Moses’®?! proposed fitting the following
regression model:

D=a+bS (1)

where D is the natural logarithm of the DOR and
§ is the natural logarithm of the product of the
odds of true-positive test results and the odds of
false-positive test results. D is a summary measure
of the diagnostic accuracy of the test. When a
diagnostic threshold decreases (increases), the
frequency of positive diagnoses (including both
true and false positives) increases (decreases),
which means that the product of the odds of
positive test results and S also increases
(decreases). § is thus a summary measure of
diagnostic threshold. Equation (1) expresses how
the diagnostic accuracy of a test changes with
variations in the diagnostic threshold or other
predictors of diagnostic accuracy. In this systematic
review, weighted least squares regression was used,
with the sample sizes of the primary studies used
as weights.91 To obtain an SROC plot, the
regression model in equation (1) can be back-
transformed.” The statistical significance of the
regression coefficient b is tested to assess whether
diagnostic accuracy varies significantly with
changes in threshold. If such a relation exists, the
SROC curve is asymmetrical in shape.”

If there is no evidence that diagnostic accuracy
varies with changes in threshold, it means that the
DOR stays constant, whatever the threshold. The
SROC curve would then be symmetrical in
shape.” The implication is that the usual methods
for pooling odds ratios in a meta-analysis can be
applied to obtain a pooled DOR.”®
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Assessment of heterogeneity using
metaregression

The DOR may vary between primary studies for
reasons other than the diagnostic threshold, such
as heterogeneity in study design, patient
subgroups and other effect modifiers, or
differences in methodological quality between
studies.”8909L101 If the DOR varies with diagnostic
threshold (i.e. the log DOR is associated with the
measure of threshold § and the SROC curve is
asymmetrical), potential effect modifiers or
indicators of methodological quality (outlined in
the section ‘Potential sources of heterogeneity’,
p- 11) can be added as additional independent
variables to the regression model in equation (1)
(e.g. D =a + bS + ¢ x Prevalence).

If § is not statistically significant (i.e. the null
hypothesis that the regression coefficient b = 0 fails
to be rejected), it suggests the DOR does not
change with diagnostic threshold (i.e. the SROC
curve is symmetrical). Standard metaregression
techniques for odds ratios can then be used to
explore potential sources of heterogeneity, using
the log DOR as the dependent variable and each
potential effect modifier or indicator of
methodological quality as independent variables
(e.g. D = a + ¢ x Prevalence ). There is no need to
include § as a covariate since there is insufficient
evidence to indicate that it is associated with D.

One of the limitations of metaregression is that a
systematic review typically only includes a small
number of eligible studies. Therefore, only one
effect modifier was fitted at a time to avoid
problems of overfitting. The metaregression models
were also weighted by total study sample size.

The antilog of the regression coefficient for each
effect modifier can be interpreted as a measure of
the relative increase in the DOR that can be
attributed to that effect modifier. This measure is
also known as the relative diagnostic odds ratio
(RDOR). The RDOR 1is a measure of differences in
observed diagnostic ability between two tests,
groups or types of study. It is calculated by
dividing the DOR from one by the DOR from the
other. The magnitude of bias or difference is
reflected by the extent to which the ratio deviates
from 1.

Effect modifiers included in
metaregression

Effect modifiers for decision tools

The potential effect modifiers below were included
in the metaregression models for decision tools.
Some categories within each effect modifier were

merged if the numbers of studies falling in them
were too small.

¢ Year of publication (as a surrogate for the
year of the study): when a decision tool first
appears in the published literature, it may
initially demonstrate very high accuracy.
However, when additional studies are conducted
over the course of time and the tool is
scrutinised (e.g. in different settings and by
independent evaluators), its accuracy may
decline.

e Prevalence of acute appendicitis: the
diagnostic accuracy (e.g. as measured by
sensitivity and specificity) of a decision tool is
known to vary with the prevalence of the target
disorder.’*% The spectrum of patients may be
different in populations with low and high
prevalences of a target disorder.

¢ Reasoning method of decision tool (bayesian
methods, logistic regression methods,
discriminant rules, clinical algorithms, expert
systems, neural networks, other method): this
was included to compare the accuracies of
different methods used to develop the decision
tool.

¢ Type of data set (prospective test-set data in
different centre, prospective test-set data in
same centre, non-random split sample used as
test set, random split sample used as test set,
resampled data used as test set, training-set
data used as test set, and training-set data):

It has been argued that decision tools
demonstrating high accuracy during the
development phase (when ‘training-set’ data are
used) tend to become less accurate when
evaluated using postdevelopment ‘test-set’
data.5%192.19% Thijs could happen for a number
of reasons (e.g. the often-small sample sizes
used in training-set data to develop the tool,
and model ‘overfitting’ during the development
phase, when training-set data are used to fine-
tune a tool to attain optimal
performance).'*1%% The type of test-set data
used to evaluate a decision tool after
development can influence its estimated
diagnostic/prognostic accuracy.’®

The main types of test-set data,'** in order of their
rigour, are: (a) prospective data collected from one
or more centres away from where the tool was
developed (best); (b) prospective data collected in
the centre where the tool was developed; (c) non-
random split samples; (d) random split samples or
samples generated using a resampling technique
(such as bootstrapping or jack-knife); and (e)
training-set data used also as test-set data (worst).
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Option (a) is generally considered the best,
particularly if the sample is selected from an
environment that is typical of its intended use (e.g.
in terms of the patient case-mix encountered and
the users of the decision tool). Option (b) is
inferior to option (a) because by collecting data
from the centre where the tool was developed, it is
more difficult to generalise findings. There is also
more scope for bias. Option (c) refers to the non-
random splitting of a sample into two subsamples,
one for the training-set study and the other for
the test-set study. It is prone to the same problems
as option (b). However, a non-random split sample
is better than a random split sample (option d),
because the latter tends to produce samples with
similar characteristics to the original sample. The
random split sample goes against an important
purpose of a test-set study, which is to assess
performance in a sample with different
characteristics. In a resampling procedure such as
jack-knife (option d), in which a patient is taken
from a sample, the model is constructed from the
rest of the sample, the withdrawn patient is used
as a case, and then another patient is withdrawn to
repeat the procedure.!?®105

¢ Number of data items used by the decision
tool: if a particular decision tool requires
doctors to record or input a very large number
of data items, they may give up and not use the
decision tool. Thus, doctors provided with this
tool may perform no better than those who
were not given the tool. However, a decision
tool that uses a very small number of data items
may not have made optimal use of the available
information.

e User of the decision tool (researcher, junior
doctor, senior doctor): the influence of the
decision tool on diagnostic accuracy may vary
according to the user. An experienced senior
doctor may diagnose an AAP patient as or more
accurately than a decision tool, but a junior
doctor’s performance may be worse.

¢ Independence of evaluator: investigators who
evaluate tools that they developed may be
favourably predisposed towards their
performance. Independent evaluators are likely
to be more objective.

Effect modifiers for unaided doctors’ diagnosis
The following potential effect modifiers were
included in the metaregression analyses for
unaided doctors’ diagnosis:

¢ Year of publication: with improvements in
clinical practice and training of doctors,
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unaided doctors’ diagnosis may be more
accurate in later studies than in earlier ones.
Changes in the case-mix of AAP conditions and
the prevalence of acute appendicitis over time
may also influence doctors’ diagnostic accuracy.

¢ Prevalence of acute appendicitis: prevalence
could also influence the sensitivity and/or
specificity of a doctor’s unaided diagnosis for
the same reasons as those mentioned for
decision tools.

¢ Seniority of doctor making initial diagnosis:
consultant surgeons may have superior
diagnostic accuracies to junior doctors.

¢ Independence of evaluator: an investigator
who evaluates a tool that he or she had
developed may be favourably predisposed
towards its performance and may recruit a
control group of doctors who are less
experienced than in a typical clinical
environment. This may exaggerate the
performance of the decision tool in comparison
to the unaided doctor. An independent
evaluator is likely to be more objective.

Assessment of quality of study methods
and reporting

Indicators of methodological quality were entered
as covariates (one at a time) to Littenberg and
Moses’ regression model to assess the effects of
study quality on the log DOR.”! The following
indicators were included in the analysis: (i)
reporting of patient characteristics (age and
gender distribution), whether non-operated cases
were followed up, quality of the reference
standard, potential for incorporation bias, whether
the reference standard was allocated blind to the
decision tool results, whether the decision tool
user was blind to the reference standard, potential
for differential verification bias, potential for
partial verification bias, completeness of data,
patient recruitment (consecutive recruitment
versus random or representative sample), type

of study (prospective versus retrospective),
presence of treatment paradox, and methods

of treating indeterminate outputs from the
decision tool. Detailed definitions for the quality
indicators used in the data analysis are given in
Appendix 5.

This approach to assessing the effects of quality
indicators is superior to the use of composite
quality scores, the problems of which have been
widely reported both empirically and
methodologically.!"®'% The possibility of
publication bias was assessed by a funnel

plot 110111
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Chapter 3

Study question |. Results of systematic reviews of
accuracy studies

Studies included in the review

Thirty-four studies from 27 papers (out of more
than 25,000 abstracts/titles screened) were found
to be eligible for inclusion in the final review
(Appendix 6 and Table 3). The flowchart in Figure 5
depicts the number of papers that were screened
from the various databases (more than 32,000
abstracts/titles before duplicates from different
databases were identified and removed and more
than 25,000 abstracts/titles screened for potential
eligibility), the number possibly eligible and the
number of papers that were read in full, and
applies for study questions 1 and 2. The set of
potentially eligible papers for the reviews (n = 489)
was also used for study questions 3 and 4. Usage
rates and data possibly useful for an economic
evaluation were extracted from papers that
reported them.

A total of 1462 abstracts was checked by both
reviewers. The kappa statistic was 0.82 (95% CI 0.77
to 0.87), indicating good agreement. The rest of the
titles and abstracts were checked by JLYL. Among
the retrieved papers, 100 were checked by both
JLYL and JCW for eligibility using an eligibility
criteria form. The kappa statistic was 0.79. The rest
of the retrieved papers were checked by JLYL.

Studies excluded from the review

Appendix 7 contains a summary table that lists the
reasons for excluding retrieved studies for which
data extraction was attempted. The most common
reasons for exclusion were the inadequate
reporting of results, such as crude accuracy rates
only without providing data that would enable
sensitivity and specificity to be computed.

Characteristics and development
of decision tools for AAP

The AAP decision tools that were identified as
eligible for this study used several different types of
models: naive Bayesian scores, logistic regression
models, scores derived from discrimination rules
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and neural networks. The reasoning underlying
these tools is discussed in Chapter 1 and Appendix
2. Some characteristics and developmental aspects
of the 20 decision tools found to be eligible for the
systematic review are first introduced.

Naive Bayesian methods

The Leeds AAP system is a simple and widely cited
Bayesian computer decision support system
developed in the 1970s, but has not been used in
clinical practice. The original 1972 study
demonstrated very high crude accuracies, sensitivity
and specificity.!'® The Leeds system has run on
various platforms, from Apple computers in the
1970s to the latest personal digital assistants
(PDAs). In its early years, turnaround time was a
problem, since the system required the collection
of 36 items on a data collection form (e.g. patient
history items including gender, age, site at onset
of pain, duration and severity, and physical
examination items including temperature, blood
pressure, tenderness of abdomen, rigidity and
bowel sounds).!*® Relevant information frequently
did not reach the decision-makers in time, so the
actual impact of the system in practice was in
question. Turnaround time ranged from a few to
20 minutes.'**!* Compliance rates among
doctors using the tool were low in some centres
because of the system’s slowness and complexity.
This may change with the latest PDA prototype.
The Leeds system uses naive Bayesian methods to
assess each new patient’s information and provides
a list of possible diagnoses with their estimated
probabilities,!1%119:123-125.134.136 yther naive
Bayesian models were also found to be eligible for
the review.!!*+1%

Logistic regression extensions of Bayes’
theorem

As mentioned in Chapter 1, logistic regression
extensions of Bayes’ theorem have been used to
take into account correlations between pieces of
diagnostic information. Bayes’ theorem is re-
expressed by logistic regression models that use
weights of evidence to account for the
correlations.”® Several logistic regression models

were found to be eli%ible for the
review, 115:116,118,126,13
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Study question |. Results of systematic reviews of accuracy studies

Checklists

The Alvarado score is a checklist of eight items
(three symptoms, three signs and two laboratory
tests), from which a score is computed.”® The
training-set sample consisted of 305 hospitalised
patients in Philadelphia. A diagnostic weight was
computed for each item, obtained by dividing the
total number of patients by the number of true-
positive or true-negative results. Eight items were
found to be useful diagnostically, with the more
important items given a value of 2 and the less
important ones given a value of 1. In some
evaluation studies, left shift of neutrophil
maturation was not available and a nine-point
modified Alvarado score was used.!?”!%% Alvarado
did not report the amount of time needed to use
this method, but mentioned that it was much
simpler than computer-based methods.”®

Discrimination rules

In scoring systems using discrimination rules, data
on clinical history, clinical signs and results of
special investigations were collected from a sample
of patients. An analysis would be conducted to
identify factors that differ significantly between
patients with and without acute appendicitis. The
statistically significant factors were included in a
multivariate model, which identified a final set of
factors to construct a diagnostic score. This
commonly used two-step approach is
unnecessary.®® Various other discrimination rules
were used, including stepwise logistic regression'?
and discriminant analysis.!'? Some scoring
systems were derived from bivariate analysis

alone; that is, factors with statistical differences
between patients with and without acute
appendicitis were included in the score.!2%12!
Items were included in the score if their
prevalences were significantly different between
patients with acute appendicitis and those without.
Each of the items was assigned a subscore of 1 or 0
and the score was calculated by adding up the
assigned value from each item.

Neural networks

Another group of decision tools is derived from
learning systems, such as neural networks. In one
study, the accuracies of four types of neural
networks in diagnosing acute appendicitis in AAP
patients were compared: Kohanen’s self-organising
map, binary adaptive resonance theory, learning
vector quantisation and the backpropagation
algorithm.'®! These four networks are described in
Appendix 2 and in more detail elsewhere.'*’ Four
groups of symptoms were used to test the neural
networks, each with a different number of clinical
signs and clinical history items. The data were

randomly split into a training-set sample
(n = 454) and a test-set sample (n = 457).

Additional details

More details on the characteristics of these
decision tools can be found in Appendices 2 and 8
and Table 3.

Results of the review

Summary of included studies

Table 3 provides a synopsis of some basic
characteristics of the eligible decision tool studies.
The breakdown of the reasoning methods used
was as follows:

¢ bayesian (11, of which nine were studies of the
Leeds AAP system)

e logistic regression (seven tools, of which one
reported AUROC, but not sensitivity or
specificity)

e Alvarado score (seven of which five used the
modified version of the score)

e discrimination rules (five, of which one reported
AUROC, but not sensitivity or specificity, two
used stepwise logistic regression, two used
bivariate analysis and one used stepwise
discriminant analysis)

¢ artificial neural networks (four).

Among the 34 decision tool studies (from 27
articles), two studies'?*!* reported the sensitivities
and specificities of doctors aided by decision tools
(n = 2582), compared with unaided doctors.
Thirty-two studies reported sensitivities and
specificities of decision tools (including
Wellwood'?%). Wellwood and colleagues’ study
reported the accuracy of both the decision tool and
the aided doctor. Two studies reported AUROC
curve only and could not be included in the forest
plot or the meta-analysis (n = 1091).118132 The 30
decision tool accuracy studies with sensitivity and
specificity estimates were used to construct SROC
curves and metaregression models. Among these
studies, 14 reported only crude accuracies, but
contained data that enabled the calculation of
sensitivities and specificities. Both studies of aided
doctors reported sensitivities and specificities.

The prevalence of acute appendicitis in the studies
ranged from 6 to 88%. Six to 36 items were
included in a decision tool. Among the 34
decision tool studies (including two that reported
AUROC curve only), 12 studies were independent
evaluations of other researchers’ decision tools,
while the rest were evaluations of researchers’ own
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tools. The breakdown of the type of data set for
the decision tool studies was as follows:

e prospective test-set data collected in an
independent centre, away from where the
decision tool was developed (13 studies)

e prospective test-set data collected in same
centre where tool was developed (nine studies)

¢ split samples (seven studies)

e training-set data (five studies).

Of the two studies of aided doctors’ diagnoses,
Wellwood and colleagues’ study used prospective
test-set data collected in an independent centre, 36
whereas Ohmann and colleagues used prospective
test-set data collected in the same centre where the
tool was developed.'?

The forest plots in Figure 6 provide a summary of
the results for decision tool accuracy studies. The
25 papers containing 30 studies with information
on sensitivity and specificity covered 15,040
patients. There is great variation in study size.
Wellwood and Sutton were the largest studies
(sample sizes of 5193 and 1985, respectively), with
the narrowest 95% confidence intervals.!3%1%6
Kirkeby’s study, a test-set validation of the Leeds
AAP system, was the smallest study (n = 77) with
the widest confidence interval.'?®

Among the 32 decision tool accuracy studies, ten
studies also assessed unaided doctors’ diagnoses

(n = 10,496). Nine reported sensitivities and
specificities or data that enabled their calculations.
One study reported AUROC curve for doctors’
unaided diagnosis only and could not be included
in the forest plot or the meta-analysis (n = 304).118
The nine studies in the forest plot for unaided
doctors (Figure 6) therefore covered 10,496 patients,
and were used to construct SROC curves and
metaregression models.'**!1%® Among accuracy
studies of unaided doctors included in the meta-
analysis, only two reported sensitivities and
specificities together with 2 X 2 tables.'*!"!3! The
rest reported crude accuracies, but contained data
that enabled the calculation of these measures of
diagnostic accuracy.

The studies in the review of decision tool accuracy
were conducted from 1972 to 2000. For the review
of aided doctors’ accuracy, the two studies were
conducted in 1992 and 1999. For the review of
doctors’ unaided diagnosis, the studies were
conducted from 1972 to 1999.

The breakdown of countries for studies of decision
tool accuracy was as follows: USA (three studies),
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UK (eight), Finland (six), Norway (five), Germany
(two), Sweden (two) and Canada, Denmark, India,
Pakistan, Iran and Hong Kong (one study each).
These 32 studies were published in 19 journals
and one book.

Accuracy of decision tools, unaided
doctors’ diagnosis and aided doctors’
diagnosis

Reviews of decision tool studies and studies of
unaided doctors’ performance: overall results
The sensitivities of decision tools ranged from
53% (the Leeds AAP system in 1993'**) to 99%
(the Leeds AAP system in 1972'"%). The
specificities ranged from 30% (Malik’s study on
the Alvarado score'?®) to 99% (the Leeds AAP
system in 1976'!"Y). The sensitivities of unaided
doctors’ diagnosis ranged from 64 to 93%, while
the specificities ranged from 39 to 91%.

The forest plots (Figure 6) for decision tools and
unaided doctors’ diagnosis demonstrate obvious
heterogeneity in the estimated sensitivities and
specificities. This was confirmed by tests of
heterogeneity for both sensitivity (x> = 65.6,

df = 8, p < 0.001 for unaided doctors, and

)(2 = 356, df = 29, p < 0.001 for decision tools)
and specificity (x* = 368, df = 8, p < 0.001 for
unaided doctors, and x2 = 725, df = 29,

$p < 0.001 for decision tools). Some AAP decision
tools showed marked heterogeneity between
studies assessing the same tool (Appendix 6). For
example, the estimated sensitivities and
specificities of the Leeds AAP system ranged from
52.9 t0 99.2% and 52.5 to 98.6%, respectively.
These results indicate that the estimation of
pooled estimates of sensitivities and specificities
is inappropriate.

Figures 7 and 8 show the SROC curves for decision
tools and unaided doctors’ diagnosis, respectively.
The squares in the two plots correspond to the
sensitivities and specificities from the individual
studies. The area of each square depicts the size of
a study. Using Littenberg and Moses’ regression
models,”! S, the summary measure of diagnostic
threshold, was significant neither for AAP decision
tools nor for unaided doctors’ diagnosis. This
suggests that the DOR is constant regardless of
changes in the diagnostic threshold and is
reflected by a symmetrical SROC curve, as shown
in (Figures 7 and 8).

Decision tool performance compared with
unaided doctors’ performance: overall results
Among the 14 studies for which data are available,
how do decision tools fare in comparison with

21
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Sensitivity Specificity

Study TP/(TP+FN) Study TN/(TN+FP)
De Dombal, 1972'"*  84/85 - De Dombal, 1972'® 208217 -
Leaper, 1972'% 120/121 - Leaper, 1972'% 333/347 -
Leaper, 1972'% /121 - Leaper, 1972'% 347/366 -
Horrocks, 1976'" 31/34 — Horrocks, 1976'" 69/70 —
Staniland, 1980'* 83/102 — Staniland, 1980'* 164/211 -
Alvarado 1986°8 201/227 - Alvarado 1986°8 26/50 —
Edwards, 1986 4 92/114 e Edwards, 1986''* 180/230 -
Fenyo, 1987 231/256 - Fenyo, 1987'' 525/574 -
Kirkeby, 1987'% 13/18 Kirkeby, 1987'% 31/59 —
Lindberg, 1988'% 2427 — Lindberg, 1988'% 64/69 —
Sutton, 1989' 444/547 [ | Sutton, 1989'* 3896/445 |
Bond, 1990' 2 104/116 — Bond, 1990' 2 52/73 —
Bond, 1990''? 102/116 . Bond, 1990''? 55/73 —
Wellwood, 1992'%¢  82/130 - Wellwood, 1992'3 1757/1855 ]
Owen, 1992'* 115/124 — Owen, 1992'% 79/91 —
Izbicki, 1992'%° s 48/54 — Izbicki, 1992'%° | 52/96 —
Eskelinen, 1992 237/270 - Eskelinen, 1992'"° 935/1063
Kraemer, 1993' 17211 - Kraemer, 1993'% 938/1043 .
Wong, |994'37I3I 64/73 — Wong, 1994'%7 221/324 -
Pesonen, 1996 ° ART  73/92 —— Pesonen, 1996'3' ART  321/365 -
Pesonen, 1996~ SOM 51/92 — Pesonen, I996I3I SOM  303/365 -
Pesonen, 1996">' LVQ  80/92 — Pesonen, 1996">' LVQ  329/365 -
Pesonen, I|92‘|)6'3' BP  76/92 e Pesonen, 1996'>' BP  336/365 -
Jahn, 1997 59/94 — Jahn, 1997'%' 120/128 —
Macklin, 1997' 29/38 — Macklin, 1997' 63/80 —
Hallan, |997: :; 83/98 — Hallan, 1997'"7 134/159 .
Hallan, 1997 62/98 — Hallan, 1997'"7 129/159 —
Malik, I998'2|822 69/83 — Malik, 1998'% 7/23 _—
Jawaid, 1999, 274/351 - Jawaid, 1999'% 44/50 —
Saidi, 2000' 45/48 — Saidi, 2000'* 70/80 .
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De Dombal, 1972'"3 75/85 — De Dombal, 1972'"3 188/219 -
Leaper, 1972'% 106/122 - Leaper, 1972'% 303/350 -
Edwards, 1986''* 91/114 — Edwards, 1986''* 179/230 —-
Kirkeby, 1987'% 14/18 Kirkeby, 1987'% 23/59 —
Sutton, 1989'* 442547 u Sutton, 1989'* 4028/4451 [ |
Eskelinen, 1992'"® 251/270 - Eskelinen, 1992'"® 914/1063 =
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FIGURE 6 Sensitivity and specificity estimates for (a) decision tools and (b) unaided doctors’ diagnosis. FN, false negative; FP false
positive; TN, true negative; TP true positive.
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FIGURE 7 SROC plot for decision tools

doctors’ unaided diagnosis? One of these
comparisons reported AUROC curves only.!'® For
Bayesian decision tools, seven out of 13 pairs of
accuracy estimates (with the sensitivity and
specificity of each tool forming a pair) were
compared with unaided doctors’ accuracy on the
same cases. For other types of tools, seven out of
20 pairs of estimates were directly compared with
unaided doctors.

In general, the performance of the Leeds AAP
system as reported by its developers was superior
to unaided doctors (7able 4). De Dombal and
colleagues’ landmark study in 1972 demonstrated
this superiority.!"* Comparisons with other groups
of doctors (e.g. registrars) by the Leeds group
during the same period yielded similar

results. 13125 However, evaluations of the system
by other investigators did not replicate the high
performance achieved in the 1972 studies. In later
independent evaluations by Kirkeby in 1987 and
Wellwood in 1992, the sensitivities and specificities
fell markedly.'#*1%6

Looking at the performance of other Bayesian
decision tools, the sensitivity of Sutton’s system
was very similar to that of unaided doctors
(Table 4).135 However, unaided doctors’ diagnosis
appeared to be more specific than Sutton’s
system.'® There was little difference in the
sensitivity and specificity of Edwards’ Bayesian
system and unaided doctors.!!*
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FIGURE 8 SROC plot for unaided doctors’ diagnosis

Among tools that used other reasoning methods
(e.g. discrimination rule-based scores and neural
networks), six studies compared the performance
of their tools with unaided doctors’ diagnosis
(Table 4). The directions are mixed. For example,
Pesonen’s neural network (Kohanen’s self-
organising map) was more specific but less
sensitive than the unaided doctor.'*! Hallan and
colleagues reported the AUROC curve with 95%
confidence intervals for their logistic regression-
derived decision tool.''® The AUROC curve of the
tool (0.809, 95% CI 0.797 to 0.824) was similar to
that of the unaided doctor (0.813, 95% CI 0.797
to 0.829).

From the ROC plot in Figure 9, the paired
differences in diagnostic accuracy (sensitivity and
specificity) between decision tools and unaided
doctors in the same comparison can be seen
graphically. It appears that both the magnitude
and direction of the paired differences are
heterogeneous between studies.

This is confirmed in the meta-analyses of the error
rate ratios presented as forest plots in Figure 10.
The results are highly heterogeneous for both
forest plots, as shown formally by the tests of
homogeneity (p < 0.001 for ratios of false-negative
rates and for ratios of false-positive rates) and
visually by the obvious variations in the study-
specific error rate ratios (Figure 10). On average,
there was insufficient evidence to indicate a
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TABLE 4 Comparison of diagnostic accuracies of unaided doctors with decision support

Sensitivity Specificity

Study Decision Unaided Difference Decision Unaided Difference
(decision tool) tools doctors (95% CI of tools doctors (95% CI of

% (n) % (n) difference) % (n) % (n) difference)

(95% CI) (95% CI)

De Dombal, 19722 98.8 (85) 87.4 (87) +11.4 95.9 (217) 85.1 (235) +10.8
(Leeds Bayesian) (949t099.8) (78.8t092.8) (+3.95to +20.12) (92.3t097.8) (80.0t089.1) (+5.41to +16.22)
Leaper, 1972'® 99.2 (121) 86.9 (122) +12.3 96.0 (347) 86.6 (350) +9.4
(Leeds Bayesian) (955t099.9) (798t091.8) (+6.16to +19.45) (93.3t097.6) (82.6t089.7) (+5.27to +13.68)
Leaper, 1972'% 91.7 (121) 86.9 (122) +4.8 94.8 (347) 86.6 (350) +8.2
(Leeds Bayesian) (855t0954) (79.8t091.8) (+3.59to +6.01) (92.0t096.7) (82.6t089.7) (+6.99 to +9.39)
Kirkeby, 1987'% 72.2(18) 77.8 (18) -5.6 52.5 (59) 39.0 (59) +135
(Leeds Bayesian) (49.1t0 87.5)  (54.8t090.1) (-22.05t032.17) (40.0to 64.7) (27.6to51.7) (-4.30 to 30.25)
Wellwood, 1992'% 63.1 (130) 79.2 (130) -16.2 94.7 (1855) 92.0 (1855) +2.7
(Leeds Bayesian) (545t0709) (71.5t085.2) (-26.7to--5.1) (93.6t095.6) (90.6t093.1) (+1I.15to +4.37)
Edwards, 1986''* 80.7 (114) 79.8 (114) +0.90 78.3 (230) 77.8 (230) 0.44
(Bayesian) (72510 86.9) (71.5t086.2) (-948to +11.22) (725t083.1) (72.0t082.7) (-7.13to +7.99)
Sutton, 1989'% 81.2 (547) 80.8 (547) +0.4 87.5 (4451)  90.5 (4451) -3.0
(Bayesian) (77.7t0842) (7831t083.8) (-4.29to +5.02) (86.5t088.5) (89.6t091.3) (-4.29 to -1.69)
Eskelinen, 1992''° 88.0 (270) 93.0 (270) -5.0 88.0 (1063) 86.0 (1063) +2.0
(Logit) (83.7t091.5) (87.7t094.7) (-9.87to +0.16) (85.9t089.8) (83.8t087.9) (-0.89to +4.84)
Jahn, 1997'%! 62.8 (94) 63.8 (%94) -1.0 93.7 (128) 57.8 (128) +35.9
(Bivariate score) (52.7t0719)  (53.7t072.8) (-14.58to +12.51) (88.2t096.8) (49.2t066.02) (+26.00to +45.12)
Pesonen, 1996'3' 79.3(92) 93.5 (92) -142 78.1 (365) 84.1 (365) -6.0
Neural net (ARTI) (700t0 86.4)  (89.1t098.3) (-11.88to—-19.11) (73.6t082.0) (79.3t086.9) (-I1.78 to -0.34)
Pesonen, 1996'>' 55.4 (92) 93.5(92) -8.7 83.0 (365) 84.1 (365) -I.1
Neural net (SOM) (453t0652) (89.1t0983) (-18.09to +0.47) (78.8t086.5) (79.3t086.9) (-6.49 to +4.30)
Pesonen, 1996'3' 87.0 (92) 93.5(92) -6.5 89.9 (366) 84.1 (365) +5.8
Neural net (LVQ) (78.6t092.4)  (89.1t098.3) (-5.86 to—10.48) (86.4t092.6) (79.3t086.9) (+5.65to0 +7.07)
Pesonen, 1996'3' 82.6 (92) 93.5 (92) -109 92.1 (366) 84.1 (365) +8.0
Neural net (BP) (73.6t089.0)  (89.1t098.3) (-9.39to-12.53) (88.8t094.4)  (79.3t086.9) (+7.55to +9.51)

Cl, confidence interval.

difference in false-negative rates between decision
tools and unaided doctors’ diagnosis. Decision
tools have lower false-positive rates than unaided
doctors’ diagnosis (error rate ratio 0.62, 95% CI
0.46 to 0.83). Unaided doctors’ diagnosis has
lower false-negative rates than decision tools
(error rate ratio 1.34, 95% CI 0.93 to 1.93),
although the lower end of the confidence interval
falls just short of unity.

Meta-analysis of decision tools with unaided
doctors using least biased test-set data

The analysis summarised in Figure 10 was repeated
for studies that were assessed by independent
evaluators (i.e. those who had not developed the
decision tool) in a different centre from where the
decision tool was originally developed (Figure 11).

These two criteria provide the least biased and
independent type of test-set data, compared with
alternative methods, such as split samples, jack-
knife resampling and the use of training-set data
as test data set, or developers evaluating tools that
they had developed themselves. Four studies
fulfilled the criteria.!!%123:135.136

In the meta-analysis comparing the false-negative
rates, there was insufficient evidence to indicate
heterogeneity (p = 0.073) (Figure 11a). The pooled
error rate ratio (or overall risk ratio as shown in
Figwre 11) indicates insufficient evidence of a
difference between the sensitivities of the decision
tools and unaided doctors’ diagnosis. In the meta-
analysis comparing the false-positive rates

(Figure 110), a high degree of heterogeneity was
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FIGURE 9 ROC plot comparing paired accuracies of decision tools to unaided doctors’ diagnosis. @, performance of decision tool;

O, performance of unaided doctors’ diagnosis. The lines connecting
same study.

detected (p < 0.001). The error rate ratio for
Sutton was opposite that of Wellwood.!'3%:136
Wellwood’s finding indicates that the specificity of
the Leeds AAP system is higher than that of
unaided doctors, while Sutton’s finding indicates
that specificity of the CADA (Computer Assisted
Diagnostic and Audit database) system is lower
than that of unaided doctors (Figure 11b). The
pooled error rate ratio suggests that overall there
was no difference between the specificities of the
decision tools and unaided doctors’ diagnosis.

Metaregression results

The analyses using Littenberg and Moses’
regression’! suggest a lack of evidence of a threshold
effect with diagnostic accuracy. There is thus no
need to adjust for threshold in the metaregression
models and S was not included as a covariate.

Metaregression of AAP decision tools

Thirty studies with estimates of sensitivities and
specificities of decision tools were included in the
metaregression. The results of the metaregression
for AAP decision tools are reported in Table 5.

There is a lack of evidence to suggest that
diagnostic accuracy for AAP decision tools is

the black to the white spots indicate paired comparisons in the

associated with the prevalence of disease (Table 5),
the number of items in the decision tool or the
tool’s reasoning method. In regard to prevalence,
there was no evidence of a threshold shift.
Sensitivity and specificity did not both vary with
prevalence.

For the type of data set, ‘testing in the same
centre’ suggests a significantly higher DOR than
‘testing in a different centre’, with an RDOR of
8.19 (95% CI 3.09 to 21.73) (Table 5). In other
words, a decision tool that was tested in the same
centre where it was developed was likely to
demonstrate better diagnostic accuracy than a tool
that was tested in a different centre from the
original place of development. There is
insufficient evidence to suggest that DORs for
‘other types of data set’ (jack-knife, random split
sample or training-set data) are higher than
‘testing in a different centre’ (Table 5). The box-
and-whisker plot in Figure 12 provides a graphical
representation of this relation.

The diagnostic accuracy of AAP decision tools is
significantly associated with the evaluator of the
tool (Zable 5). Studies in which investigators
evaluated a tool that they had developed

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.
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FIGURE 10 Forest plots for error rate ratios of (a) false-negative rates and (b) false-positive rates for decision tools compared with
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FIGURE |1 Forest plots for error rate ratios of (a) false-negative rates and (b) false-positive rates for decision tools compared with
unaided doctors’ diagnosis in high-quality studies
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TABLE 5 Summary table of metaregression of AAP decision tools

Variable RDOR (95% CI)
S 1.38 (0.95 to 1.99)
Prevalence 1.00 (0.78 to 1.28)
Year 0.88 (0.83 to 0.92)

Number of items 1.03 (0.98 to 1.08)

Reasoning method:
Logit vs Bayes
Other vs Bayes

.40 (0.24 to 8.14)
0.69 (0.26 to 1.84)

Type of test set:
Same vs different centre

Otbher vs different centre 1.19 (0.52 to 2.70)

Evaluated own tool 2.97 (1.31 to 6.77)

themselves showed a higher DOR than
independent evaluations of decision tools (RDOR
2.97, 95% CI 1.31 to 6.77). The box-and-whisker
plot in Figure 12 provides a visual representation
of this relation.

The diagnostic accuracy for AAP decision tools is
strongly associated with the year of the study (i.e.
change of one year). The RDOR of 0.88

(p < 0.001, 95% CI 0.83 to 0.92) (Table 5 and
Figure 13) means that the older the study, the
higher the DOR, and vice versa. In 1972, the
DORs for two test-set evaluations of the Leeds
AAP system were 2854 and 1941.'%12% In the
1980s, DORs for AAP decision tools ranged from
2.88 (Kirkeby’s independent assessment of the
Leeds system) to 99.0 (Fenyo’s Bayesian
score).!'%12% In the 1990s, DORs ranged from 2.16
(Malik’s Alvarado score) to 76.5 (Pesonen’s neural
network). 28131

Metaregression of unaided doctors’
diagnoses

The metaregression analyses indicated no
evidence of associations between the DOR for
unaided doctors and any of the covariates,
including prevalence (1able 6). In regard to
prevalence, there was a lack of evidence of a
threshold shift. Sensitivity and specificity did not
both vary with prevalence. The seniority of the
doctor making the initial diagnosis of a patient
was another possible effect modifier, but given the
large number of missing data, it could not be
included in the analysis.

Quality of study methods and reporting
All of the included studies recruited their patients
consecutively or used a random sample of their

8.19 (3.09 to 21.73)

SE p
0.189 0.12
0.127 0.96
0.026 <0.001
0.023 0.22
0.899 0.71
0.498 0.47
0.489 <0.001
0.418 0.680
0.420 0.02

patient population. A single relevant clinical
population is typically studied, rather than
separate positive and negative groups. The study
design was typically reported as prospective
cohort. These are particular strengths of the
papers that have been included in this review. The
studies tended to be quite poor in reporting the
characteristics of the study population. Many did
not give an age or gender breakdown. In one
study children were included in a subgroup
analysis of decision tool accuracy, but the age
range used to define a child was not given.'?®
Authors were often vague about blinding. Details
of the quality assessment for each study included
in the accuracy review can be found in the
summary tables in Appendix 9.

Some items in the quality assessment form were
omitted from the metaregression, mainly because
there was not enough heterogeneity of responses
for the analysis to be useful. The omitted items
included potential for partial verification bias and
the type of study (almost all studies were
prospective), completeness of data (patients
analysed divided by eligible patients), treatment
paradox (no patients were treated for their AAP
before decision tools were used) and
indeterminate outputs (most studies were unclear
on how indeterminate outputs from the included
decision tools were handled).

The results of the metaregression of the quality
indicators are shown in Table 7. None of the
quality indicators was significantly associated with
diagnostic accuracy, suggesting insufficient
evidence that variations in the quality of the
studies systematically influence diagnostic
accuracy.
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Aided doctors’ diagnosis compared with  collection forms and printed output from the Leeds

unaided diagnosis AAP system, and (4) structured data collection
Two studies compared doctors aided by an AAP forms, printed output from Leeds and monthly
decision tool with unaided doctors.'*®!*! In the feedback meetings. As shown in Table 8

Wellwood study'®® (described in more detail in (Chapter 5), there was insufficient evidence to
Chapter 5, on the results of the impact study conclude that the specificities and sensitivities were
review), a multiarm cluster randomised trial significantly different between the four groups.
randomised doctors to four groups: doctors who

were allocated (1) no decision tool, (2) structured The Ohmann study'*' compared the accuracy of

data collection forms only, (3) structured data doctors’ diagnosis of appendicitis between those
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FIGURE 13 Plot of DOR for decision tool against year of study. The area of each circle in the plot is the square root of the sample size
of each study. The triangles represent fitted points on the regression line of best fit.

TABLE 6 Summary table of metaregression of unaided doctors’ diagnosis

Variable RDOR (95% CI)
S 1.07 (0.60 to 1.89)
Prevalence 0.27 (0.93 to 1.02)
Year 1.00 (0.93 to 1.07)
Type of test set

Same vs different centre 1.13 (0.27 to 4.62)

Other vs different centre 1.44 (0.48 to 4.31)
Evaluated own tool 0.97 (0.39 to 2.40)

who received a diagnostic score developed using
logistic regression (n = 829) and those who did
not (n = 597). There was insufficient evidence to
suggest a difference between the sensitivity of
aided doctors’ diagnosis (95.5%) and unaided
doctors’ diagnosis (91.5%) (p = 0.24). The
specificity of aided doctors (78.1%) was
significantly less than the specificity of unaided
doctors (86.4%) (p < 0.001).12°

The Ohmann study]41 is an uncontrolled before-
and-after study, whereas the Wellwood study136 is
cluster RCT. In the hierarchy of evidence,'*? the
latter would be considered a higher quality study
than the former, although both are informative.

a

SE p
0.29 0.82
0.024 0.27
0.036 0.98
0.720 0.87
0.559 0.53
0.462 0.95

Sensitivity analysis

Some of the studies included in the meta-analysis
and metaregression (e.g. Pesonen!®!) used the
same dataset to evaluate different decision tools. A
sensitivity analysis was conducted in which the
analysis was repeated by including one study from
each article (even if an article contained more
than one study). The direction of all results
remained the same.

Publication bias

A visual examination of the funnel plot (Figure 14)
suggests that it is symmetrical and that publication
bias is not likely to be a serious problem for AAP
decision tools. Given the many sources of
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FIGURE 14 Funnel plots of log DORs against sample size, for (a) decision tools and (b) unaided doctors’ diagnosis

heterogeneity, one must be cautious in visually
interpreting a funnel plot, even when it looks
symmetrical. There are probably not enough
observations to judge whether the funnel plot for
unaided doctors’ diagnosis is symmetrical or not
(Figure 14). Whether publication bias is a problem
for studies of unaided doctors’ diagnosis is
uncertain.

Summary and discussion

Thirty decision tool studies (n = 15,040 patients)
with sensitivity and specificity estimates of decision

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

tools provided data for constructing SROC curves
and metaregression models. Two studies compared
the accuracies of doctors aided by decision tools
with unaided doctors. Two studies reported
AUROC only. The prevalence of acute
appendicitis ranged from 6 to 88%.

Thirteen out of the 30 eligible studies of decision
tool accuracy reported false-positive and false-
negative rates for both decision tools and unaided
doctors’ diagnosis, enabling a direct comparison
of their relative performance. In random effects
meta-analysis, decision tools had significantly
lower false-positive rates than unaided doctors’
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studies

TABLE 7 Summary table of metaregression of quality assessment indicators

Variable

S
Reported patient characteristics
Non-operated cases followed up

Quality of reference standard
Fair vs good
Poor vs good

Potential for incorporation bias
Moderate vs high
None vs high

Reference standard allocated blind to DT results
DT user blind to reference standard
Potential for differential verification bias

Patient recruitment
Consecutive vs random/representative

diagnosis (error rate ratio 0.62, 95% CI 0.46 to
0.83). Unaided doctors’ diagnosis had lower false-
negative rates than decision tools (error rate ratio
1.34, 95% CI 0.93 to 1.93). These results suggest
that decision tools may potentially be useful in
confirming a diagnosis of acute appendicitis, but
not useful in ruling it out.

Although subgroup analysis was prespecified, the
results need to be treated cautiously, particularly
given the low percentage of eligible studies that
reported the performances of both decision tools
and unaided doctors’ diagnosis. This could
potentially be a manifestation of outcome
reporting bias (e.g. studies that analysed the
performance of doctors did not report the results
because it was better than the decision tool), a
phenomenon that is empirically known to be
serious for RCTs.'"*?

Two studies compared doctors aided by an AAP
decision tool with unaided doctors. In both studies,
there was no indication to suggest that doctors
aided by decision tools were more accurate in
diagnosing AAP than doctors not aided by these
tools.

In terms of the reported quality of the studies
included in this review, the use of a single clinical
population in a prospective or retrospective cohort
design in the included studies is more valid than
the use of case—control designs. The selection of
study samples through consecutive recruitment or
random sampling is another strength of the

RDOR (95% ClI) SE p
.38 (0.95 to 1.99) 0.189 0.17
0.54 (0.23 to 1.26) 0.436 0.10
149 (0.35 to 6.29) 0.736 0.59
0.46 (0.11 to 1.97) 0.741 0.3
.04 (0.24 to 4.53) 0.751 0.96
0.4 (0.18 to 1.07) 0.456 0.11
0.87 (0.20 to 3.79) 0.748 0.86
0.48 (0.20 to 1.12) 0.434 0.10
0.63 (0.18 to 2.15) 0.629 0.47
1.49 (0.35 to 6.29) 0.736 0.59
1.92 (0.78 to 4.71) 0.458 0.17

included studies, as the chances of selection bias
are decreased.

In other ways, the reported quality of many
studies was not of a high standard. For example,
many studies did not report an age and gender
breakdown of the patients. Yet, as discussed in
Chapter 1, the epidemiology of AAP is related to
age and gender. Most studies were unclear about
how indeterminate outputs from AAP decision
tools were handled. Authors were often vague
about blinding, as well as other quality-related
indicators. Sensitivity and specificity (or other
suitable measures of performance such as
likelihood ratios) were often not reported, and
sometimes a 2 X 2 table was not even presented.
The reviewers frequently had to scrutinise
confusing text and unnecessarily complex tables to
extract the data needed to calculate the
appropriate measures of diagnostic accuracy.

None of the quality indicators was significantly
associated with diagnostic accuracy, suggesting a
lack of evidence that systematic variations in the
quality of the studies influence diagnostic accuracy.
However, if better quality studies had been
available, a ‘quality effect’ on the diagnostic
accuracy of the decision tools might have been
detected. The results should therefore be treated
with caution.

The practice of many authors in presenting crude
accuracies as their main results is unhelpful. A
highly sensitive tool would enable healthcare
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workers to rule out a disease, while a highly
specific tool would enable them to confirm a
diagnosis.*! Knowledge of crude accuracies does
not provide a basis for making such decisions
about the clinical value of a decision tool.

The metaregression of AAP decision tools
demonstrated statistically significant associations
of diagnostic accuracy with the type of test-set data
(RDOR of 8.19 for prospective testing in the
centre where the tool was developed, compared
with prospective testing in a different centre). The
identity of the evaluator was also significantly
associated with the DOR (RDOR of 2.97). Those
who evaluated their own tools were more likely to
report higher DORs than those who evaluated
tools developed by others. It was previously
suspected that validation of a decision tool by its
developers at the centre where the tool was
developed might provide exaggerated estimates of
accuracy compared with evaluations conducted
elsewhere by independent researchers.”® One
reason may be because independent evaluations
are more objective than those conducted by
developers in their own centres. Other reasons are
also possible, such as different case-mix and over-
optimism induced by data-dependent model
selection (e.g. stepwise regression).'’ To the
authors’ knowledge, this analysis has provided the
first empirical demonstration of such an effect.

A statistically significant association was also found
between the DOR and the year of the study. The
older the study the more accurate it was (RDOR of
0.88). This may be an indication that given time
and scrutiny, the initially high accuracy of a
decision tool would often be shown to be

overly optimistic. Prevalence might be expected to
have an effect on accuracy of diagnostic
technologies such as decision tools,*! but there was
insufficient evidence to indicate this in the
metaregression.

Metaregression has limitations. One problem is
the risk of detecting spurious relations from
overfitting because of the often small number of
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studies. This means that the effects of only one
effect modifier at a time should be included as an
independent variable. Since covariates and
outcomes in a metaregression are defined at the
group rather than at an individual level, ecological
bias is possible and causality cannot be inferred
from the observed associations.'**

One might justifiably argue that appendicitis may
spontaneously recover, and histological proof of
appendicitis in operated patients may confirm the
diagnosis, but not whether surgery would have
been necessary. However, the danger with delaying
surgery when appendicitis is suspected is that of
perforation, peritonitis and other complications
(the mortality risk ratio of perforation is 5.017),
which makes it risky and perhaps unethical to wait
for the appendicitis to recover spontaneously.
Waiting to see how the patient develops over a few
hours may be acceptable in primary care, where
AAP patients have a low probability of appendicitis
and can initially be treated with antibiotics, but is
arguably unacceptable after they have been
referred to secondary care and surgical wards,
where the prior probability of appendicitis is over
20%. There was, unfortunately, not a single
primary care study that could be included in this
review.

Statistical tests to assess funnel plot asymmetry
were not used in this review,' 1% because even for
RCTs, there are various reasons why a funnel plot
may be asymmetrical.10 Publication bias, biased
inclusion criteria, true heterogeneity and chance
are some of the possible explanations for
statistically tested asymmetry. The detection of
publication bias in reviews of diagnostic
technologies is more difficult than for RCTs, since
the use of a conventional funnel plot is
inappropriate, in contrast to other views.
Given a lack of consensus and ongoing
methodological development in this area, the
decision was made to include funnel plots without
using statistical tests. Readers are advised to
interpret the plots with caution and be aware that
publication bias is a possibility.

78,145
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Chapter 4

Study question 2. Methods for systematic
review of impact studies

Introduction

As mentioned in Chapter 1, assessing the
diagnostic accuracy of a decision tool provides an
important first stage in the clinical management of
patients.** However, an arguably more important
objective is the impact that the decision tool has on
patients, and their prognosis, through a doctor’s
choice of treatment based on the information
provided by the tool. There is a need for decision
tool evaluations to focus not only on accuracy, but
also “on the likelihood that tests [and decision
tools] detect clinical events of interest and the
effect that tests can have on those events by the
way in which the results affect subsequent
management decisions.”'*® In other words, the
bottom line for a decision tool is whether its
availability to doctors will have a discernible impact
on health-related outcomes.""1*" Lijmer and
Bossuyt presented a rich typology of RCT designs
that can answer a wide range of questions on the
impact of a diagnostic technology on patient
health outcomes.'*® In a systematic review, Hunt
and colleagues identified 63 RCTs of computer
decision support systems published between 1974
and March 1998, and observed that the quality of
these trials is improving over time.'*® Since 1998, a
range of good quality RCTs of decision support
systems has been published in the top five general
medical journals, including a large, rigorous RCT
of a system that showed no evidence of a beneficial
impact on clinical practice or health outcome.'*

The systematic review in this chapter focuses on
the impact of providing doctors with AAP decision
tools on patient outcomes, appropriateness of
clinical decisions and actions.

Search methods

See the section ‘Search methods’ (p. 9) for sources
of studies and search strategies.

Assessment of eligibility

Inclusion and exclusion criteria
¢ [Eligible studies: randomised trials and quasi-
randomised trials for assessing the impacts of
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AAP decision tools and unaided doctors on
patient outcomes, appropriateness of clinical
decisions, and actions. Other studies using
lower quality designs were excluded.

e Eligible patients: patients with a main
complaint of previously undiagnosed acute
upper or lower abdominal pain lasting for not
more than 7 days from onset.'

¢ Eligible interventions: decision tools used to
manage AAP compared with unaided doctors’
diagnosis. Studies of individual laboratory and
radiographic investigations, audit and feedback,
continuing education activities and telemedicine
were excluded.

¢ Eligible study measures: measures of the impact
of the intervention on patient outcomes,
appropriateness of clinical decisions and actions
(e.g. perforation rates, negative
appendicectomy rates, rates of admission to
surgical ward, mortality rates or accuracy of
doctors’ diagnosis), expressed as relative risk
reduction, absolute risk reduction, odds ratio,
or data that allow these impact measures to be
calculated.

Procedures for assessing eligibility

The primary search aimed to identify all
published studies that passed the eligibility criteria
outlined above, with an initial classification of all
search results through scrutiny of titles and
abstracts by one reviewer (JLYL) into:

e studies that were obviously irrelevant.
e studies that were potentially relevant.

The hard copies of original articles for all studies
in the latter category were obtained.

To assess the reliability of the above processes, a
second reviewer (JCW) independently categorised
a sample of the full search results. Decisions on
whether to include each study in the detailed data
extraction were made on an eligibility criteria
form. One reviewer (JLYL) assessed the eligibility
of all the retrieved studies for detailed data
extraction. To assess the reliability of this process,
a second reviewer (JCW) independently repeated
the eligibility check for a sample of the retrieved
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studies. Disagreements were resolved through
discussion between the two reviewers (JLYL and
JCW) and, if needed, a third reviewer (JD) was
available to help to resolve the discrepancies in
consultation with the other two reviewers. A copy
of the eligibility form, which was also used for
study question 1, can be found in Appendix 4.

Data extraction

A data collection form was developed
incorporating eligibility and coding guidelines by
adapting ones used in another HTA-funded
systematic review® and items in the Consolidated
Standards of Reporting Trials (CONSORT)
statement.'%’ Data from each eligible study were
extracted on to the form. The following data were
recorded from each study:

e details of patients, including demographic
characteristics (age, gender, ethnicity) and
medical condition(s) causing AAP

¢ the reasoning method used by each decision
tool

e healthcare setting (ward admission, surgical
department, A&E, other secondary care,
primary care)

¢ method of presenting results from the decision
tool (probability as a percentage, probability
from 0O to 1, graph, prose report, raw score or
other)

e measures of the impacts of decision tools and
unaided doctors’ decision-making on patient
outcomes, appropriateness of clinical decisions
and actions (e.g. reduction in negative
appendicectomy rates, perforation rates,
admission rates, mortality rates, and
improvements in the accuracy of doctors’
diagnostic accuracy

¢ indicators of methodological quality as outlined
below.

Methodological quality

Two reviewers (JLYL and JCW) extracted data and
assessed the quality of all studies selected for
inclusion in the review. Where disagreements
continued after discussion between the two
reviewers, a third reviewer (JD) was available to
help to resolve the discrepancies. The criteria
below were used to assess study quality:

e Allocation process: alternation or randomisation
(by patient, practitioner, team or other unit);
method of randomisation (published random

numbers, computer-generated random
numbers, toss of coin, etc.); method of quasi-
randomisation (birth dates, patient
identification numbers, etc.).

Allocation concealment: allocation concealment
is only necessary if study allocation is by
patient.!®"1%2 If allocation is by patient, then it
is concealed if investigators were not aware of
the allocation of each patient before trial entry,
using schemes such as centralised telephone
randomisation or opaque envelopes.!*?
Contamination: where patients are randomised
this is possible, so the allocation unit was
recorded. For example, contamination could
occur when doctors using a decision tool for
patients in the experimental group also took
care of patients in the control group.'*” The
doctors might remember and use the advice
generated by the decision tool in control group
patients, perhaps unintentionally. When the
controls are ‘exposed’ to the decision tool, the
estimated impact of the decision tool may be
understated. One way of avoiding this problem
is to randomise the allocation of the tool to
doctors (this is called the cluster randomisation
method when the doctor, ward or hospital is the
unit of randomisation rather than the
individual patient), but contamination might
still occur if doctors in the experimental group
communicated the knowledge that they received
from the decision tool to doctors in the control
group. Allocation by ward or hospital can help
to reduce the likelihood of serious
contamination.'®*

Unit of analysis error: in cluster-randomised
trials, the analysis should take clustering effects
into account,'®® for example by inflating the
standard error or confidence interval by a
‘design effect’.!®®157 If data from such trials
were analysed on the assumption that
individuals were randomised, a unit of analysis
error would result and the precision of
estimated impact would tend to be

overstated. 58160

Analysis by ‘intention to provide or
communicate information’: if some doctors did
not receive decision support even though they
were assigned to use a decision tool, they
should still be included in the data analysis and
remain in the group to which they were
assigned.'* In clinical epidemiology, this is
known as analysis by ‘intention to treat’.!”* In
the case of decision tools, a more accurate
expression would be ‘intention to provide or
communicate information’.®! To check whether
this criterion is fulfilled, the percentage of
patients excluded from the data analysis or with
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missing outcome data were reported for each
trial arm. It was noted whether the analysis
presented included all data for which final
outcomes were known. The completeness of
data presentation for known final outcomes was
noted.

Blinding: the findings of a study would have
more credibility if patients and study personnel
were blind to the decision tool.!*” Although
there may be logistical difficulties in achieving
this, with some improvisation it can be
done. For example, to blind patients from
the decision tool, the doctor could use it
away from the patient and only bring the
printed output into the consultation room.
Blinding of the intervention and blinding
of outcome assessment were therefore
recorded.

Checklist effect: where a paper checklist was
used in addition to another decision tool (e.g. a
computer score) this was noted, as a paper
checklist alone can improve diagnostic decisions

103
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by 10%,'®! and may exert an independent
impact on patient outcomes, appropriateness of
clinical decisions and actions.

e TFeedback effect: the feedback effect occurs when
the decision tool improves the performance of
users by providing them with feedback and
audit on their decisions.'®?

e Other co-interventions: checklists, and audit
and feedback are examples of co-interventions
that can confound the estimated impact of the
decision tool.'®? Other co-interventions include
an algorithm or a special investigation in
addition to the decision tool.

e Prior sample size calculation: did the authors
report how they arrived at their sample size?

Data synthesis

Methods for pooling results and investigating
between-study heterogeneity were abandoned
when only one study was found to be eligible.
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Chapter 5

Study question 2. Results of systematic
review of impact studies

Studies included in the review

Only one study out of the 15 that were retrieved
for detailed review was eligible: a four-arm cluster
RCT conducted by Wellwood and colleagues to
assess the impact of the Leeds AAP system on
patient health outcomes.'*® The characteristics
and development of the Leeds system were
discussed in Chapter 3.

Results of the systematic review
Summary of included study

Wellwood and colleagues'*® randomised 40 doctors
to four groups and analysed the results using
nested analysis of variance (ANOVA). The four
groups consisted of (1) doctors who did not use any
decision tool; (2) doctors who used structured data
collection forms to fill in clinical data; (3) doctors
who used structured forms to fill in clinical data
and also received output from the Leeds AAP
system; and (4) doctors who, in addition to using
forms and the Leeds output, attended monthly
audit and feedback meetings on AAP. Doctors in
the four groups examined a total of 5193 patients
suspected of having acute appendicitis. The
objective of the trial was to estimate the impact of
advice from the Leeds AAP system after taking into
account the effects of doctors using structured data
collection and receiving regular feedback and
audit. Decision support systems often derive part
of their impact from the checklist and feedback
effects discussed in Chapter 3. This four-arm trial
design allows the estimation of unconfounded
impacts of the advice from the Leeds AAP system.

The results of Wellwood and colleagues’ RCT are
summarised in Table 8. The overall incidence of
acute appendicitis was 6% (5.6% to 6.9%), with
42% males and 58% females. The mean age was
30.3 (SD 20.96), with a range from 0 to 97 years
old; 13.1% of patients were aged 60 years or older,
while 37.2% were aged 18 years or younger.

Impact of the decision tool
Table 8§ shows that admission rates for patients from
A&E were higher (p < 0.001) for doctors who did
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not use any decision tool (43%, 95% CI 40.5 to
45.2%) than for doctors who used structured data
collection forms (38%, 95% CI 35.8 to 40.6%),
doctors who used data collection forms and output
from the Leeds AAP system (39%, 95% CI 35.6 to
41.6%) and doctors who used data collection
forms, Leeds output, and monthly audit and
teedback meetings (34%, 95% CI 31.4 to 37.2%). It
appears that the use of structured forms by doctors
and feedback meetings accounted for much of the
decrease in admission rate for patients. The risk
ratios for admissions demonstrate this.

Perforation rates did not significantly differ
between the comparison groups: doctors who did
not use any decision tool (1.3%, 95% CI 0.9 to
2.0%), doctors who used structured data collection
forms (0.8%, 95% CI 0.4 to 1.3%), doctors who
used data collection forms and output from the
Leeds AAP system (0.6%, 95% CI 0.3 to 1.3%) and
doctors who used data collection forms, Leeds
output, and monthly audit and feedback meetings
(0.7%, 95% CI 0.3 to 1.4%). The risk ratios for the
three groups that used decision tools were about
half that of the controls, indicating a lower risk of
perforation for those who used a combination of
forms, computer support and/or feedback.
However, the differences were not statistically
significant (p = 0.19). Negative laparotomy rates
did not appear to differ between the comparison
groups (p = 0.48): doctors who did not use any
decision tool (1.9%, 95% CI 1.3 to 2.6%), doctors
who used structured data collection forms (1.5%
95% CI 1.0 to 2.2%), doctors who used data
collection forms and output from the Leeds AAP
system (1.2%, 95% CI 0.7 to 2.1%) and doctors
who used data collection forms, Leeds output, and
monthly audit and feedback meetings (1.2%, 95%
CI 0.7 to 2.1%). The point estimates for the
groups that used decision tools were slightly lower
than the controls. However, the 95% confidence
intervals of the risk ratios for negative
laparatomies overlap and all include unity,
indicating insufficient evidence of differences
between the groups.

In terms of the impact of the decision tools on
doctors’ diagnostic accuracy, the sensitivities of the
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groups that used decision tools (ranging from 42 to
48% for the three groups) were significantly higher
than the 28% sensitivity of SHOs’ initial diagnosis
of acute appendicitis (p = 0.035). Although
statistically significant, the difference is arguably
not clinically significant, since the sensitivities of all
four groups were too low to be used to rule out
acute appendicitis as a cause of a patient’s AAP
(Sackett and colleagues’ ‘SnNout’ rule: if the
sensitivity of a diagnostic test for a target disorder
is very high, say more than 95%, then a negative
test result rules out the target disorder as the cause
of a patient’s symptoms*!). The specificities of the
control group and the three groups of decision
tools were all high (all over 95%) and not
significantly different from each other. The
specificity of the unaided SHOs’ diagnosis was
similar to those who used decision tools. Thus, with
a specificity of 96%, SHOs can confirm a diagnosis
of acute appendicitis as confidently as SHOs in the
three ‘decision tool” groups (Sackett and colleagues’
‘SpPin’ rule: if the specificity of a diagnostic test for
a target disorder is very high, say more than 95%,
then a positive test result ‘rules in’ or confirms that
a patient has the disorder’!). The DORs for all
four groups were low (see Table 2 for examples of
typical sensitivities and specificities associated with
DORs of different magnitudes), largely because the
sensitivities were so low for all of the compared
groups.

Quality of study methods and reporting
A particular strength of the study is that it is an
RCT. It was unclear to what extent contamination
might have weakened the estimated impact of the
Leeds AAP system on clinical practice or patient
health outcomes. The use of doctors instead of the
individual patient as the unit of allocation should
reduce the problem. Still, communication between
doctors allocated to different groups about their
respective experiences in managing AAP patients
might have led to some contamination.'®® The
level of contamination between the clusters
(doctors) would need to be substantial to alter the
findings.'%®

Although not explicitly stated, it is clear from the
results that the analysis for admissions rate and
surgical operations rate was appropriately carried
out according to the ‘intention to provide or
communicate information’ principle. Regardless of
the doctors’ compliance with their allocated
regimen, patients remained in the group to which
they were allocated in the data analysis.

However, the negative laparotomy rates were
analysed using the number of negative
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laparotomies as the numerator and the number of
laparotomies as the denominator. Although this
provides a strictly correct definition of the
negative laparotomy rate (see Glossary), the
randomisation was compromised, as only a
subsample from each of four groups was included
in the comparison, thus violating the principle of
‘intention to provide or communicate information’
(the rationale of which was discussed in the section
‘Methodological quality’, p. 36). The results shown
in Table 8 corrected for this by using all patients
recruited to each group as the denominator.
Perforation rates, an important outcome, were not
reported in the published paper. The perforation
rates for the four groups were therefore calculated
based on the available data, with the appropriate
denominator to preserve the randomisation.

In the paper, the diagnostic accuracy of the
doctors was only reported as crude accuracy rates.
This is an inappropriate measure of performance.
The data were therefore recalculated, with
sensitivities, specificities and DORs as reported
earlier.

It was unclear from the paper whether the final or
discharge diagnosis was assessed by someone who
was blind to the allocation of the diagnostic aids.
For example, the authors did not mention whether
the pathologists who examined the excised
appendices of patients who underwent laparotomy
were blind to the group to which the patients’
doctors were allocated. By randomising the
doctors to four groups (no decision support versus
data collection forms only versus data collection
forms plus output from Leeds AAP versus forms
plus output and feedback), it was possible to assess
the impact of each component of the intervention
(i.e. providing doctors with the AAP decision tool).
The authors did not specify how they determined
the sample size of the trial (n = 5193). Unit of
analysis errors could arise if the patient was used
as the sampling unit in the data analysis, when it
was in fact the doctor."®®1%° However, in this study
the authors used nested ANOVA to take the unit of
analysis into account.

Studies excluded from the review

Of the 15 papers that were retrieved for detailed
review, 14 were excluded. The summary table in
Appendix 10 lists the reasons for exclusion.
Thirteen studies were excluded because they were
neither randomised nor quasi-randomised
controlled trials. The breakdown of the designs
used was as follows: four uncontrolled before-and-
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after studies,®*167 gne externally controlled
before-and-after study,!!® three interrupted time-
series studies with fewer than six data

points, %170 two interrupted time-series studies
with six or more data points'’"!'”? and three
prospective cohort studies.’"17>1™ One study

was excluded because it did not ask an
appropriate study question (upon scrutiny it was
found to be an accuracy study only, not an impact
study).'®

Fenyo’s externally controlled before-and-after study
(which reported the negative appendicectomy rates
and the perforation rates of suspected appendicitis
patients) assessed the impacts using a Bayesian
score on patient outcomes in a hospital in
Stockholm.!® Patient data from eight separate
external studies were used as controls for Fenyo’s
score. The external controls (covering 8393
patients) reported a mean negative laparotomy
rate of 29.2% (95% CI 28.2 to 30.2%), significantly
higher than the rate of 15.5% (95% CI 13.2 to
18.2%) for Fenyo’s score (p < 0.001). However, the
external controls all reported results for only
patients who have already undergone
appendicectomy, whereas the group using Fenyo’s
score consisted of unselected patients with
suspected acute appendicitis. The comparison does
not rule out changes within the hospital over the
study period, which might explain the impact of
introducing the scoring system.

Wilson and colleagues published two switchback
interrupted time-series studies (both with more
than six data points) in 1975 and 1977.17%172 The
1977 study appeared to include data from the
earlier one.

Among the four prospective cohort studies, Adams
and co-workers®! reported results from a
multicentre investigation involving eight
participating centres, each of which used a
different protocol and a different study design. In
effect, they were eight separate studies. The
reporting of the results as if they were all
comparable and part of the same study was
inappropriate. The study by Clifford and
colleagues which was one of the four uncontrolled
before-and-after studies excluded from this review,
reported findings from another centre that had
participated in Adams’ investigation. '

In Gough’s prospective study, half of the hospital
registrars were non-randomly allocated to use the
Leeds AAP system, while the other half were not
given decision support.!” The method of
allocation of registrars was unclear. Although the

number of patients included in the study was
reported, the number of registrars was not. A unit
of analysis error occurred by using the patient as
the sampling unit, when it should have been the
registrar. Fenyo and colleagues’ study of a
simplified scoring system was primarily a study on
diagnostic accuracy. Although measures of impact
were also reported, no control group was
included.'”

Summary and discussion

Summary of results

Only one out of 15 potentially relevant papers was
eligible, showing that there is a clear need to
improve the design and implementation of studies
in evaluating the impact of AAP decision tools.
The evidence base of good quality impact studies
in this area is virtually non-existent.

The case for using RCTs in assessing the
impact of decision tools

It is obvious from the results of this review that
developers and evaluators of AAP decision tools,
as well as other medical informatics applications,
chose not to use RCTs to assess their impact.
Heathfield and colleagues’ view that the
randomised trial has a limited role in evaluations
of information technology is currently widespread
among medical informatics professionals.!7~177
The most popular designs in the 15 studies
considered were the before-and-after study (five
studies, only one of which was externally
controlled) and the interrupted time series (five
studies). The uncontrolled before-and-after study
is probably the weakest of all study designs in an
evaluator’s toolkit.!7817?

Externally controlled before-and-after studies and
the interrupted time series can both take limited
account of known confounding factors but, like all
other observational designs, cannot make
adjustments for unknown confounding.®"17%18% [n
clinical medicine and medical informatics, the
RCT is almost universally considered to be the
gold standard for assessing cause and effect or
therapeutic impact.811#8181182 1¢ js the only design
that deals effectively with the problem of unknown
confounding. Decision tools are designed to
benefit patients, so ethical issues should not
provide a barrier to the use of the RCT to assess
their impact, as would be the case with studying
risk factors.

There is a strong need to defend the use of RCTs
of decision tools, given the current level of
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opposition to their use in the medical informatics
community. In the World Medical Informatics
Conference in 2001, a session was held on the
NHS Information Authority’s Electronic Record
Development and Implementation programme,
concluding that RCTs have a limited or no role to
play in the evaluation process.'®

Some have called for a fundamental or even
‘paradigm’ change in the way in which medical
informatics applications are evaluated.!””-184185
There is a need to define clearly the type of
problems that need to be solved and then design
an appropriate study to solve them. The design
can be chosen or adapted from a diverse set of
existing objectivistic and subjectivistic methods of
evaluation.®! Many concerns expressed by sceptics
of the RCTs in the medical informatics profession
can be countered by Macintyre and Petticrew’s
rigorous rebuttal.'®® A large number of RCTs in
non-drug technologies and decision support
systems has been conducted,'**!7 although very
few RCTs (only five) have been conducted for
diagnostic decision tools.

Some medical informatics researchers believe that
trials answer questions that do not interest them.
RCT5s can answer many questions of interest in
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medical informatics; for example, does doing A
cause the same benefit or harm as doing B?
Furthermore, the RCT has sound underlying
logical principles.!”8188

Conclusions

Only one cluster RCT was identified from the
impact study review. This RCT, of the Leeds AAP
system, showed that the use of structured data
collection forms alone can significantly lower
admission rates to the surgical ward. However, this
is based on one primary study, so caution should
be exercised in the interpretation of the review’s
results. A recent systematic review demonstrated
that paper checklists have an impact on a wide
range of patient outcomes and clinical
applications.'®? With a specificity of 96%, an
unaided SHO can confirm a diagnosis of acute
appendicitis as confidently as SHOs who were
assigned to the three ‘decision tool’ groups. The
sensitivities of unaided SHOs and those assigned
to the three ‘decision tool’ groups were all low,
which means that acute appendicitis cannot be
confidently ruled out, with or without a decision
tool. There is a need for guidelines concerning the
reporting and conduct of impact studies in
decision tools for AAP. This will be discussed
further in Chapter 8.
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Chapter 6

Study question 3. What factors are likely to
determine the usage rates and usability of each
AAP decision tool?

Background

Chapter overview

If a decision tool is to have an impact on clinical
decision-making and patient health outcomes,
then usage rates for the tool must be high.
Usability is thus an important attribute of a
decision tool. A low usage rate would limit the
impact of the decision tool and its influence on
decision-making. Where usage rate data are not
available (e.g. for a new tool, or lack of data for
prototype tools), the usability of a tool needs to be
assessed since it is likely to be an important
determinant of usage rates.

User satisfaction with decision tools
User satisfaction with decision support systems is
important, since no system can succeed without
the support of users.'* Although beliefs,
behaviours, perceptions and attitudes affect the
uptake of computer and decision tool support by
healthcare professionals, a vital indicator of the
tool’s usefulness is the users’ reactions to the
system’s characteristics.!?° If users are satisfied,
they will modify their behaviour to use the
decision tool to their advantage; if they are not,

then they will not use the tool or use it in a
suboptimal manner.'

A literature review presented a typology of factors
that may influence user satisfaction with computer
systems (Figure 15)."*1 Although the authors
focused on user satisfaction with computer-based
systems, their typology can be applied to decision
tools in general. Overall, user satisfaction is a
combination of several components: system-
dependent and system-independent factors. The
latter include personal factors (e.g. ‘computer
anxiety’ and ‘attitudes towards computers’) and
organisational factors (e.g. the environment in
which the system is used). System-dependent
factors include ‘satisfaction with the content of the
decision support system’ and ‘satisfaction with the
interface of the system’. A series of constructs
relating to the factors was also identified

(Figure 15)."*! For example, usability was found to
be a marker of user satisfaction with a system’s
content and interface.

An evaluation or a systematic review of all aspects
of user satistaction with AAP decision tools would
be a complex task. A pragmatic approach was

User satisfaction
with decision support system

System-
dependent
factors

System-
independent
factors

Satisfaction with
interface of system

Satisfaction with
content of system

Personal
factors

Organisational
factors

FIGURE 15 A typology of factors that influence user satisfaction with a decision support system. Adapted from Ohmann and

colleagues, 1997. 141
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therefore taken by focusing on usability. The usage
rates were also extracted from the reports of the
AAP decision tools identified in the systematic
reviews of accuracy and impact studies reported in
Chapters 3 and 5. Usage rates are assumed to be
an indirect indicator of user satisfaction.

Usability and usage of AAP decision
tools

The usability and usage rates of a decision tool
depend on various factors:

the time taken to obtain the decision tool

the time taken to use the decision tool

its conceptual complexity (which affects ease of
understanding and usage)

¢ the number of data items to collect (if the data
are not already available in electronic patient
records)
the ease of data entry
the ease of computing the results (e.g. using a
calculator to compute cardiovascular risk
directly with the Framingham risk equation'®! is
usually considered too complicated for clinical
use, hence the development of decision
t00ls?%62:192)

¢ the ease of interpreting the results (numbers,
probabilities, graphs, advice, etc.)

e the high cost of complex equipment or
procedures needed to operate the decision tool
(e.g. if a hospital cannot afford the required
hardware, the tool cannot be used)

e the perceived applicability of the decision tool
to the doctor’s own patients, perhaps based on
new evidence.%"%2

Given the paucity of impact study data, the
usability of decision tools in this project could be
ignored, but there may be some promising and
accurate tools that have never been tested in real-
world clinical settings. Before recommending
them, it seems sensible to assess their potential to
be used in clinical practice.

One possible approach is to carry out a systematic
review of past studies of usability and usage rates
of AAP tools. However, there are problems with
using systematic review methods to address study
question 3. Few studies will have included more
than one tool, so the context, including selected
samples, methods to assess knowledge, attitude
and perceptions, and the definitions of measures
such as usability and satisfaction, will vary too
much between studies for useful comparisons.
Some studies may have used an obsolete method
to deliver the decision tool, such as mainframe
computers or slide rules, but the underlying

algorithms of such tools may be sound and
physicians may use them if appropriate modern
techniques were employed. The impacts of clinical
information on medical decisions and actions can
change, depending on the format and design
used.'¥>19 1n other words, the methods of
assessment are confounded with the tools
themselves. Therefore, a primary study of the
usability and/or usage rates of a range of
promising AAP decision tools would be likely to be
more appropriate than a systematic review. A
shortlist for such a primary study was therefore
assembled.

Aims of Chapter 6

The aims of this chapter are:

¢ to report on the usage rates of AAP decision
tools from retrieved studies that reported them,
based on data extracted from studies in the
reviews of accuracy and impact studies

¢ to discuss factors that may affect the usability
and/or usage rates of AAP decision tools, based
on data extracted from studies in the reviews of
accuracy and impact studies

¢ to outline possible primary studies on the
usability and/or usage rates of AAP decision
tools.

Usage rates of AAP decision tools

Articles retrieved for data extraction as accuracy
and/or impact studies were checked for reporting
of usage rates. Six papers reported the rates of

usage of two different decision
to0ls,51+136,189,165,195,196

Harvey and colleagues'® developed a non-
sequential Bayesian program for AAP diagnosis. It
was originally installed on a mainframe computer.
Emergency physicians were offered the use of the
decision tool in 1982 and had access to it from a
remote terminal connected to the mainframe with
a telephone modem. The rate of usage was 15%
(95% CI 12.3 to 18.3%) of AAP cases
encountered.'® The system was transferred in
1991 to a personal computer with improved user-
friendliness. A second study was carried out with a
different group of doctors from the earlier
study.'® The usage rate tripled to 44% (95% CI
40.1 to 47.9%). The time taken to use the 1982
version of the tool was 6 minutes compared with

2 minutes for the 1991 version. In comparing
attitudes towards the 1982 and 1991 versions of
the tool, more users found the 1991 version
informative, reliable, easy to use and acceptable,
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while fewer thought that it took too long to use. It
is uncertain from the two studies to what extent
the two groups of doctors are comparable to each
other.

Usage rates for the Leeds AAP system were
reported in two studies.!**1% Clifford and
colleagues observed that in the early phase of
their study, staff interest in the computer system
was high and the initial usage was 64% (95% CI
60.7 to 67.3%).'% Interest gradually waned and
the usage rate fell to 10% (95% CI 8.1 to 12.2%).
The mean usage rates of structured forms and
computers in the RCT by Wellwood and
colleagues were 65.2% (95% CI 63.6 to 66.7%)
and 50% (95% CI 47.8 to 52.2%) of cases,
respectively.'*® When the decision tool was not
used it was because the doctor was overworked or
the case was too easy to diagnose. The average
amount of time spent by doctors was 5 minutes for
the computer and 3 minutes for the structured
forms.

In the multicentre investigation of the Leeds AAP
system (also reported in Chapter 5), the overall
usage rate from the eight centres participating in
the study was 77.3% (95% CI 76.6% to 78.8%) for
those who used structured forms and 74.1% (95%
CI 73.1 to 75.1%) for those who used the system.51

From the six papers above, the reported usage
rates of AAP decision tools ranged from 10%
to 77%.

Potential determinants of usability
and usage rates of AAP decision
tools

Some of the items included for data extraction in
the reviews for accuracy and impact studies are
likely to contribute to the usability and usage rates
of AAP decision tools. These include the number
and type of items used by the decision tool, the
reasoning method used and the output format. A
tool requiring doctors to input data for an overly
large number of items is likely to be considered
too cumbersome for routine clinical use. Thus,
Edwards’ Bayesian system,''* which uses 35 signs
and symptoms, and the Leeds AAP system,138
which uses 36 items, could be considered less
usable than tools such as the Alvarado score and
Ohmann’s diagnostic score, which require fewer
than ten items of information.”®!?? Waiting for the
results of imaging investigations or laboratory tests
can be time consuming. Quick decisions are often
needed in managing AAP patients. It seems
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reasonable to surmise that a tool that requires only
the input of clinical signs and symptoms is
preferable to one that requires test results. Thus,
Hallan’s score, which uses six signs and symptoms,
fares well compared with tools such as Jawaid’s
score, which requires leucocyte and neutrophil
counts in addition to signs and symptoms. 7118122
Doctors probably feel more comfortable with a
decision tool that uses a simple and transparent
reasoning method than one that uses a black box
method.”97 For example, the Alvarado score,”®
obtained by adding up values assigned to eight
signs, symptoms and biochemical test results, is
readily understood by health professionals,
whereas the underlying reasoning method of
neural networks (e.g. Pesonen'%) is opaque. A
decision tool’s output format could also affect its
usability. Users’ preferences for tools may differ
between those that generate raw scores with
interpretation (e.g. the Alvarado score’®), printed
lists of possible diagnoses (e.g. the Leeds AAP
system51) or the area under an ROC curve (e.g.
Pesonen’s neural networks'%®).

Methods for a primary study on
usability and usage rates

Alternative methods for a primary
study on usability and usage rates

As mentioned in the section ‘Usability and usage
of AAP decision tools’ (p. 46), the review approach
has limitations in assessing usability and usage
rates, hence the need for appropriately designed
primary studies. The following alternatives can be
used for AAP decision tools, or for decision tools
in general:

¢ Nominal group or Delphi study: a panel of
experts and/or potential users of decision tools
convenes to decide what makes a decision tool
usable using formal consensus development
tools, such as a Delphi or nominal group
study.!%

e Focus group study: a focus group of potential
users is asked questions about what makes a
decision tool usable. The results from this
focus group study can then be applied to a
sample of AAP decision tools to assess their
usability.?%

¢ Opinion survey: a survey of a large
representative sample of typical users of
decision tools can be carried out to elicit their
opinions on the usability of these tools.

¢ Conjoint analysis: analytical techniques can be
used to elicit individuals’ preferences for
specific tools. Conjoint analysis can be carried
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out in potential user groups to assess explicitly
the key factors that determine usage and
perceived usability. 201203

e Observational study to assess usability based on
simulated patients: a sample of potentially
useful tools can be obtained. Two of each are
given to potential users with patient scenarios.
They are then asked to use each tool to classify
the simulated patients and, based on this
experience, rate the usability of the tools.

e Observational study to assess the impact of
decision tools on process measures or outcomes:
observational data can occasionally provide
good-quality evidence on the impact of decision
tools or technology on process and/or outcome
measures.

e Randomised controlled trial to assess the
impact of decision tools on process measures
related to usability and usage rates: a few tools
for a given condition are randomly allocated to
a large sample of doctors, who are asked to use
them to manage their next set of patients (the
precise number to be determined after sample
size calculations). Outcome measures will
include the time it takes doctors to use the tools
and their satisfaction.

e RCT to assess the impact of decision tools on
outcomes: here, usability is ignored. Instead, a
pragmatic approach is taken. The impacts of
the different tools are on clinical practice.
Patient outcomes are assessed, assuming that
the most usable tool will be used more and have
more impact (e.g. reductions in rates of
mortality rates, infection and perforation).

The evidence to date suggests that decision tools
have not yet changed actual clinical practice,
require periodic updating and may understate or
overstate the actual risk faced by different
populations (an example is the treatment of
dyslipidaemia in primary care,?** despite the
many available decision tools for coronary heart
disease®19%:205.206) Primary studies and systematic
reviews in the past decade have shown that
randomised trials of decision tools are feasible and
can produce useful results.'*®2°7 Friedman and
Wyatt discuss the principles of designing,
implementing and analysing such studies.®! The
systematic review on the impact of AAP decision
tools (Chapter 5) shows that this is an under-
researched area.

Each of the above methods has advantages and
disadvantages. Nominal group, Delphi and focus
group studies are useful for assessing the degree of
consensus in structured discussions, but the
generalisability of these studies is debated.?%2%?

However, they are useful in identifying possible
determinants of usability for further research.
Opinion surveys provide a good snapshot of the
views of users at a particular point in time. A
challenge is whether a representative sample of
typical users can be found. An observational study
of simulated patients may suffer from learning
effects, so that rankings may be different in
routine use. Observational studies using real data
can be compelling, for example, if there were one
million UK users of broadband last year and five
million this year, that is strong evidence that users
value the Internet. They are weaker at detecting
moderate or small effects. RC'Ts have been
covered in previous chapters. Two of the other
methods are examined in further depth by short
protocols of possible primary studies drafted
below.

Outline protocol of a nominal group
study

The nominal group technique

The nominal group technique is a structured
method for collecting information from a panel of
experts about a particular topic; in this case,
factors important to usability. Members of the
panel are given two rounds to rank, discuss and,
based on the discussion, rerank a series of
scenarios or questions related to the topic. The
meeting is chaired by a facilitator and consists of
the following steps:!'#21°

e Reviews of the relevant literature are provided
to participants before the meeting.

e Participants spend several minutes writing down
their views about each topic in question.

e Each participant, in turn, contributes one idea
to the facilitator, who records it on a flipchart.

e Similar suggestions are grouped together, where
appropriate. There is a group discussion to
clarify and evaluate each idea.

e Each participant privately ranks each idea
(round 1).

e The ranking is tabulated and presented.

¢ The overall ranking is discussed and reranked
(round 2).

¢ The final rankings are tabulated and the results
fed back to the participants.

The advantages and in-depth methodology of the
nominal group technique over unstructured group
discussions are covered elsewhere, 99209210

Outline of a nominal group study to assess
usability of AAP decision tools

A nominal group study to assess the usability of
AAP decision tools is outlined in Figure 16.
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Problem: what factors determine the
usability of AAP decision tools?

Participants: consultant surgeons, A&E
doctors, GPs and medical informatics professionals

Information: participating doctors provided
with conceptual paper on determinants
usability (e.g. Ohman, 1997'4")

Identifying factors: participants write down factors
independently. Similar factors are grouped together

First round of nominal group: participants
rank the importance of each factor

Second round of nominal group: meeting
of participants to discuss and rerank factors

Inputs —»>
A 4

Process —»
A 4

Output >

Analysis of results for agreement using
predetermined rules

Relative importance of factors influencing usability

distributed to relevant stakeholders

FIGURE 16 Nominal group study for usability of AAP decision tools. (Adapted from: Jones and Hunter, 2000.%%)

The basic components of the proposed study are
as follows (the components were based on Jones
and Hunter!'>210):

¢ Definition of the question: a clear definition of
the study question needs to be given. In this
case, the question is: “What factors determine
the usability and usage rates of AAP decision
tools?” The objective of the study is to derive a
set of factors that participants agree are likely to
influence usability and/or usage rates of AAP
decision tools, or nobody feels enough dissent
to challenge the overall agreement.'

e Study participants: four samples of participants
will be selected: consultant surgeons, A&E
doctors, GPs and medical informatics
professionals. Each sample will undergo a
separate nominal group exercise. Because of the
different perspectives of the groups and the
different case-mix encountered, their views on
what constitutes a usable decision tool may differ.

¢ Information: the following documents will be
distributed to nominal group members before
the meeting: a published review paper on
conceptual issues underlying the usability of
decision tools or a literature review conducted by
the nominal group facilitator, and an up-to-date

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

literature review on the epidemiology of AAP
and the decision-making process involved in
treating AAP. While there are generic issues on
the usability of decision tools, group members
should also be verbally briefed on AAP
epidemiology and decision-making, so that they
can place the use of decision tools in the specific
context of AAP. All group members will have
read the papers carefully before the meeting.
Identifying factors: at the nominal group
meeting, each member will write down, in
private, factors that they consider important in
determining the usability of AAP decision tools.
The facilitator will then ask each member to
suggest one factor and classify similar factors
together. A discussion then takes place between
group members to assess each factor and to help
to improve understanding of the issues involved.
First round of nominal group study: group
members independently use a nine-point
ranking scale to rate each factor in terms of its
contribution to the usability of a decision tool.
The facilitator then collates and presents the
results as summary tables.

Second round of nominal group study: group
members discuss the rankings and based on
insights from the discussion, are given a chance
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to revise their ranking in the second round after
taking into consideration fellow members’

views. The facilitator will emphasise to group
members that they must not feel pressured to
conform to the others’ views and should ignore
the seniority of fellow group members.
However, during the discussion before the
second round, members with divergent opinions
from the group can be asked to explain their
views. Further rounds of rating and discussion
may take place if considered useful.

e Analysis, feedback and interpretation of results:
Jones and Hunter define agreement as follows:
“first, the extent to which each respondent
agrees with the issue or statement under
consideration (typically rated on a numerical or
categorical scale) and second, the extent to
which respondents agree with each other — the
consensus element of these studies (typically
assessed by statistical measures of dispersion).
The methods for analysing the results are
determined before the nominal group exercise
begins. The interquartile range can be used to
assess the degree of consensus, with the lower
and upper quartiles used in a sensitivity analysis
to measure the uncertainty associated with the
estimates. The reporting of kappa statistics can
also be considered if appropriate. The results of
the analysis are fed back to group members and
findings are distributed to stakeholders
interested in AAP management.'?

»13

Outline protocol of a conjoint analysis
study

The method

Conjoint analysis is a technique that can be used
to establish the views of stakeholders on
healthcare-related issues.?’!* Its basic rationale
is that “any good or service can be described by its
characteristics (or attributes) and that the extent to
which an individual values a good or service
depends on the levels of these characteristics”.
According to Phillips and colleagues, it “is an
approach to measuring preferences (utilities) that
estimates both overall preferences for a good or
service as well as preferences for its specific
attributes.”” The technique was initially used in
market research, transport economics,
environmental economics and recently in health
economics, but can be applied to a wide range of
healthcare-related problems.?!"*!? One
application is in the measurement of the ‘relative
importance’ of healthcare attributes, which lets
decision-makers observe the independent effect of
each attribute on ‘overall benefit’ (such as a
usability or user satisfaction score for a decision
tool).

201

The following are typical steps in designing and
implementing a conjoint analysis exercise: %!

e Stage 1. Eliciting the attributes: attributes can
be elicited in several ways. If attributes are not
known in advance, systematic reviews, literature
surveys, interviews and group discussions can be
used to identify them.

e Stage 2. Assigning a measurement scale to the
attribute: the scale can be ordinal, cardinal or
categorical, and should have face validity and
be “plausible and actionable’®"! to convince
participants (who are often stakeholders in a
healthcare system) that the exercise is credible
and worthwhile.

e Stage 3. Choice of scenarios: scenarios are then
created by combining the varying levels of the
different attributes. The number of possible
scenarios rises exponentially with the number of
attributes and levels.

e Stage 4. Establishing preferences: ranking,
rating and discrete choices are methods used to
tease out participants’ preferences for the
scenarios presented in the questionnaire. With
the ranking method, participants are requested
to rank-order their preferences for each
scenario. With the rating method, participants
are asked to give a preference score to each
scenario. With the discrete choice method,
participants are asked to make their preferred
choice when presented between a set of choices
(say A and B). Five-point scales can be used, in
which 1 means ‘definitely prefer A’ and 5 means
‘definitely prefer B’. Alternatively, participants
can just state whether they prefer A or B.

e Stage 5. Data analysis: responses are analysed
using regression models. The specific modelling
method depends on the nature of the collected
data.

Outline of possible conjoint analysis study on
usability of AAP decision tools

A search of the MEDLINE literature using the
search strategy below (1965 to 30 June 2003) did
not identify a conjoint analysis study of decision
support systems or in the field of medical
informatics:

Search Search terms Hits

#1. informatics or decision support system* 27,436
or computer or aided diagnos*

#2. conjoint analy* or discrete choice 355
experiment*

#3 #1 and #2 2

The papers identified in the two hits from search
#3 were irrelevant.
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A possible conjoint analysis study to assess the
usability of AAP decision tools is outlined below.

Study question

The objective of the study will be used to assess
the relative importance of attributes that influence
doctors’ perceived usability of several published or
simulated AAP decision tools.

Participants and setting

Samples of consultant surgeons, A&E doctors and
GPs selected from a group of hospitals and GP
surgeries in a geographical region in the UK.
Given the different case-mix of AAP faced by the
three groups of doctors and their different
specialties, their perceived usability of decision
tools could well be different. The three samples
will therefore be analysed separately.

Study design

A structured questionnaire survey will be carried
out to elicit preferences between different
attributes of an AAP decision tool using conjoint
analysis. A discrete choice approach is used, as it is
generally considered to be superior to the rating
and ranking approaches in reflecting actual
choices faced by consumers in the marketplace.
The determination of sample size for a conjoint
analysis is complex and beyond the scope of this
outline proposal. This subject is covered
elsewhere.?"?

Main outcome measure
Doctors’ perceived usability score for AAP decision
tools.

Defining and assigning levels to attributes
Attributes of usability will be identified using, for
example, a systematic review, interviews or the
nominal group study outlined earlier in this
chapter. Levels are then assigned to each of these
attributes. Examples of possible attributes and
assigned levels for AAP tools include time taken to
use the tool (e.g. 2 minutes or less versus more
than 2 minutes), number of items used (e.g. ten
items or fewer versus more than ten items), format
of output (e.g. probability, raw score, list of
possible diagnoses or other), any laboratory tests
or special investigations performed (yes or no),
users’ understanding of the decision tool’s
reasoning method (e.g. good understanding,
vague or poor understanding), accuracy of tool
(e.g. almost always accurate versus usually accurate
versus less accurate). The attributes and their
levels must be explicitly defined and explained to
study participants in a standardised manner
before the start of the study.
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Scenarios

Scenarios are created by combining varying levels
of attributes. Study participants are asked to
choose between different scenarios (e.g. a tool that
uses fewer than ten items but employs special
investigations versus one that uses more than ten
items but employs no special investigations). It will
be assumed for now that the numbers of attributes
and levels are small, which means that all possible
combinations of scenarios can be presented to
participants. A full factorial design can then be
used. However, if there are too many attributes
and assigned levels, then a fractional factorial
design is used to reduce the number of

scenarios, +202:214.215

Establishing preferences

A discrete choice approach is used in which
participants are asked to make choices for each
scenario. An example of a conjoint analysis
scenario is given in Table 9.

Data analysis and interpretation
A logistic regression model can be constructed to
estimate the usability of AAP decision tools, with

the general functional form as follows:20!

AB = B1X; + BaXo + BoXo +... + B,X,

where the dependent variable AB is the
change in perceived usability in changing
from tool 4 to tool B, X, to X, represent the
differences in levels of attributes between the
tools, and B to B, represent the estimated
regression coefficients.

The independent variables represent the
differences in attributes between the decision

tools and the regression coefticients “the relative
importance of the different attributes”, and
demonstrate the change in usability given an
incremental change in an attribute.?! The ratio of
any two of the regression coefficients demonstrates
the willingness of doctors to trade off between
attributes of the decision tool. Usability scores can
be computed from the fitted model.

Summary

This chapter discussed the usage rates and
usability of AAP decision tools and their possible
determinants.

User satisfaction is a key determinant of doctors’
uptake of a decision tool. A typology of user
satisfaction was discussed.'4!
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Usability is one of the constructs of the typology.
Because of budgetary constraints, this chapter
focused on usability and usage rates as surrogates
for user satisfaction.

The limitations of a review approach in assessing
usability and usage rates of AAP decision tools
were discussed. A primary study is needed to
compare directly the usability and usage rates of a
range of tools against each other.

With these limitations in mind, the usage rates of
AAP decision tools were extracted from studies
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retrieved for the accuracy and impact study
reviews. Factors that may be associated with
usability and usage rates were discussed.

A set of alternative methods for a primary study
was outlined.

Draft protocols for possible primary studies on
assessing usability were outlined.
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Chapter 7

Study question 4. What are the associated costs
and likely cost-effectiveness of these decision tools
in routine use in the UK?

Background

The systematic review of impact studies indicates
that insufficient data exist for a cost-effectiveness
analysis of the identified decision tools. Little
good-quality information exists on the impact of
AAP decision tools on patient health outcomes.
However, various issues related to economics in
this area can still be explored.

The few studies that were identified on the
economics of managing AAP will be discussed,
although the papers that reported outcome
measures were not of a sufficiently good quality
to be used in a cost-effectiveness analysis using
advanced methods (such as decision-analytic,
stochastic or partially stochastic models).
However, useful insights can still be gained by
analysing the available information using the
basic principles of economics.

The barriers to cost-effectiveness evaluations of
AAP decision tools or in medical informatics in
general will be discussed.

The policy implications of the state of research
and development (R&D) in AAP decision tools
will be discussed.

Economic aspects of AAP decision
tools in the literature

Of the 489 papers retrieved for the impact and
accuracy reviews, only eight were found that
possibly contained information on the cost-
effectiveness of AAP decision tools.?1171:172,216-220
Of these eight papers, five attempted to examine
the costs and benefits of AAP decision tools. One
other paper was identified through other

means.221

De Dombal’s economic analysis of the
Leeds AAP system

The Leeds AAP system will be looked at first, since
it provided the most information on the system’s
potential cost savings for the NHS. An appraisal
will be conducted on a cost-benefit analysis,219
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which elaborated or updated on the economic
data presented in other Leeds studies.?!171:172:217
De Dombal®!'? reported that the study by Adams
and colleagues®' demonstrated conclusively that
the Leeds AAP system reduced length of hospital
stay, the number of AAP patients admitted to
hospital, perforated appendix rates and negative
laparotomy rates. Based on these figures, De
Dombal estimated that at a nationwide level,
annual savings to the NHS would amount to £28
million, and reported the cost of each computer
system at £3000 and each part-time computer
assistant at £3000 per year (1986 prices).?!” De
Dombal did not provide overall nationwide
estimates of these costs, but argues that the savings
from implementing the Leeds AAP system across
the country would outweigh the costs.

De Dombal’s analysis had several weaknesses,
including; first, a population-based cost estimate
of implementing the Leeds system was not
provided, only the cost of each individual
computing system. Secondly, a decision index was
not presented in the analysis, for example, a net
present value (sum of benefits minus the sum of
costs discounted to convert projected future
costs/benefits into the present value?) or a
discounted benefit—cost ratio to give the reader
some idea of the magnitude of potential
improvement in economic efficiency using the tool
(see the Glossary for definition of discounting,
under ‘Discount rate’). Thirdly, a health service
perspective was used. It would have been helpful
to have also included a societal perspective, which
inappropriate comparator was used. The Leeds
system was compared with the status quo. One of
Drummond’s recommendations in his health
economics texts on conducting an economic
evaluation is that a comprehensive set of feasible
alternative interventions should be considered,
described and compared in an incremental
analysis.?**?% As De Dombal admitted, one of the
advantages of the computer system was that “the
doctor is encouraged to follow ‘good’ clinical
practice” and “the analysis may draw the doctor’s
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attention to some point forgotten due to
distraction or tiredness”. He was referring to the
checklist effect of the computer system, described
by Friedman and Wyatt.®!

Although cost-benefit analysis has been extensively
applied in non-health areas such as environmental
economics,>??® and exhaustively theorised,?26-229
cost-effectiveness analysis and cost—utility analysis
are much more commonly used in healthcare,
mainly because of difficulties in assigning
monetary value to health benefits.2??%2%0 Cost-
effectiveness analysis and cost—utility analysis
identify the programme option with the least cost
per unit of effect (e.g. life-years gained or quality-
adjusted life-years gained). They are more limited
in their aims than cost-benefit analysis, in that
they cannot directly identify the most
economically efficient policy option, since the
benefits have not been monetised, but they also
avoid some of the problems of benefit valuation.

Gorannsson and Lasson’s cost estimates
of various diagnostic methods for AAP
In a non-systematic literature review of the
accuracy and costs of diagnostic methods for AAP
in Sweden, the costs, sensitivity and specificity of
18 methods were assessed.?'® The accuracy
measures were given a score on an ordinal scale by
the authors for each method. It appears the
authors did this because they did not attempt to
synthesise the data from the studies they
identified. The costs of the diagnostic methods
ranged from $9 (£5.75) for C-reactive protein,
through $450 (£288) for computed tomography to
$650 (£416) for angiography. The authors made
subjective assessments of sensitivities and
specificities for clinical examination, scoring
system and computer aid, and showed they were
similar, but less than computed tomography and
angiography. It is unclear why a subjective
assessment was made when quantitative estimates
of the performance of these tests are available
from the literature.

Gill and Jenkins’ cost-effectiveness of
management options for AAP

Gill and Jenkins reported they had conducted a
cost-effectiveness analysis of management options
of the acute abdomen.??° The study was excluded
because it did not study a decision tool, and was
therefore considered ineligible for the systematic
reviews. Nevertheless, its subject matter is of
interest to this chapter. The authors presented a
series of tables with number of patients, average
length of stay and average charges stratified by
various factors: expected payment source, patient’s

residence and patient’s age group. As the authors
correctly noted, it is preferable to use cost data
than charge data in an economic evaluation as the
former better reflect resource use.?> The average
cost data were presented for two medical centres
where they were available, stratified by various
diagnostic related groups related to
appendicectomy (complicated with co-morbidities,
non-complicated without co-morbidities, non-
complicated with co-morbidities and complicated
without co-morbidities). Then, without providing
any data or analysis to back up their claim, the
authors concluded that “the single most cost-
effective way to evaluate and manage a patient
with an acute abdomen is to consult the
responsible general surgeon immediately upon
hearing the patient’s history so that the surgeon
can direct the diagnostic work-up”. It appears that
the authors had not conducted a cost-effectiveness
analysis.

This study’s cost-effectiveness
comparison of the Leeds AAP
system with structured data
collection form

The RCT of the Leeds AAP system'? reported in
Chapter 5 found that the benefit (in terms of
admissions rate) could be attributed to the use of
structured data collection forms, implying that the
impact of the computer system can be explained
by the checklist effect. The absolute reduction in
admissions rate was virtually the same as using the
computer alone. Friedman and Wyatt reanalysed
the data on crude diagnostic accuracy in Adams®'
and found that, of the 27% improvement observed
6 months after implementing the system, 1% was
attributable to the computer advice, 14% to the
checklist effect and 13% to the monthly feedback
given to doctors.'! The reader should be
reminded that Friedman and Wyatt’s reanalysis
was based not on an RCT; but on a study that was
a composite of studies at eight centres with
different design protocols.

Wellwood and colleagues therefore recommended
that “the routine use of structured data collection
sheets for the recording of details of patients with
acute abdominal pain should be seriously
considered throughout the NHS”,'*® an option
that appears to be much more cost-effective than
the Leeds AAP system. It may be argued that at
today’s prices, a PDA version of the Leeds AAP
system would be much cheaper. However, the cost
of a PDA alone (without estimating development
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and maintenance costs at today’s prices) is still in
£70-450 range (the prices were checked in
December 2004 on the website of PC World,
http://www.pcworld.co.uk). A structured paper data
collection sheet costs much less, at less than 50
pence per sheet of A4 paper (the prices were
checked in December 2004 on the website of
Office World, http://www.office-world.co.uk).

The appropriate comparisons in an economic
evaluation are not between computer-based AAP
decision tools only. The relevant comparison is
between incremental cost-effectiveness ratios of
AAP decision tools and paper-based decision tools
such as checklists, the doctor’s unaided diagnosis
and special investigations such as computed
tomography. In health economics, if intervention
A is less costly than but as effective as or more
effective than intervention B, intervention A is said
to dominate intervention B. In the analysis above,
the structured paper checklist appears to
dominate the Leeds computer system.

Given the prices of the two decision tools and the
similar impact that they have on patient outcome,
a paper checklist is likely to be 100-900 times
more cost-effective than a computer-based
decision tool. It must be emphasised this is based
on one RCT; so this result should be interpreted
with caution.

It can be argued that there is no need here for an
advanced cost-effectiveness evaluation (e.g. using
the state-of-the-art ‘net benefit’ approach?®! or the
traditional decision-analytic approach to cost-
effectiveness analysis), since the results of such a
study would be so obvious. However, counter-
arguments can also be made. There are likely to
be additional advantages to using a PDA version
of the Leeds AAP system. Changes in the format
of presenting information are known to have an
effect on the impact of a decision tool. 151194 Thys,
there is the possibility that this ‘format’ effect
might improve its performance, although the
improvement would have to be huge to overcome
the lower cost advantage of the structured data
collection sheet.

A second, more important, counter-argument is
that, if the PDA is closely integrated with the
environment in which it is used (e.g. the hospital
or the GP clinic), it could in some instances be an
efficient way to store most patient information
electronically, not only about AAP. This is one of
perhaps several benefits of using this technology,
and an economic evaluation would need to take
these additional external benefits into account.
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Whether a PDA could then be more cost-effective
than a paper data collection sheet could depend
partly on the existence of economies of scale,?3?
(e.g. a decrease in operating costs of PDAs as a
result of an increase in the scale of operations of a
hospital or clinic) and economies of scope,?* (e.g.
a hospital that has just installed an electronic
patient record system may find the incremental
cost of installing a PDA version of the Leeds
system to be minimal).

For the compared technologies, the existence of
economies of scale and scope could vary according
to the clinical environment in which a decision
tool is used. There may be decreasing returns to
scale (i.e. output increases less than in proportion
to inputs as the firm’s production expands, in
which case overall costs would increase®®?) if the
Leeds PDA were installed in a small local GP
surgery, but increasing returns to scale (i.e. output
increases more than in proportion to inputs as the
firm’s production expands, in which case overall
costs would decrease®®?) if it were used in a large
hospital with an integrated electronic patient
record system.

There are mixed opinions on the importance of
the issue of returns to scale in an economic
evaluation.??*224:23% The conventional practice is
to assume constant returns to scale.???

To conclude, the structured data collection sheet is
likely to be much more cost-effective than the
Leeds PDA under assumptions of constant returns
to scale (the conventional assumption) or
decreasing returns to scale, but less certain under
the assumption of increasing returns to scale.
More research is needed to assess the
generalisability of this finding.

Barriers to cost-effectiveness
evaluations

The lack of economic evaluations of AAP decision
tools may be due to a number of reasons. There is
a general lack of good-quality evidence on patient
health outcomes in the literature, one of the key
inputs for a cost-effectiveness analysis. Ideally,
these should be in the form of life-years gained or
quality-adjusted life-years gained, but no AAP
study in the systematic reviews reported these
measures. The outcomes reported included
negative laparotomy rates, positive
appendicectomy rates, rates of postoperative
complications and admission rates. It is possible to
conduct economic evaluations using these
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outcomes if a robust evaluation method is used
(i.e. randomised or quasi-randomised trial, or at
the very least a cohort study that adjusted for
known confounders).

Life-years gained and quality-adjusted life-years
gained are the preferred outcomes because
conceptually they enable incremental cost-
effectiveness ratios of different interventions from
different disease areas to be compared directly
with each other, possibly in a comprehensive
standardised cost-effectiveness league table.?**2%°
Together with healthcare utilisation figures,
population figures and estimates of a health
authority’s maximum willingness to pay for a
healthcare intervention, league tables can
theoretically be used to aid decision-makers with
making resource allocation decisions that are
indicative of economic efficiency.?*®

There is a lack of currently relevant evidence on
key resource use variables in the AAP decision tool
literature in the UK. There also appears to be a
paucity of good-quality economic evaluations in
other areas of medical informatics. Most
evaluations on the impact of decision tools are
carried out with no or little mention of cost-
effectiveness (e.g. Dexter?®’). A recent systematic
review of cost-effectiveness studies of telemedicine
interventions indicated that of 612 articles
identified, four used cost-effectiveness analysis
and none used cost-utility analysis.?*® The few
eligible studies were of poor quality and the
authors of the review concluded, “there is
presently no persuasive evidence about whether
telemedicine represents a cost-effective means of
delivering health care”.

Medical informatics researchers may not be as
aware as biomedical researchers of the standards
set by the US Public Health Panel on Cost
Effectiveness Analysis in Health and
Medicine.??*%% Developers of AAP decision tools
may be concerned that their computer-based
systems are not cost-effective compared with other
tools; or there may be the perception that
economic evaluations will not do their applications
Jjustice, since computer technology may initially be
very expensive but the price often falls rapidly as
the application matures. More work needs to be
done to elicit medical informatics researchers’
attitudes towards economic evaluations and the
barriers to the implementation of these studies.

It may be useful for clinicians and developers of
decision tools to collaborate more closely with
health economists at the beginning of their
studies.

Policy implications of the research
base in AAP decision tools

A lot of time, effort and money has been used to
develop and evaluate AAP decision tools
(particularly computer-based tools) since the early
1970s, with relatively little progress. Research
councils need to be more careful when considering
future funding applications for research in this
area.

Summary and discussion

There are insufficient data on the impact of
decision tools to conduct a cost-effectiveness
analysis, based on stochastic or decision-analytic
modelling.

The few papers that were identified on the
economics of decision tools in AAP were discussed
in depth. In particular, it was noted that the
benefits of the Leeds AAP system (in terms of both
improvements in crude accuracy and impact
measures) mainly appear to be attributable to the
checklist effect. Further research is needed to
assess whether this finding from one study is
generalisable.

A basic cost-effectiveness comparison was made
and concluded that a paper checklist is likely to be
far more cost-effective than a computer system,
even at today’s prices, assuming constant or
decreasing returns to scale. Although the analysis
was basic, it adhered to the fundamental
principles of economics and provided valuable
insights.

Economics publications on AAP are rare. None
used life-years gained and quality-adjusted life-
years gained as the denominators to incremental
cost-effectiveness ratios. Medical informatics
researchers should be made more aware of the
standards set by the US Public Health Panel on
Cost Effectiveness in Health and Medicine.??*239

The policy implications were discussed.
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Chapter 8

Reporting guidelines for decision tool performance
evaluations and impact studies

Standardised reporting of studies and a
common understanding of basic concepts
between researchers from different disciplines
would make it easier for clinicians and researchers
to understand published articles and systematic
reviewers to synthesise the evidence. Reporting
guidelines exist for various study types, some of
which are relevant to studies of decision tools.

Recommendations for good
practice in the reporting of
decision tool evaluations

The recommendations in the following two sections
8.2 and 8.3 below were adapted from STARD®%
and CONSORT'® for the purposes of evaluations of
decision tools and decision support systems. The
discussion of the items in each checklist was tailored
to the context of decision tools. There is recognition
of the need to tailor CONSORT (and arguably
STARD) to different study designs and areas of
implementation (e.g. herbal medicine and decision
support systems).?** CONSORT guidelines have
recently been tailored to cluster-randomised trials
and the reporting of harms.?*1?*2 Comments that
are particularly relevant to decision tools were added,
based on the results of the systematic review, on
reading the medical informatics literature and
discussions with doctors who are potential users and
medical informatics researchers. The adapted
STARD and CONSORT recommendations were the
result of an informal process between the report
authors over a period of months. These included a
consultant surgeon, a GP, statisticians, a health
economist, two medical informatics practitioners and
two medical informatics practitioners, one of whom
is a lapsed physician. These modified guidelines
should be treated as a first attempt for subsequent
polishing by a group of experts.

Recommendations for the
reporting of studies measuring
accuracy of decision tools

Table 10 shows the original checklist for STARD.
The examples and notes on the checklist items
below relate to the implementation of STARD for
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decision tools. They are meant to supplement
the examples and comments in the original
STARD explanatory document and pertain
specifically to decision tools. In the modified
guidelines, the terms ‘diagnostic decision tool” or
‘decision tool’ should be used to replace ‘test’ and
‘index test’ in the original STARD checklist.
Examples are hypothetical except for those that
are referenced.

Title, abstracts and keywords

Item 1. Identity the article as a study of
diagnostic accuracy (recommend MeSH healing
‘sensitivity and specificity)

Example(s) Title: Diagnostic accuracy of a scoring
system for acute abdominal pain: a prospective
cohort study.

Abstract: Objective — To estimate the sensitivity and
specificity of the scoring system for diagnosing
acute abdominal pain by using a two-year follow-
up of all patients as the reference standard.

Notes Mention in the abstract that the study is on
decision tools and report the comparisons or
estimates made. Also propose the term ‘decision
tool” as a keyword.

Introduction and objectives

Item 2. State the research questions or study
aims, such as estimating diagnostic accuracy or
comparing accuracy between tests or across
participant groups

Example(s) This study compares the diagnostic
accuracy of decision tool X with the performance
of unaided senior house officers.

The study’s primary objective is to compare the
diagnostic accuracy of decision tool Y in different
patient subgroups (by age groups and gender).

Methods

Participants

Item 3. Describe the study population: the
inclusion and exclusion criteria, setting and
locations where the data were collected
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TABLE 10 Checklist of items to include when reporting the diagnostic accuracy of a diagnostic decision tool (the STARD statement)®’

Title/abstract/
keywords

Introduction

Methods
Participants

Test methods

Statistical methods

Results
Participants

Test results

Estimates

Discussion

Example(s) Patient population: Patients with

Item

14
15

20
21

22
23

24

25

Descriptor

Identify the article as a study of diagnostic accuracy (recommended MeSH heading ‘sensitivity’
and ‘specificity’)

State the research questions or study aims, such as estimating diagnostic accuracy or
comparing accuracy between diagnostic accuracy between tests or across participant groups

Describe

The study population: the inclusion and exclusion criteria, setting and locations where the data
were collected

Participant recruitment: was recruitment based on presenting symptoms, results from previous
tests, or the fact that the participants had received the index tests or the reference standard?
Participant sampling: was the study population a consecutive series of participants defined by
the selection criteria in items 3 and 4? If not, specify how participants were further selected
Data collection: was data collection planned before the index test and reference standard
were performed (prospective study) or after (retrospective study)?

The reference standard and its rationale.

Technical specifications of material and methods involved including how and when
measurements were taken, and/or cite references for the index tests and reference standard
Definition of and rationale for the units, cutoffs and/or categories of the results of the index
tests and the reference standard

The number, training and expertise of the persons executing and reading the index tests and
the reference standard

Whether or not the readers of the index tests and reference standard were blind (masked) to
the results of the other test and describe any other clinical information available to the readers
Methods for calculating or comparing measures of diagnostic accuracy, and the statistical
methods used to quantify uncertainty (e.g. 95% confidence interval)

Methods for calculating test reproducibility, if done

Report

When study was done, including beginning and ending dates of recruitment

Clinical and demographic characteristics of the study population (e.g. age, sex, spectrum of
presenting symptoms, comorbidity, current treatments, recruitment centres)

The number of participants satisfying the criteria for inclusion that did or did not undergo the
index tests and/or the reference standard; describe why participants failed to receive either
test (a flow diagram is strongly recommended)

Time interval from using the index tests to the reference standard, and any treatment
administered between

Distribution of severity of disease (define criteria) in those with the target condition; other
diagnoses in participants without the target condition

A cross-tabulation of the results of the index tests (including indeterminate and missing results)
by the results of the reference standard; for continuous results, the distribution of the test
results by the results of the reference standard

Any adverse events from performing the index tests or the reference standard

Estimates of diagnostic accuracy and measures of statistical uncertainty (e.g. 95% confidence
intervals)

How indeterminate results, missing responses and outliers of the index tests were handled
Estimates of variability of diagnostic accuracy between subgroups of participants, readers or
centres, if done

Estimates of test reproducibility, if done

Discuss the clinical applicability of the study findings

previously undiagnosed acute abdominal pain for

suspected acute appendicitis admitted to surgical 7 days or less. Patients with recurrent abdominal
wards in hospitals X, Y and Z in London during pain were excluded as the aetiologies of the two
2003. groups of conditions are different.

Inclusion and exclusion criteria: Eligible patients Notes If special groups or subgroups are studied,
include those admitted to surgical wards with mention whether they were prespecified or post
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hoc. If adults only are studied, then investigators
should define the age threshold for an adult. The
type of demographic information to be collected
needs to be specified in the methods section of a
research protocol and summarised in the
corresponding section of the article. Evaluations of
decision tools often fail to report these
demographic characteristics.

Was the study conducted in a surgical department,
hospital ward, A&E or GP surgeries? It may be
insufficient to report ‘secondary care’, as the case-
mix of patients could vary between different
secondary care departments. This may have
implications for the estimated diagnostic accuracy
of the decision tools.

Item 4. Describe participant recruitment: was
recruitment based on presenting symptoms, results
from previous tests, or the fact that the
participants had received the index tests or the
reference standard?

Example(s)
i. Patients presenting with acute abdominal pain

lasting for 7 days or less were recruited

ii. Patients given a diagnosis with the aid of a
decision tool were recruited.

iii. Patients who had undergone a negative
laparotomy (as indicated by histopathology)
were recruited.

Item 5. Describe participant sampling: was the
study population a consecutive series of
participants defined by the selection criteria in
items 3 and 4? If not, specify how participants
were further selected

Example(s)

i. Consecutive patients presenting with acute
abdominal pain lasting for 7 days or less
admitted to A&E using a prospective cohort
design were selected.

All patients who had acute abdominal pain
and their appendix removed in the surgical
ward were recruited to participate in the study.

ii.

Notes Good reporting of the sampling scheme
(such as examples i and ii above) is important,
because it will help readers to assess the internal
and external validity of findings about the decision
tool.

Item 6. Describe data collection: was data
collection planned before the index test and
reference standard were performed (prospective
study) or after (retrospective study)?
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Test methods
Item 7. Describe the reference standard and its
rationale

Example(s) The reference standard consisted of
histopathology of the excised appendix and the
tollow-up of all discharged patients, including
those who were not operated on.

Notes The purpose of the follow-up is to ascertain
the subsequent health status of all patients and
whether any were falsely classified as not having
the condition or falsely classified as having the
condition. The follow-up helps one to assess how
often such errors are made. Many decision tool
studies fail to do this.

Item 8. Describe technical specifications of
materials and methods involved including how
and when measurements were taken, and/or cite
references for index tests and reference standard

Example(s) The decision tool was developed using
naive Bayesian analysis with training-set data from
200 consecutively recruited patients with acute
abdominal pain in the A&E department of
hospital W in city X. It was tested on a test set of
1250 consecutively recruited patients from a
surgical ward in hospital Y in city Y by
independent evaluators. The decision tool was
used before the choice was made on whether to
operate on the patients. After the operation, the
reference standard was carried out. It consisted of
histopathology of the excised appendix and a
1-year follow-up of patients who were discharged
without an operation.

Notes The following points are of particular
relevance to decision tools:

i. Describe the development of the decision tool
or cite references where this information can
be found.

Describe or cite the reasoning method of the
decision tool(s) (e.g. independent naive Bayes,
logistic regression model, statistical model
based on discrimination rules, machine
learning).

If available or relevant, describe the method
of diagnosis used by the unaided doctor. What
signs, symptoms and other indicants had he
or she obtained from the patient?

Identify the article as describing either a
training-set study, test-set validation study, or
both.

If the article reports a training-set study,
describe the training-set sample used.

il

iii.

1v.
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vi. If the article contains a test-set study, describe
the test-set sample used. The main options
are: (a) prospective test-set data collected from
one or more centres away from where the tool
was developed (best type of test-set data); (b)
prospective data collected in the centre where
the tool was developed (c) non-random split
samples; (d) random split samples or samples
generated using a resampling technique (such
as bootstrapping or jack-knife); and (e) use of
training-set data as test-set (worst type of test-
set data).

vii. If the article contains a test-set study, clarify
whether the developers of the decision tool or
independent evaluators carried out the
evaluation.

Item 9. Describe definition of and rationale for
the units, cutoffs and/or categories of the results of
the index tests and the reference standard

Example
i. The cut-point of the Ottawa ankle rules was
chosen to achieve high sensitivity, since the
rules were designed to rule out fractures of
the ankle and mid-foot.***

ii. The reference standard chosen to assess the
accuracy of the decision tool for acute
appendicitis is histopathological examination
of the excised appendix and final diagnosis at
discharge for patients who had not undergone
surgery.

iii. Patients are followed up for 1 year upon
discharge, regardless of whether they had
undergone an appendicectomy. This allows
the investigators to determine the health
status of patients who were discharged without
an operation and any subsequent
complications of patients who were discharged
after an operation.

Notes No reference standard is perfect, whether in
health informatics or in other areas of healthcare
research. Friedman and Wyatt mention that in
assessing the diagnostic accuracy of a decision
tool, a patient’s diagnosis at discharge is often
used as the reference standard.’! The discharge
diagnosis may later turn out to be incorrect for
some patients. Ideally, the patients should be
followed up for a period of time to confirm the
diagnosis was indeed correct, but for pragmatic
and logistical reasons, this is often not possible or
is difficult. The reference standard is accepted, as
it is the best available approximation of the
unachievable perfect standard. Because reference
standards are often ‘fuzzy’ or imperfect, some
health informatics researchers have argued against

the use of reference standards in assessing the
accuracy of a decision tool. Friedman and Wyatt
argue that imperfect standards are better than no
standard.®!

Item 10. Describe the number, training and
expertise of the persons executing and reading the
index tests and the reference standard

Example Two groups of users of a diagnostic
decision tool were assessed: consultants and house
officers.

Notes In the example above, the seniority of the
doctor may have an effect on the usefulness of the
decision tool. Senior doctors may tend to be more
accurate than junior doctors in diagnosing a
particular condition and stand to benefit less from
decision support.

Item 11. Describe whether or not the readers of
the index tests and reference standard were blind
(masked) to the results of the other test and
describe any other clinical information available to
the readers

Statistical methods

Item 12. Describe methods for calculating or
comparing measures of diagnostic accuracy,
and the statistical methods used to quantify
uncertainty

Example(s) The relative diagnostic odds ratio was
used to assess the differences in observed
diagnostic ability between the decision tool and
the unaided doctor.

Notes Appropriate measures of diagnostic accuracy
should be used and reported. Possible measures
include sensitivity, specificity, positive predictive
value, negative predictive value, likelihood ratios
for positive and negative test results, the ROC
curve (with a table of sensitivity and specificity at
different cut-points), the area under the ROC
curve (with the raw data used to calculate the
area), relative true-positive rates and relative
false-negative rates, the diagnostic odds ratio and
the relative diagnostic odds ratio. Crude
accuracies are of limited use and should not be
reported because they entangle true-positive rates
among those with the target disorder and true-
negative rates among those without the target
disorder. Crude accuracies are commonly reported
in decision tool studies.

Item 13. Describe methods for calculating test
reproducibility, if done
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Example(s) The level of inter-observer agreement
in interpreting the output of a decision tool was
assessed by using the kappa statistic with a 95%
confidence interval.

Notes The reproducibility of the results obtained
from a diagnostic decision tool is often not
assessed or not reported, yet poor reproducibility
can have an adverse effect on a decision tool’s
accuracy.

Results

Participants

Item 14. Report when study was done, including
the beginning and ending dates of recruitment

Item 15. Report clinical and demographic
characteristics of the study population (e.g. age,
sex, spectrum of presenting symptoms,
comorbidity, current treatments, recruitment
centres)

Item 16. Report the number of participants
satisfying the criteria for inclusion that did or did
not undergo the index tests and/or the reference
standard; describe why participants failed to
receive either test (a flow diagram is strongly
recommended)

Test results

Item 17. Report the time interval from the index
tests to the reference standard, and any treatment
administered between

Item 18. Report distribution of severity of disease
(define criteria) in those with the target condition;
other diagnoses in participants without the target
condition

Item 19. Report a cross-tabulation of the results
of the reference standard (including indeterminate
and missing results); for continuous results, the
distribution of the test results by the results of the
reference standard

Notes: 1f results of unaided doctors’ diagnosis are
available then report a cross-tabulation for them as
well.

Item 20. Report any adverse events from
performing the index tests or the reference
standard

Example(s)

e Errors in reference database calculation of
Down’s syndrome screening, giving false-
negatives, Sheffield.”

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

e Errors in updated embedded clinical coding
software giving false plain-language
representation of diagnoses, UK.”

Notes Unlike drugs, decision tools, including
computer-based tools, are currently exempt from
regulation. However, this may change.*** Tt is well
documented that errors sometimes occur when
decision tools are used.” These adverse events
should be reported.

Estimates

Item 21. Report estimates of diagnostic accuracy
and measures of statistical uncertainty (e.g. 95%
confidence intervals)

Example(s) The measures of diagnostic accuracy
used include the diagnostic odds ratio, relative
true positive rates and relative true-negative rates.

Notes 1f relevant, report estimates of unaided
doctors’ diagnostic accuracies and measures of
statistical uncertainty. If relevant, formally
compare the diagnostic accuracy of decision tools
with unaided doctors’ diagnosis using an
appropriate statistical test and a suitable
summary measure of diagnostic accuracy, for
example, the diagnostic odds ratio or the relative
error rate.

Item 22. Report how indeterminate results,
missing responses and outliers of the index tests
were handled

Item 23. Report estimates of variability of
diagnostic accuracy between subgroups of
participants, readers or centres, if done

Item 24. Report estimates of test reproducibility,
if done

Discussion
Item 25. Discuss the clinical applicability of the
study findings

Notes Given the diverse ways in which discussion
sections are written in decision tool studies (e.g.
AAP decision tool studies as well as many other
studies of medical informatics systems), the
tendency sometimes to overinterpret results, the
habit of some researchers to report methods and
new results in the discussion section instead of the
relevant sections, and the perhaps understandable
lack of maturity in a young science such as health
informatics,?*’ there may be a case to be made to
go beyond STARD’s original recommendations for
discussion sections.
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TABLE 11 Checklist of items to include when reporting an RCT of a decision tool (the CONSORT statement)' 30

Item

Title and |
abstract
Introduction
Background 2
Methods
Participants 3
Interventions 4
Objectives 5
Outcomes 6
Sample size 7
Randomisation

Sequence 8

generation
Allocation 9

concealment
Implementation 10

Blinding (masking) 11

Statistical methods 12

Results

Participant flow 13
Recruitment 14
Baseline data 15

Numbers analysed 16

Outcomes and 17
estimation
Ancillary analyses 18

Adverse events 19
Discussion
Interpretation 20

Generalisability 21
Overall evidence 22

Descriptor

How participants were allocated to interventions (e.g. ‘random allocation’; or ‘ ‘randomised’ or
‘randomly assigned’)

Scientific background and explanation of rationale

Eligibility criteria for participants and the settings and locations where the data were collected
Precise details of the interventions intended for each group and how and when they were
actually administered

Specific objectives and hypotheses

Clearly defined primary and secondary outcome measures and, when applicable, any methods
used to enhance the quality of measurements (e.g. multiple observations, training of assessors)
How sample size was determined and, when applicable, explanation of any interim analyses
and stopping rules

Method used to generate the random allocation sequence, including details of any restriction
(e.g. blocking, stratification)

Method used to implement the random allocation sequence (e.g. numbered containers or
central telephone), clarifying whether the sequence was concealed until interventions were
assigned

Who generated the allocation sequence, who enrolled participants, and who assigned
participants to their groups

Whether or not participants, those administering the interventions and those assessing the
outcomes, were blinded to group assignment. If done, how the success of blinding was
evaluated

Statistical methods used to compare groups for primary outcome(s); methods for additional
analyses, such as subgroup analyses and adjusted analysis

Flow of participants through each stage (a diagram is strongly recommended). Specifically, for
each group report the numbers of participants randomly assigned, receiving intended
treatment, completing the study protocol, and analysed for the primary outcome. Describe
protocol deviations from study as planned, together with reasons

Dates defining the periods of recruitment and follow-up

Baseline demographic and clinical characteristics of each group

Number of participants (denominator) in each group included in each analysis and whether the
analysis was by ‘intention to treat’. State the results in absolute numbers when feasible (e.g.
10/20, not 50%)

For each primary and secondary outcome, a summary of results for each group, and the
estimated effect size and its precision (e.g. 95% confidence interval)

Address multiplicity by reporting any other analyses performed, including subgroup analyses
and adjusted analyses, indicating those prespecified and those exploratory

All important adverse events or side-effects in each intervention group

Interpretation of the results, taking into account study hypotheses, sources of potential bias or
imprecision and the dangers associated with multiplicity of outcomes

Generalisability (external validity) of the trial findings

General interpretation of the results in the context of current evidence

Discussion sections structured with the following studies, discussing particularly any differences
headings are suggested:* in results

e Statements of principal findings

¢ Meaning of the study: possible mechanisms
and implications for clinicians or policy

e Strengths and weaknesses of the study makers
e Strengths and weaknesses in relation to other e Unanswered questions and future research.
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Recommendations for the
reporting of studies measuring
impact of decision tools

Table 11 shows the updated checklist for
CONSORT, published in 2001. Examples and/or
notes on the checklist items are given where
appropriate. They are meant to supplement the
examples and comments in the original
CONSORT explanatory document and pertain
specifically to decision tools.

Title and abstract

Item 1. How participants were allocated to
interventions (e.g. ‘random allocation’,
‘randomised’, or ‘randomly assigned’)

Example(s) Title: Computer-aided diagnosis
compared with unaided doctors’ diagnosis: a
cluster randomised trial of impact on
management of acute abdominal pain.

Abstract (Design): Cluster randomised controlled
trial with ward as the unit of randomisation.

Notes: The objective of the impact study should be
clearly indicated in the title and/or abstract.
Specify the sampling unit and method of
allocation of sampling units to decision tools (e.g.
randomisation, cluster randomisation). Examples
of sampling units include the patient, doctor, ward
and hospital.

Introduction
Item 2. Background: scientific background and
explanation of rationale

Example(s) Making accurate decisions with patients
with acute abdominal pain (AAP) is difficult in
secondary care because many conditions cause it
and no single clinical finding or laboratory test is
both specific and sensitive. About half of hospital
inpatients with AAP have a non-specific cause, but
many of the remainder have acute appendicitis or
other conditions requiring emergency surgery. To
avoid missing these seriously ill patients, large
numbers are referred for unnecessary admission
and surgery, with negative laparotomy rates of up
to 25%. However, delays can lead to a perforated
appendix in 20% of cases. What makes clinical
decision-making in this area particularly
challenging is the trade-off between the
perforated appendix rate and the negative
appendicectomy rate. As a result of these
difficulties, many computer-based diagnostic
decision tools have been developed to aid the
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management of AAP. It is unclear which, if any, of
these tools are effective in improving patient
management. No RCTs on this area were
identified in a literature search.

A cluster randomised trial investigated whether
doctors’ use of a new computer-based decision tool
improved the diagnostic accuracy and
management of patients, compared with doctors
who are not using any tool.

Notes The scientific basis for the study needs to be
explained. Having outlined the problem, the
authors should examine the evidence on the
impact of different types of decision tools and
special investigations, and the impacts of unaided
doctors’ diagnosis. Peer-reviewed papers o, if
available, systematic reviews should be cited and
discussed. The rationale for a study on a new
decision tool would be stronger if the evidence
indicated that other tools have little impact and
are unlikely to be cost-effective. Need should be
based on the existence of a clinical problem, not
the appearance of a new technology.?” Cluster
designs are commonly used in decision tool
studies. If a cluster design was used, this should be
mentioned.

Methods

Item 3. Participants: eligibility criteria for
participants and the settings and locations where
the data were collected

Example(s) Eligibility: All patients presenting with
previously undiagnosed acute abdominal pain for
7 days or less were eligible for inclusion in the
study.

Setting: A&E.
Location: Hospitals A, B and C in city X.

Notes In an RCT of diagnostic decision tools,
there is often a risk of the carry-over effect, which
is “a contamination of the management of the
‘control condition’ by care providers who also
have, or have previously had access to the
[decision tool].”®! To reduce the risk of
contamination, a cluster design is often used,
where the doctor (instead of patient), ward or even
hospital is used as a sampling unit. If cluster
sampling was used, the eligibility criteria for
patients and clusters should be specified.

Item 4. Interventions: precise details of the
interventions intended for each group and how
and when they were actually administered
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Example(s) Senior house officers were allocated to
one of four groups: (a) no decision tool allocated;
(b) data collection forms only; (c) data collection
forms and output from Leeds Acute Abdominal
Pain system; and (d) forms, output from the Leeds
system and monthly feedback of doctors’
performance.'®®

Notes In the example, the four groups indicate
that a multiarm design was used. The checklist
effect is “the improvement observed in decision-
making due to more complete and better-
structured data collection when paper- or
computer-based forms are used to collect patient
data”.®! This checklist effect may explain part of
any observed effect of the decision tool, hence the
need to quantify the effect.

Many decision tools “provide the doctors with the
opportunity to capture their diagnoses on a form”,
which may encourage doctors to audit their own
performance.®! This feedback effect may explain
part of any observed effect of the decision tool,
hence the need to quantify the effect.

The following details of the decision tool(s) should
be included:

i. Describe the development of the decision
tool(s) or cite references where this
information can be found.

ii. Describe the reasoning method of the decision
tool(s) (e.g. independent naive Bayes, logistic
regression models, statistical models based on
discrimination rules, machine learning) or cite
references where this information can be
found.

iii. If available, describe the method of diagnosis
used by the unaided doctor. What signs,
symptoms and other indicants had he or she
obtained from the patient? The characteristics
of clusters should be described, e.g. doctors
(seniority, speciality) and the healthcare
centres involved.

iv. Describe how each decision tool was actually
used for each assigned patient and/or cluster of
patients.

Item 5. Objectives: specific objectives and
hypotheses

Example(s)

1. The objective of the study was to assess the
impact of doctors using the decision tool(s) on
patient outcomes, appropriateness of clinical
decisions, actions and/or use of healthcare
resources.

ii. The object of the study was “to evaluate the
use of a computerised support system for
decision making for implementing evidence
based clinical guidelines for the management
of asthma and angina in adults in primary

care”. 149

Item 6. Outcomes: clearly defined primary and
secondary outcome measures and, when
applicable, any methods used to enhance the
quality of measurements (e.g. multiple
observations, training of assessors)

Example(s) Mortality rates, rates of infection,
perforation rates, adherence to guidelines, usage
rates.

Notes The primary outcome(s) should be
prespecified. Details should be provided on how
primary and secondary outcomes were measured.
As shown in the examples above, outcome
measures from trials of decision tool studies can be
very diverse.

Item 7. Sample size: how sample size was
determined and, when applicable, explanation of
any interim analyses and stopping rules

Example The design was regarded as two
embedded trials, and the sample size was
determined for each separately. Each trial required
80% power to detect a 10% difference in adherence
to guideline recommendations (e.g. between 45 and
55%) with a significance level of 5%. Adherence to
the guidelines was defined by measures of process
as recorded in the patients’ records. Because the
intraclass correlation coefficients for measures of
process were estimated to be around 0.05, data
were collected from 40 patients with each
condition in each of 60 practices. Changes in
patient outcome were assessed with summated
Likert scales that could be considered as
continuous variables with a normal distribution.
Again, an intraclass correlation coefficient of

0.05 was assumed. Application of standard
methods indicated that if data were collected from
40 patients from each of 60 practices the study
would have 80% power to detect an effect size of
0.2 standard deviations with a significance of
5%'149

Notes Sample size calculation should be based on
the most important primary outcome and must
take the unit of allocation into account. It should
be clear whether individual or cluster
randomisation was used. The method of
calculating the sample size should be reported. If
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cluster randomisation was used, the method for
adjusting the sample size to take into account the
intra-cluster correlation should be reported.

Item 8. Randomisation — sequence generation:
method used to generate the random allocation
sequence, including details of any restriction (e.g.
blocking, stratification)

Example(s) Senior house officers were randomly
allocated to the use of different diagnostic aids
using the ‘biased coin’ technique to balance
gender and career intention as far as possible in

groups.'%0

Notes RCTs of decision tools often used a cluster
randomised design. While it is reasonable to
assume that characteristics of randomly allocated
clusters are balanced between groups, the same
assumption cannot be made about the
characteristics of individuals within clusters.?
Therefore, matching, stratification and other
forms of constraints such as the biased coin
technique (see example) are often used to reduce
imbalance across intervention groups.?*! These
methods should be noted if used. Sample size
calculations and analysis should take into account
these constraints and this should be reported.241

41

Item 9. Randomisation — allocation
concealment: method used to implement the
random allocation sequence, including details of
any restriction (e.g. numbered containers or
central telephone), clarifying whether the sequence
was concealed until interventions were assigned

Notes The method of implementing the random
allocation sequence should be reported (e.g.
central telephone registration or labelled
containers). State whether the sequence was
concealed until the intervention assignment. State
whether allocation was based on clusters or
individuals.

Item 10. Randomisation - implementation: who
generated the allocation sequence, who enrolled
participants, and who assigned participants to
their groups

Notes The individuals responsible for enrolling
participants, assigning participants to the use of
decision tools or unaided doctors’ diagnosis and
generating the allocation sequence need to be
stated.

Item 11. Blinding (masking): whether or not
participants, those administering the interventions
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and those assessing the outcomes were blinded to
group assignment. If done, how the success of
blinding was evaluated

Example(s) Potentially, if one group of patients
enrolled in a trial of a decision aid noticed that
their doctors were consulting an impressive
computer, while the other group had no such
experience, this could unbalance the groups ...
[A remedy is] to arrange that all doctors left the
patient briefly to visit another room where some
would use the decision aid, or to arrange that all
doctors consulted a computer in front of the
patient, but that this delivered specific advice only
in certain cases, and neutral information in the
remainder.!*?

Notes Participating patients, health professionals,
data collectors and data analysts should ideally
be blind to the intervention assigned, the
rationale being that bias is prevented by their
ignorance of the assignment. However, blinding
of the decision tool to the user and patient can
be difficult, and authors should report whether it
was done. They should also report whether

assessment of outcome from a decision tool was
blinded.

Item 12. Statistical methods: statistical methods
used to compare groups for primary outcome(s);
methods for additional analyses, such as subgroup
analyses and adjusted analysis

Notes Analysis should be conducted in accordance
to the principle of ‘intention to provide advice’ or
“intention to provide decision support’, which is
equivalent to the ‘intention to treat’ principle in
therapeutic trials.

Results

Item 13. Participant flow: flow of participants
through each stage (a diagram is strongly
recommended). Specifically, for each group report
the numbers of participants randomly assigned,
receiving intended treatment, completing the
study protocol, and analysed for the primary
outcome. Describe protocol deviations from the
study as planned, together with reasons

Notes The numbers (of individual patients and
clusters if relevant) randomly assigned to use the
decision tool or not to use it, receiving the
intended decision support, adhering to study
protocol and included in the data analysis should
all be reported with the aid of a flowchart.
Deviations from the study protocol should be
reported and explained.
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Item 14. Recruitment: dates defining the periods
of recruitment and follow-up

Notes The dates covering the recruitment and
follow-up periods should be given; these are often
not clearly stated.

Item 15. Baseline data: baseline demographic
and clinical characteristics of each group

Item 16. Numbers analysed: number of
participants (denominator) in each group included
in each analysis and whether the analysis was by
‘intention to treat.” State the results in absolute
numbers when feasible (e.g. 10/20, not 50%)

Item 17. Outcomes and estimation: for each
primary and secondary outcome, a summary of
results for each group and the estimated effect size
and its precision (e.g. 95% confidence interval)

Item 18. Ancillary analysis: address multiplicity
by reporting any analyses performed, including
subgroup analyses and adjusted analyses,
indicating those prespecified and those exploratory

Notes Results of subgroup analyses and adjusted
analyses should be reported, with statements on
whether they were defined prospectively or post
hoc.

Item 19. Adverse events: all important adverse
events or side-effects in each intervention group

Example(s)

e Errors in reference database calculation of
Down’s syndrome screening, giving false-
negatives, Sheffield.”

e Errors in updated embedded clinical coding
software giving false plain-language
representation of diagnoses, UK.”*

Notes Unlike drugs, decision tools, including
computer-based tools, are currently exempt from
regulation. However, this may change.?** Tt is well
documented that errors sometimes occur when
decision tools are used.” These ‘adverse events’
should be reported.

Discussion

Item 20. Interpretation: interpretation of the
results, taking into account study hypotheses,
sources of potential bias or imprecision, and the
dangers associated with the multiplicity of outcomes

Notes Given the diverse ways in which discussion
sections are written in decision tool studies (e.g.

AAP decision tool studies as well as many other
studies of medical informatics systems), the
tendency sometimes to overinterpret results, the
habit of some researchers to report methods and
new results in the discussion section instead of the
relevant sections, and the perhaps understandable
lack of maturity in a young science such as health
informatics,?*® there may be a case to be made to
go beyond CONSORT’s original
recommendations for discussion sections.

Discussion sections structured with the following
headings are suggested:**°

e Statements of principal findings
Strengths and weaknesses of the study
Strengths and weaknesses in relation to other
studies, discussing particularly any differences
in results

¢ Meaning of the study: possible mechanisms and
implications for clinicians or policy makers

¢ Unanswered questions and future research.

Item 21. Generalisability: generalisability
(external validity) of the trial findings

Notes The generalisability or external validity of
study findings should be discussed, at the individual
patient level and/or cluster level as appropriate.

Item 22. Overall evidence: general interpretation
of the results in the context of current evidence

General comments on the
reporting of decision tool studies

There should be a better understanding of terms
from different specialities in a multidisciplinary
field such as medical informatics. If authors report
that they have conducted a controlled trial they
must be sure they have done one. In the impact
study review of AAP decision tools, some authors
described their studies as clinical trials or
experiments in the article abstracts, when
uncontrolled before-and-after studies or cross-
sectional opinion surveys were conducted. These
studies are often mistakenly indexed in MEDLINE
or CENTRAL as ‘controlled clinical trials’. As
another of many examples, a study with a primary
objective of measuring decision tool accuracy
should not be called an experiment or a ‘trial’,
because it is not. An experiment would be the
wrong study design to answer the study question.

There is a case for a common multidisciplinary
glossary of concepts to be published



Health Technology Assessment 2006; Vol. 10: No. 47

simultaneously in journals in medical informatics,
general medicine, public health and other
specialities that report decision tool studies to
improve the understanding and usage of others’
specialities. Two of the authors of this monograph
have made an initial effort in compiling a
glossary,'? but there is a strong argument for wider
dissemination of these documents and better
communication between fields connected to
healthcare, medical informatics and evaluation
methodology.

Readers should not get the impression that this
monograph is claiming that controlled trials and
properly designed accuracy studies are always the
most important types of evaluations for decision
tools and in the field of medical informatics in
general. Rather, for the types of question that were
investigated for studies 1 and 2, they were the best
study designs to provide the answers. Evaluation
methodology in medical informatics is a rich field,
with a diverse range of primary studies to evaluate
the usability and cost-effectiveness of decision
tools. Certain types of study question require the
subjectivist or qualitative evaluation methods that
are covered in depth elsewhere.8!-218:219
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Towards good practice in the
conduct of decision tool
evaluations

Given the diverse toolkit of evaluation
methodologies in medical informatics, there is also
a need to develop guidelines for the conduct (as
opposed to the reporting) of accuracy studies,
impact studies, usability studies, economic
evaluations and subjectivist studies for decision
tools in medical informatics. However, this task is
beyond the scope of this monograph. One way to
begin is to start with a set of methodological
obstacles (e.g. in conducting RCTs in medical
informatics) and come up with methods to solve
these problems. These proposed solutions can
then serve as a first step towards the development
of conduct guidelines.

One should keep in mind that the conduct of
evaluation studies, even when restricted to a
specific method (e.g. accuracy studies), depends
largely on the question asked.
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Chapter 9

Discussion and conclusions

Summary and discussion of results

Accuracy

Thirty-two studies (from 27 papers), all based in
secondary care, were eligible for the review of
decision tool accuracies, while two were eligible for
the review of the accuracy of hospital doctors
aided by decision tools. Sensitivities and
specificities for decision tools ranged from 53 to
99% and from 30 to 99%, respectively. Those for
unaided doctors ranged from 64 to 93% and from
39 to 91%, respectively. Thirteen studies reported
false-positive and false-negative rates for both
decision tools and unaided doctors’ diagnosis,
enabling a direct comparison of their relative
performance. In random effects meta-analyses,
decision tools had higher false-negative rates than
unaided doctors (error rate ratio 1.34, 95% CI
0.93 to 1.93). These results suggest that, overall,
decision tools may potentially be useful in
confirming a diagnosis of acute appendicitis, but
not useful in ruling it out.

Two studies compared the diagnostic accuracies of
doctors aided by decision tools with unaided
doctors. In a multiarm cluster randomised trial

(n = 5193), there was insufficient evidence to
suggest a difference between doctors not given
access to decision tools (sensitivity 28.4% and
specificity 96.0%) and the three groups of aided
doctors (sensitivities of 42.4-47.9% and
specificities of 95.5-96.5%). In an uncontrolled
before-and-after study (n = 1484), the

sensitivities and specificities of aided and

unaided doctors were 95.5% and 91.5% (p = 0.24)
and 78.1% and 86.4% (p < 0.001), respectively.

In both studies, there was no indication that
doctors aided by decision tools were more accurate
in diagnosing AAP than doctors not aided by
these tools.

Thirty-two studies were found to be eligible for
data extraction in the decision tool accuracy review
(of which 30 presented data for sensitivities and
specificities of decision tools). The metaregression
of AAP decision tools showed that: (1) prospective
test-set validation at the site of the tool’s
development showed considerably higher
diagnostic accuracy than prospective test-set
validation at an independent centre (RDOR 8.19,
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95% CI 3.09 to 14.73); (2) the earlier the year that
the study was performed the higher the
performance (RDOR 0.88, 95% CI 0.83 to 0.92);
and (3) developers evaluating their own tool
showed better performance than independent
evaluators (RDOR 2.97, 95% CI 1.31 to 6.77).
Metaregression showed no evidence of an
association between other quality indicators and
DT accuracy.

These results should be treated with caution
because the quality of studies was generally not of
a high standard. The problems included:

e The gender/age breakdown of patients was
often not given.

e It was often unclear whether doctors and
pathologists making the final diagnosis were
blinded from the results of the decision tool.

e Incorporation and verification biases were
potential problems in most studies.

Impact studies

In the one eligible study of the impact study
review, a four-armed cluster randomised trial

(n = 5193) showed that unnecessary hospital
admission rates of patients by doctors not
allocated to a decision tool (42.8%) were
significantly higher than those by doctors
allocated to three combinations of structured
forms, the Leeds AAP computer system, and
audit and feedback (34.2-38.5%) (p < 0.001).'°
There was insufficient evidence of a difference
between perforation rates (p = 0.19) and
negative laparotomy rates in the four trial arms
(p = 0.46). The limited evidence suggested that
the impact of a structured paper checklist on
patient outcomes is comparable to that of a
computer-based decision tool, but likely to be at a
much lower cost. The results indicated that much
of the benefit of the Leeds AAP system (in terms
of reductions in admissions rates) came from a
structured data collection sheet and not from
advice from the computer-based decision tool.
This result needs to be treated with caution, since
only one paper was eligible in the impact study
review. The other abstracts and retrieved papers
were rejected mostly because of inappropriate
study designs (e.g. uncontrolled before-and-after
studies).
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Usage rates and cost-effectiveness

The usage rates of AAP decision tools were
extracted from six papers that presented results
and ranged from 10 to 77%. Potential
determinants of usability and usage rates include
the number of types of items used by the decision
tool, the reasoning method used and the output
format. Possible primary study designs have been
outlined, because of the limitations of a review
approach towards the assessment of usability. From
the systematic review of impact studies, it is
evident that insufficient data exist to conduct an
advanced cost-effectiveness evaluation. A
deterministic cost-effectiveness comparison was
made, and the structured data collection sheet was
found to be 100-900 times more cost-effective
than a computer-based decision tool, under
assumptions of constant returns to scale (the
conventional assumption) or decreasing returns to
scale, but uncertain under increasing returns.

Discussion and general comments
There are lessons to be learned from this review
that can potentially be applied to other decision
tools (including computer decision support
systems), particularly in regard to the reporting of
and conduct of evaluation studies. Thus, the
provisional reporting guidelines in Chapter 8 are
aimed at clinicians keeping up with literature and
incorporating research into practice, and at
decision tool and medical informatics researchers
in general.

Recommendations for clinical
practice

Of particular interest to doctors is whether the
decision tools reviewed in this monograph
improve diagnostic accuracy and have an impact
on the management of AAP patients compared
with routine clinical practice.

It was previously unclear which, if any, computer-
based or algorithm-guided decision tool was useful
for clinical practice, as stated in the HTA
commissioners’ original call for proposals for this
project. The meta-analysis on diagnostic
accuracies suggested that AAP decision tools
included in the review may potentially be useful
for confirming a diagnosis of acute appendicitis,
but not useful for ruling it out. However, neither
of the studies that compared doctors aided by an
AAP decision tool with unaided doctors showed
sufficient evidence of a difference in diagnostic
accuracy between doctors aided by decision tools
and those who were not aided. This is an

indication that it is insufficient for decision tools
to be accurate: doctors given access to them need
to find them usable and credible if they are to
accept their advice.

The impact study review indicated that the use of
a structured checklist alone can help to improve
impact on patient outcomes, based on one RCT.!3
With a specificity of 96%, an unaided SHO can
confirm a diagnosis of acute appendicitis as
confidently as SHOs aided by decision tools.
However, the sensitivities of unaided SHOs and
aided SHOs were all low, which means that
patients cannot be reliably ruled out for the
condition, an arguably more important decision
for an emergency condition that requires a quick
decision. It should be emphasised again that the
impact study review is based on only one study, so
doctors should view these findings with caution.
The clinical use of structured checklists is
promising as a way to improve the management of
AAP patients, although more research is needed to
confirm this. The basic cost-effectiveness
comparison in Chapter 7 suggests that a
structured data collection sheet is likely to be more
cost-effective than a computer-based system such
as the PDA version of the Leeds AAP system. The
quality of reporting and conduct of evaluation
studies of AAP decision tools is generally poor.
Doctors need to read them with caution and
should not incorporate the findings into their
clinical practice, unless the studies have largely
conformed to reporting guidelines such as those
drafted in Chapter 8. Further recommendations
for clinicians were limited by the available
literature.

Strengths and limitations of this
study

Strengths

e This monograph is the first study to
systematically review the accuracy and impact of
AAP decision tools and to assess their usability
and cost-effectiveness.

¢ A sufficient number of eligible accuracy studies
was identified to conduct a meta-analysis rather
than a qualitative systematic review.

¢ Despite the encouraging results of individual
primary studies of decision tool accuracy (some
of which demonstrated high sensitivities and
specificities), the meta-analyses of error rate
ratios showed that AAP decision tools may
potentially be useful in confirming a diagnosis
(i.e. high specificity), but not useful in ruling it
out (low sensitivity).
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Two studies compared doctors aided by an AAP
decision tool with unaided doctors. There was
insufficient evidence to suggest that aided
doctors were more accurate in diagnosing AAP
than unaided doctors.

Although only one eligible impact study was
identified, it provided some important results,
in particular that the checklist effect is largely
responsible for the observed impact of the
Leeds AAP system.

The impact study review identified a gap in the
literature, namely the need for more controlled
trials to be conducted in the area of AAP
decision tools.

Despite limited data, a basic cost-effectiveness
comparison was made and found that the
structured data collection sheet is much more
cost-effective than a PDA version of the Leeds
AAP system, under assumptions of constant
returns to scale (the standard assumption). The
cost-effectiveness comparison adhered to the
basic principles of economics.

The few studies that did report usage rates
demonstrated a high level of heterogeneity
(range 10-70%), probably reflecting a wide
range in doctors’ perceived usability of these
tools, an important finding even though the
number of studies is small.

Despite the limitations of a review approach in
assessing usability, as mentioned above,
numerous primary methods of investigation
exist. Outline protocols were written for two of
these methods.

Some of the metaregression findings are quite
novel, for example the effect of the type of data
set, identity of the evaluator and year of the
study as effect modifiers of diagnostic accuracy.
The surprising finding was the lack of evidence
of an association between prevalence and
diagnostic accuracy.

Deeks and colleagues’ recent study on bias in
non-randomised studies provided empirical
evidence that statistical adjustment methods
often do not effectively remove confounding
from the results of non-randomised studies.**
In light of their findings, the decision to
include only randomised or quasi-randomised
controlled trials in the impact study review
seems to have been an apt one.

Limitations
e The focus was on acute appendicitis, although

this is also a strength of the review, since it is
the AAP condition that requires the most urgent
attention. The decision meant that the other
important but rarer conditions, acute
cholecystitis and perforated peptic ulcer, were

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

ignored. However, emergency surgery is rare
now for cholecystitis (see Chapter 1). Perforated
peptic ulcer, a once common condition in A&E,
is becoming increasingly rare (see Chapter 1).

¢ A low percentage of the included studies
reported the performances of both decision
tools and unaided doctors’ diagnosis. This
could potentially be a manifestation of outcome
reporting bias (e.g. studies that analysed the
performance of doctors did not report the
results because they were more accurate than, or
as good as, the decision tool).

¢ The review included only English-language
articles. There is thus potential for language
bias, although some authors published their
papers in both English and their native
language.

e The comparison of doctors’ aided decisions
using AAP decision tools with unaided doctors’
decisions would be a more relevant comparison.
However, the limiting factor is the lack of
appropriately designed studies.

¢ Only one study was found to be eligible for the
systematic review of impact studies, a cluster
randomised trial.'*® There was therefore no
scope for analysing subgroups of interest
between studies.

e Few studies reported usage rates and the
limitations of using a review approach to assess
usability were pointed out.

¢ An insufficient number of data points was
available to include more than one covariate at
a time in the metaregression for the accuracy
review. Lijmer and colleagues’ meta-
epidemiological study of diagnostic test
evaluation studies had a sample size of 218
studies, which allowed them to include all
covariates of interest in their metaregression
model at the same time.'"!

Recommendations for further
research

Additional research is recommended and is
described below in approximate order of priority.

Acceptability and determinants of
success

There is a need to ascertain the reasons why AAP
decision tools have not lived up to their early
promise.

Systematic reviews across a range of diseases or
tools are needed to assess factors that make
decision tools more acceptable to doctors and
patients, and determinants of successful decision
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Discussion and conclusions

tools such as the Ottawa Ankle Rules.?** The
impact study review identified only one RCT
(Wellwood study!®%) that compared paper-based
decision tools with computer-based tools. The
format of decision tools may have an effect on
their acceptability and usage rates by doctors,
which in turn may have an effect on the impact of
the tools on clinical decisions, actions and patient
outcomes. More such RCTs should be conducted
to improve our understanding of the format(s)
that doctors find acceptable in a decision tool.

Other types of primary study can also assess the
properties of decision tools that would improve
their perceived usability and accessibility by
healthcare professionals. Two outline protocols
and a set of possible study methods were given in
the section ‘Methods for a primary study on
usability and usage rates’ (p. 47). Improvements in
compliance because of improved usability of
decision tools and users’ satisfaction with them
may result in improved diagnostic accuracy and
impact on patient outcomes.

The above research recommendations would
contribute to the evidence base of the modified
reporting guidelines of CONSORT and STARD
outlined in Chapter 8.

Comparison of doctors’ aided decisions
to unaided decisions

Wellwood and colleagues’ study”*® was also the
only RCT that compared doctors’ aided decisions
using AAP decision tools to unaided doctors’
decisions. More such RCTs are needed to assess
the degree to which this study’s findings on aided
versus unaided decisions are replicable.

136

Contributions made by special
investigations

The context in which AAP is now managed has
changed since the 1970s, when clinical data were

all that were available. Special investigations such
as computed tomography, ultrasound and other
imaging modalities and laboratory tests are now
available. Given these new technologies, there may
be a need to reassess what factors to include in
AAP decision tools and on how to combine the
factors meaningfully. As a first step, potential users
of AAP decision tools could be recruited to
participate in focus group studies, nominal group
studies, opinion surveys or discrete choice
experiments to identify these factors.

Barriers to economic evaluations

There is a dearth of evidence on the cost-
effectiveness of AAP decision tools (or decision
tools in general). The barriers and attitudes of
medical informatics researchers towards economic
evaluations, as mentioned in Chapter 7, need to
be identified. A questionnaire survey of medical
informatics researchers is one way to elicit what
these barriers and attitudes are.

The role of AAP decision tools in
primary care

Of all the studies included in the accuracy and
impact study reviews, none included primary-care
patients. Primary research (using study designs
employed by investigations of AAP tools in
secondary care from the accuracy review and
impact study review) is needed to evaluate the role
of decision tools for AAP in GP surgeries.

NSAP and other AAP conditions

There is a need to conduct a systematic review of
the empirical literature on the health status of
discharged patients, to estimate the prevalence of
these patients who actually have appendicitis or
other AAP conditions. Unnecessary admissions, or
even worse, operations on patients with NSAP
pose unnecessary health risks and have resource
implications.
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The definition and scope of decision tools

his appendix is based on a working paper by
Liu and colleagues.?*”

Decision support systems as a
solution to the gap between
knowledge and practice in
healthcare

Many problems facing healthcare systems today
are caused not by a lack of knowledge but by the
gap between what we know and what we do in the
face of staff shortage, economic pressures and
rising public demand.??! Systematic reviews or
RCTs published in prestigious journals may help
to establish the effectiveness of drugs or
procedures, but are not enough to ensure that the
knowledge is actually used.

The process from innovation to routine clinical
use is a complex one. For example, in
cardiovascular disease prevention, despite the
systematic reviews, evidence-based guidelines and
decision tools (e.g. the Joint British Charts), there
is continuing evidence to suggest that these
approaches have not yet changed actual clinical
practice.??#2% The Leeds AAP system, which
estimates patient-specific diagnostic probabilities
and underwent extensive development and testing
over decades,’! is scarcely used today. Many
factors appear to influence physician uptake of
these systems, and the guidelines on which they
are based.*® For example, some health
professionals are unaware of, or simply forget,
guideline recommendations, while others fail to
follow them because of patient choice or peer
pressure.

Hundreds of decision support systems (DSSs) and
other computerised aids have been developed to
assist patient management. In trials, some are
effective at narrowing knowledge gaps, improving
clinical practice and patient outcomes,'*® but
many others are not (e.g. computer-based
guidelines on the management of angina and
asthma'*®). Why do doctors and other health
professionals often fail to adopt the effective DSSs
into routine clinical practice? Some developers
construct technologically advanced systems with
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little relevance to the real world, while others
create DSSs without first determining whether a
clinical need exists.?*>?% The authors believe that
there should be a move away from this technology-
driven approach to one that entails identifying
and using the most effective method to manage
knowledge, regardless of whether a high-tech PDA
or a low-tech paper reminder is used.
Computerised DSSs (also called decision aids'?)
are fundamentally no different from paper
algorithms, nomograms, reminders or other aids
to clinical decision-making, because they all aim to
improve the appropriateness of clinical actions
and patient health outcomes. However, this is an
important class of health technology, for which a
consistent nomenclature is needed. The authors
therefore suggest the generic term ‘decision tool’
to demonstrate that these decision-making aids,
which may seem very different from a technical
perspective, are conceptually the same from a
clinical viewpoint. Examples of decision tools that
improve clinical practice include reminders for
doctors,?*"%* patient information/support leaflets
(e.g. O’Connor?”®) and predictive scores [e.g. the
Paediatric Logistic Organ Dysfunction (PELOD)
score,?%% the Ottawa Ankle Rules?*® and the
Glasgow Coma Scale®®’). Computer-based
reminder systems have been shown to be effective
in increasing the use of preventive care in both
inpatient and outpatient settings.!*$%*7 Some
empirical evidence suggests that DSSs can have
more impact than paper-based guidelines and
checklists.*

Problems with current decision
support systems

Although good evidence exists for the clinical
benefit of some DSSs, there are also numerous
examples of failures and difficulties, for various
reasons.

First, current DSSs are rarely based on the best
available knowledge. They should incorporate
rigorous evidence, such as knowledge derived from
well-designed, relevant studies or a large patient
database. Secondly, there is usually insufficient
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emphasis on the need for the health professional
or patient to capture high-quality clinical data for
the DSS. Thirdly, the development of DSSs is too
often technology led. Their true role, of improving
decisions and actions about individual patients, is
frequently ignored and applies regardless of the
technology. A closely related issue is that the most
appropriate method should be selected to
overcome demonstrated barriers to change,85
avoiding what Gremy has termed the “idolatry of
technology” by those working in medical
informatics.?® Some barriers require education or
organisational change to abolish them, not a DSS
at all.® Fourthly, health technology assessment
methods (such as studies on accuracy or impact,
systematic reviews and economic analyses) are
frequently misapplied.?*®**® Correct application of
these methods is necessary to evaluate their impact
on clinical practice and their cost-effectiveness.'%?
The cost-effectiveness of computer DSSs compared
with paper-based decision tools is seldom studied,
and was missing from a recent large study on
computerised reminders in US hospitals.?*”

A fifth problem eluding the technologists is failure
to address broader legal and ethical issues. For
example, health professionals using DSSs should
always apply their own clinical judgement in the
context of the patient and the encounter, and not
unthinkingly follow its advice. The system should
be designed to treat its user as a ‘learned
intermediary’ and not act as a black box.”"® A
sixth problem is that developers and users of DSSs
too often fail to appreciate that effectiveness and
cost-effectiveness will vary according to the user
and their context. Finally, DSS developers should
become more aware of regulatory issues. Although
DSSs are currently exempt from regulation, unlike
the closed-loop systems that measure patient
variables and automatically adjust a drug infusion
device, for example, this may change.?*

Some of the above failures follow from insufficient
clinical and patient involvement, owing partly to
the failure to recognise the role of different kinds
of DSS and their underlying similarities. However,
this position is likely to change as more DSSs are
used and some cause medical errors.

The proposed term, decision tool, includes these
systems. Those developing DSSs may reject the
blanket category, claiming significant differences
between subclasses of these systems (e.g. how a
specific tool works or how it is developed), in the
same way that a chemist will recognise differences
between the individual drugs that form a single
therapeutic class. However, from the clinical and

health policy perspective, such differences are
largely irrelevant, as is often the case with drugs
from the same class. The authors also disagree
with the technologists'”® and believe that there is
essentially no difference between evaluating a new
drug or a new decision tool. While qualitative
methods are necessary to help to elucidate the
barriers to change or requirements for a decision
tool or reasons for failure, there is no alternative
to an RCT to quantify reliably the tool’s impact on
clinical decisions, actions or patient outcomes.

A definition of decision tool

The following definition of the decision tool is
adopted here:

A ‘decision tool’ is an active knowledge resource that
uses patient data to generate case-specific advice,
which supports decision-making about individual
patients by health professionals, the patients
themselves or others concerned about them.

This definition is an updated and more general
version of Wyatt and Spiegelhalter’s 1991
definition of computer decision aids: “active
knowledge systems which use two or more items of
patient data to generate case-specific advice”).!%

Decision tools have four important characteristics:

1. Target decision maker: is the tool designed to
aid a clinical decision by a health
professional and/or patient?

This characteristic highlights the importance of
shared decision-making between health
professionals and their patients. Decision aids
for health professionals and patients are both
included. If the patient is unable to make an
informed decision (e.g. someone in a coma or a
child), then a carer or relative familiar with his
or her condition is an appropriate proxy.

2. Target decision: do the decisions concern an
individual patient?

The focus is on decisions about an identified
individual patient, rather than on groups of
patients (e.g. to support health policy) or on
hypothetical patients (e.g. for teaching
purposes).

3. Knowledge component: does the tool use
patient data and knowledge to generate an
interpretation that aids clinical decision-
making?

A decision tool must contain some knowledge to
help a health professional or patient use patient
data to generate an interpretation or aid to
decision-making. Examples include (a) explicit
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advice, such as a printed recommendation for a
course of action, (b) interpretation, such as an
asterisk meaning ‘this result is abnormal’ or a
predicted probability of death for a patient on
the intensive care unit, and (c) reminders or
alerts, such as “This patient is allergic to
penicillin’.”

4. Timing: is the tool used before the health
professional or patient takes the relevant
decision?

A tool used retrospectively, after the relevant
decision has been taken, is excluded. Tools that
interpret patient data such as test results after a
clinical encounter can be classified as decision
tools if their output is used during the next
encounter.

Examples of tools which fit within
or lie outside the definition

Table 12 provides examples of tools that are and
are not decision tools using the above definition.
A care pathway (example 3) is a preprinted record
designed to aid health professionals in recording
data and interpreting them as well as in making
decisions (fulfilling characteristics 1 and 4) about
an individual patient (characteristic 2). It is a
knowledge resource for health professionals that
enables them actively to use patient data to make
decisions (characteristic 3). Clearly, care pathways
are decision tools.

Some examples of aids that are not decision tools
include distance learning material used away from
patients (example 12) and imaging
investigations/laboratory tests (examples 15 and
16), which are not knowledge resources
(characteristic 3). However, an algorithm or other
tool to support interpretation of the results of such
tests is a decision tool. For example, a sheet
summarising test results would be included if it
included knowledge on how to interpret the
results and obtain predictions that inform patient
management. Some examples depend on the user
and current task. For example, a computer-based
simulator used to help physicians to develop their
diagnostic skills would not be a decision tool if the
data they enter are not about a patient they are
managing (example 14). However, it is a decision
tool if they enter data about a real patient. The
typology in Figure 17 demonstrates the diversity of
decision tools.
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Conclusion

It is argued that DSSs and other computer-based,
paper-based and even mechanical clinical decision
aids are members of a wider family, have called
decision tools. By viewing decision tools as a group
their role in healthcare becomes clearer, which will
encourage clinical involvement in developing such
tools and evaluating their impact on clinical
practice. The excessive emphasis on technology to
date has resulted in a disproportionate amount of
research conducted by informatics experts and
computer scientists, many of whom do not
appreciate the crucial need for input from
clinicians and epidemiologists in the development
and testing of these tools. The identification of
decision tools as a coherent and important
category of health technology should encourage
the sharing of lessons between decision tool
developers and users, reduce the frequency of
decision tool projects focusing only on
technologies, and reduce silo thinking by those in
clinical and informatics disciplines. The focus of
evaluation should thus become more clinical. It is
not sufficient to evaluate the accuracy of
computer-based decision tools compared with
routine clinical practice or a gold standard.'%?
Rather, their impact should be evaluated against
other computer-based, paper-based or even
mechanical tools, to identify the most cost-
effective tool for each clinical problem. It is
unlikely that the most cost-effective option will
always be computer based.

How should adoption of this decision tool mindset
be encouraged? Authors and editors should be
encouraged to use the term in titles and abstracts.
The present authors propose the inclusion of
‘decision tool’ as a new Medical Subject Heading
(MeSH) term to aid the identification of studies
for clinical and research purposes. A joint clinician
and decision tool developers’ network should be
established, with an infrastructure including e-mail
lists, web support materials, conferences and a
coordinating resource centre. Finally, a case should
be made for a multidisciplinary R&D programme
on decision tools, jointly supported by clinical and
informatics funding bodies.
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Practice [ N |
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Paper
h
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Paper reminder |——| Checklist |
—| Profile checklist |
—| Care pathway |
—| On screen ‘
Computer |
reminder
—| Paper delivered |
Electronic Computerised
based patient interview
Diagnostic/prognostic
model
Decision support (probability)
system
(computer and
calculator) Adbvisory system
(text advice)
Slide rule |
Mechanical

Punched cards |

FIGURE 17 Typology of clinical decision tools
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Appendix 2

Common reasoning methods for decision tools

his appendix examines the more common
reasoning methods used by decision tools.

Statistical methods

Bayes’ theorem

Bayes’ theorem describes how the probability that
an individual has disease changes when the result
of a diagnostic test is obtained, dependent on the
performance characteristics of the test. The
theorem originally appeared in a landmark paper
in 1763, published posthumously in the
Philosophical Transactions of the Royal Society.”™ The
potential for its application in medicine and
health care was first recognised by Ledley and
Lusted in 1959.2% The theorem can be
represented as follows:

P(S+|D+ D+
P+ |54) = PEFIDH) X (PDH)
P(S+|D)P(D+)+P(S|D-)P(D-)
Sensitivity x P(D+)
Sensitivity X P(D+) + (1 — Specificity) x P(D-)

where D+ is the presence of a disease or target
condition, S+ is the presence of a sign,
symptom or prognostic factor, or a positive
diagnostic test result, D— is the absence of
disease or target condition, and S- is the absence
of a sign, symptom or prognostic factor, or a
negative diagnostic test result.?®0 P(D+|S+) is
the probability of having a target condition
given the presence of a sign or positive result
from a diagnostic test. It is also known as the
post-test probability. P(D+) is the prior
probability of a target condition, estimated from
an empirical study (e.g. a cross-sectional study
estimating the prevalence of a disease in a
community), or the educated guess or informed
belief of a doctor about his or her surgery’s case-
mix, before a patient is examined for signs and
symptoms. Bayes’ theorem is more conveniently
expressed in terms of odds rather than
probabilities:

P(D+|S+) P(S+|D+)>< P(D+)

P(D-|S+) B P(S+|D-) P(D-)

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

P(S+|D+)

h L
e T

is the likelihood ratio for the
result of test S.

Or, in simpler terminology:
Odds (D+|S+) = LR(S) x Odds(D+)
Where LR(S) is the likelihood for the result of test S.

A nomogram is available that converts pretest

g p
probabilities and likelihood ratios into post-test
probabilities.*!

Bayes’ theorem can be extended in a simple way to
combine multiple pieces of diagnostic information.
The post-test probability obtained from the first
test can serve as the prior probability for the next
test. However, this approach (coined naive Bayes)
has been noted to give overoptimistic predictions
owing to double counting of diagnostic
information when the individual test results that
are being combined are not independent.

Early examples of decision tools that made use of
Bayes’ theorem include aids for diagnosing
congenital heart disease,?’ goitre,?®® jaundice?
and acute abdominal pain.'"?

9
Logistic regression extensions of Bayes’
theorem

The problem of double counting diagnostic
information has been tackled by using logistic
regression models, accounting for correlations
between pieces of diagnostic information in the
same way that confounding factors are adjusted
for in epidemiological studies. The links between
Bayes’ theorem and logistic regression models can
be observed by re-expressing the theorem using
weights of evidence or log likelihood ratios:

PD+|Si+) _ | PDF) i 1y P8+ [D+)
P(D-|S;i+) P(D-) ;=) PSi+|D-)

The first term on the right-hand side of the

+
—), is the natural log of the

equation, In

prior odds of the target condition, because
P(D-) = 1 - P(D+). The second term,
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N P(S;+D+)
2 In———
i1 PSi+D-)

is the sum of the weights of evidence (or log
likelihood ratios) from each sign or symptom. The
discussion of Bayes’ theorem so far has assumed
that signs, symptoms and/or test results are
independent. Adjustments for correlations between
diagnostic items can be made by estimating a
parameter 3 for each test, which either shrinks or
enlarges the likelihood ratio for each test:

P(D+|S;+)
In =In
P(D-|S;+)

P(D+)+i P(Si+|D+)
P(D-) S5 P(S+|D-)

Two approaches have been described that use
logistic regression to estimate the  parameters
and fit these models. Spiegelhalter and Knill-Jones
described a two-stage procedure that involves a
logistic regression model of the unadjusted weights
of evidence to obtain adjusted weights of evidence
or adjusted likelihood ratios.”® They used this
method to construct a Bayesian decision tool,
GLADYS, a diagnostic system for patients with
dyspepsia. Albert described how the models can
be fitted directly using logistic regression using

an offset to include directly the pretest log

odds as a fixed term in the model.>”® Albert’s
approach allows estimates of the adjusted
likelihood ratios for combinations of tests results
to be obtained.

Different model fitting approaches can be used to
select terms for inclusion in these models.
Typically, bivariate analyses are used to identify
symptoms and signs associated with disease and
then multivariate modelling (e.g. logistic
regression or discriminant analysis) removes
redundant symptoms through the use of stepwise
or another variable selection procedure to select
the symptoms to keep in the final model. The first
step here (often called univariate analysis) is not
necessary and can be omitted.

In some situations the parameter estimates
(estimated regression coefficients) are replaced by
a scoring system derived from the model, and its
accuracy and impact as a diagnostic tool are
tested. Eskelinen and colleagues’ logistic
regression models for diagnosing AAP conditions
provide an example of such a tool.'® Tt is
expected that discrimination would improve as
more terms (signs and symptoms) are added.
Hence, a decision tool with two or more terms is
expected to be better than a simple diagnostic
test.

It is worth noting that Bayes’ theorem has been
developed beyond this simple application to create
a whole approach to statistical analysis known as
Bayesian inference. In Bayesian inference the
concept of a prior probability is extended to the
specification of prior distributions for every
parameter included in a statistical model,
likelihood ratios are replaced by likelihood
functions, and post-test probabilities are replaced
by posterior distributions obtained by combining
prior belief distributions with the likelihood
functions. Throughout the article, methods that
use simple naive Bayesian probability updating are
referred to as Bayesian methods; however, it is
noted that they are not based on fully Bayesian
methods of the nature described above. The term
logistic regression methods will be used to
describe approaches that make adjustments for
correlations between diagnostic signs and
symptoms.

Discrimination rules

Discrimination rules employ statistical methods to
produce a rule that can be used to allocate
individuals to the group in which they are most
likely to belong. For example, it is possible to
produce predictions of group membership (disease
present or disease absent) from a logistic model,
categorising those with a probability of the disease
greater than 0.5 into the disease-present group
and those with probabilities less than 0.5 into the
disease-absent group. Such an approach differs in
two respects from the application of logistic
regression as described above. First, there is no
direct way of altering predictions to allow for
differences in pretest probabilities. Secondly, the
certainty with which a person is allocated to a
particular group is lost. Discriminant analysis may
also be based on multivariate normal statistical
methods and not logistic functions, and so
categorise people into more than two groups.

Clinical algorithms

An algorithm is a process for carrying out a
complex task broken down into simple decision
and action steps.'? Clinical algorithms can be
represented as paper-based flowcharts or
computer programs typically written in standard
high-level programming languages such as
PASCAL, C or BASIC. Wyatt103 cited examples of
effective decision tools that used algorithms in
various settings, such as by American paramedics,
British physicians in a tertiary referral centre and
primary-care physicians in developing countries.
Clinical algorithms have various limitations,
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including the tendency to assume that all the data
specified in the algorithm are available, space
restrictions if the algorithm is paper based, and
the practical difficulties of breaking down many
clinical problems into a set of discrete decisions,
that are programmable in high-level languages
(preferably as reusable ‘objects’ of code or abstract
data types®’!). These problems are not unique to
medicine, but relate to the development of
algorithms to solve real-world problems in
general. The above limitations have resulted in
the use of “more sophisticated symbolic reasoning
approaches” by some decision tool developers.'%?
Optimal clinical algorithms or pathways can be
developed using statistical methods known as
classification and regression trees (CART).?7?

103

Expert systems

According to Shortliffe and colleagues, an expert
system is a computer program that simulates
human thought processes “to provide the kind of
problem analysis and advice that the expert might
provide.”! In a 1956 conference attended by
psychologists and computer scientists at
Dartmouth College, the scope and potential for
computing software to mimic human intelligence
and behaviour was discussed and the field of
artificial intelligence (AI) was born.'% As a result,
LISP, a symbolic programming language aimed at
solving Al problems, was developed. A symbolic
programming language is “a language designed to
support the representation of knowledge and
semantic relationships, while de-emphasising
numerical computations”.'" MYCIN was an early
expert system developed in the 1970s constructed
using Al principles and was designed to manage
patients with infections, particularly before
conclusive results from cultures are obtaine
Given the lack of consensus and knowledge in this
area at the time, the developers of MYCIN felt
that traditional statistical methods or clinical
algorithms were ‘inadequate’ and used symbolic
programming (LISP) to develop their system.
MYCIN used a large number of what computer
scientists call ‘production rules’, IFF-THEN
statements that “relate observations to associated
inferences that can be drawn”.?” In an evaluation
of MYCIN, its accuracy was comparable to that of
infectious disease experts.?’> However, as Wyatt
pointed out, “it was slow and unwieldy, requiring
much data to be input and providing rather
limited explanations of its reasoning.”'®® MYCIN
was never used in a real clinical setting and its
development was discontinued in 1980, but as
Musen and colleagues pointed out, it provided a
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basis for the research and development of expert
systems in various fields in the 1980s.27% Wyatt
discussed in detail the advantages and
disadvantages of decision tools that use symbolic
reasoning.'%?

Machine learning

Machine learning can be either supervised or
unsupervised.”” In the former, a system is
provided with a sample of data and instructions on
how to identify and classify patterns within the
data by a trainer. In the latter, a system is also
provided with data, but is left to identify patterns
without external assistance, a form of cluster
analysis. There are various types of machine
learning method: decision trees, artificial neural
networks and genetic algorithms. For all three
methods, internal weights within the system are
adjusted during training until a prespecified level
of performance is attained. Although experts can
evaluate the decision tree generated by a machine
learning system, such a system often cannot
provide understandable reasons for the advice it
generates. Experts cannot evaluate the reasoning
behind the classifiers generated by neural
networks and genetic algorithms, because they
are essentially ‘black boxes’.” On the technical
side, Schwarzer and colleagues’ review concluded
that they suffered from many problems, such

as the fitting of models that are implausible

and the tendency for neural networks to
understate misclassification errors.?’® For
introductory discussions on artificial neural
networks and genetic algorithms, see Musen and
colleagues,?”® Carter’” and Wyatt.!'%® For more in-
depth coverage in this area, see Aleksander and
Morton.'*?

Some comments on the potential
of different reasoning methods

Some of the more common reasoning methods
used in decision tools were briefly outlined:
Bayesian probability updating, discrimination
rules (such as logistic regression models and
discriminant analysis), clinical algorithms, expert
systems and machine learning systems (directed
trees, artificial neural networks and genetic
algorithms). Tools that are promising are ones that
are simple to use, have clinical credibility, and
have been shown to be effective in aiding
decisions on patient care. Doctors are more likely
to accept Bayesian probability updating and
discrimination rules because their underlying
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reasoning methods are easier to understand and
make clinical sense. Expert systems and machine
learning systems suffer from the ‘black box’
problem mentioned earlier, as well as other
problems including legal and ethical issues and the

tendency of such systems to underestimate
probabilities of misclassification.?’® Rigorously
conducted evaluations can be used to compare the
relative performance of these different types of
decision tool.”"7
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Appendix 3

Search terms used

Medline search strategies
MEDLINE search |

L.
. acute

. abdom*

. pain*

. acute near abdom* near pain*

. #1 or #5

. (explode "appendicitis"/ all subheadings) or

N O Ot OO N

oo

11.

12.

13.

14.

15.

16.
17.

18.

19.
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explode "Abdomen-Acute"/ all subheadings

("appendectomy"/ all subheadings) or
("appendix"/ all subheadings)

. appendic* or appendec* or appendicec*
. #6 or #7 or #8
. checklist* or algorith* or slide rule* or

calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer®

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system* or
nomogram*

expert system* or neural network* or artificial
intellig®* or machine learning or Bayes*
(explode "decision-support-systems-clinical"/ all
subheadings) or (explode "decision-support-
systems-management"/ all subheadings) or
(explode "decision-support-techniques"/ all
subheadings) or (explode "artificial-
intelligence"/ all subheadings)

(explode "decision-making-computer-assisted"/
all subheadings) or (explode "medical-
informatics"/ all subheadings) or (explode
"information-systems"/ all subheadings) or
(explode "decision-making"/ all subheadings)
(explode "Reminder-Systems"/ all subheadings)
or (explode "Hospital-Information-Systems"/
all subheadings) or (explode "Management-
Information-Systems"/ all subheadings) or
(explode "Medical-Records-Systems-
Computerized"/ all subheadings)

(explode "Computers"/ all subheadings) or
information system* or informatic*

#10 or #11 or #12 or #13 or #14 or #15 or
#16

(explode "Sensitivity-and-Specificity"/ all
subheadings) or (explode "Predictive-Value-of-
Tests"/ all subheadings) or (explode "ROC-
Curve"/ all subheadings)

specificit* or sensitivit* or false negative® or
predictive value* or likelihood ratio* or accuracy

20.
21.
22.

#18 or #19
#20 or #17
#21 and #9

MEDLINE search 2

16.

17.

18.

19.

20.

21.

. explode "Abdomen-Acute"/ all subheadings
. acute

abdom*
pain®

. acute near abdom* near pain*
. #1 or #5
. (explode "appendicitis"/ all subheadings) or

("appendectomy"/ all subheadings) or
("appendix"/ all subheadings)

. appendic* or appendec* or appendicec*
. #6 or #7 or #8

10.
11.
12.
13.
14.

abdom*

pain®

abdom* near pain*

#12 not #9

checklist* or algorith* or slide rule* or
calculator® or scor* or practice guideline® or
progno* model* or decision support system*
or computer*

. decision tree* or decision analy* or decision

aid* or decision tool* or advisory system* or
nomogram®

expert system* or neural network* or artificial
intellig®* or machine learning or Bayes*
(explode "decision-support-systems-clinical"/ all
subheadings) or (explode "decision-support-
systems-management"/ all subheadings) or
(explode "decision-support-techniques"/ all
subheadings) or (explode "artificial-
intelligence"/ all subheadings)

(explode "decision-making-computer-assisted"/
all subheadings) or (explode "medical-
informatics"/ all subheadings) or (explode
"information-systems"/ all subheadings) or
(explode "decision-making"/ all subheadings)
(explode "Reminder-Systems"/ all subheadings)
or (explode "Hospital-Information-Systems"/
all subheadings) or (explode "Management-
Information-Systems'"/ all subheadings) or
(explode "Medical-Records-Systems-
Computerized"/ all subheadings)

(explode "Computers'/ all subheadings) or
information system* or informatic*

#14 or #15 or #16 or #17 or #18 or #19 or
#20
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22.

23.

24.
25.
26.

(explode "Sensitivity-and-Specificity"/ all
subheadings) or (explode "Predictive-Value-of-
Tests"/ all subheadings) or (explode "ROC-
Curve'/ all subheadings)

specificit* or sensitivit* or false negative* or
predictive value* or likelihood ratio* or
accuracy

#22 or #23

#21 or #24

#13 and #25

MEDLINE search 3

© % D OUA LN —
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30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.

. nonrspecific

. abdominal

. pain*

. nonrspecific abdominal pain*

NSAP

. cholecystitis

. explode "gallbladder-diseases"/ all subheadings
. perfora*®

. ulcer*

. intestin*

. perfora* near (ulcer* or intestin*)

. pancreatitis

. explode "pancreatitis"/ all subheadings

. diverticulitis

. explode "diverticulitis"/ all subheadings

. explode "diverticulitis-colonic"/ all subheadings
. explode "diverticulum"/ all subheadings

. explode "diverticulum-stomach"/ all subheadings
. diverticular

. disease*

. diverticular disease*

. small

. bowel

. obstruction*

. small bowel obstruction*

. intestin*

. obstruction*

. intestin*® obstruction*

. explode "intestinal-obstruction"/ all

subheadings

gynrecologic

disease*

gynrecologic disease*

ectopic

pregnan®

ectopic pregnan*®

explode "pregnancy-ectopic"/ all subheadings
colic

explode "colic'/ all subheadings
pelvic

inflammatory

disease*

pelvic inflammatory disease*
salpingi*

explode "Salpingitis"/ all subheadings

45.

46.

47.
48.
49.
50.
51.
52.
53.
54.

55.
56.
57.
58.
59.
60.
61.
62.

63.

64.

65.

66.

67.

68.

69.

70.

#4 or #5 or #6 or #7 or #11 or #12 or #13
or #14 or #15 or #16 or #17 or #18

#21 or #25 or #28 or #29 or #32 or #35 or
#36 or #37 or #38 or #42 or #43 or #44
#45 or #46

explode "Abdomen-Acute"/ all subheadings
acute

abdom*

pain*®

acute near abdom* near pain*

#48 or #52

(explode "appendicitis"/ all subheadings) or
("appendectomy"/ all subheadings) or
("appendix"/ all subheadings)

appendic* or appendec* or appendicec*

#53 or #54 or #55

abdom*

pain*®

abdom* near pain*

#59 or #56

#47 not #60

checklist* or algorith* or slide rule* or
calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram#*

expert system* or neural network* or artificial
intellig* or machine learning or Bayes*
(explode "decision-support-systems-clinical"/ all
subheadings) or (explode "decision-support-
systems-management"/ all subheadings) or
(explode "decision-support-techniques"/ all
subheadings) or (explode "artificial-
intelligence"/ all subheadings)

(explode "decision-making-computer-assisted"/
all subheadings) or (explode "medical-
informatics"/ all subheadings) or (explode
"information-systems"/ all subheadings) or
(explode "decision-making"/ all subheadings)
(explode "Reminder-Systems"/ all subheadings)
or (explode "Hospital-Information-Systems'"/
all subheadings) or (explode "Management-
Information-Systems'"/ all subheadings) or
(explode "Medical-Records-Systems-
Computerized"/ all subheadings)

(explode "Computers'/ all subheadings) or
information system* or informatic*

#62 or #63 or #64 or #65 or #66 or #67 or
#68

#61 and #69

MEDLINE search 4

1.

non?specific
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2. abdominal
3. pain*
4. nonrspecific abdominal pain*
5. NSAP
6. cholecystitis
7. explode "gallbladder-diseases"/ all subheadings
8. perfora*
9. ulcer*
10. intestin*
11. perfora* near (ulcer* or intestin*)
12. pancreatitis
13. explode "pancreatitis'/ all subheadings
14. diverticulitis
15. explode "diverticulitis"/ all subheadings
16. explode "diverticulitis-colonic"/ all subheadings
17. explode "diverticulum'/ all subheadings
18. explode "diverticulum-stomach"/ all subheadings
19. diverticular
20. disease*
21. diverticular disease*
22. small
23. bowel
24. obstruction*
25. small bowel obstruction*
26. intestin*
27. obstruction*®
28. intestin* obstruction*
29. explode "intestinal-obstruction'/ all subheadings
30. gynrecologic
31. disease*
32. gyn?ecologic disease*®
33. ectopic
34. pregnan*
35. ectopic pregnan®
36. explode "pregnancy-ectopic'/ all subheadings
37. colic
38. explode "colic"/ all subheadings
39. pelvic
40. inflammatory
41. disease*
42. pelvic inflammatory disease*
43. salpingi*
44. explode "Salpingitis"/ all subheadings
45. #4 or #5 or #6 or #7 or #11 or #12 or #13
or #14 or #15 or #16 or #17 or #18
46. #21 or #25 or #28 or #29 or #32 or #35 or
#36 or #37 or #38 or #42 or #43 or #44
47. #45 or #46
48. explode "Abdomen-Acute"/ all subheadings
49. acute
50. abdom*
51. pain*
52. acute near abdom* near pain*
53. #48 or #52
54. (explode "appendicitis"/ all subheadings) or
("appendectomy"/ all subheadings) or
("appendix"/ all subheadings)
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63.

64.
65.

66.

67.

68.

69.

70.

71.

72.

73.
74.

. appendic* or appendec* or appendicec*
. #53 or #54 or #55

. abdom*

. pain*®

. abdom* near pain*

. #59 or #56

. #47 not #60

. (explode "Sensitivity-and-Specificity"/ all

subheadings) or (explode "Predictive-Value-of-
Tests"/ all subheadings) or (explode "ROC-
Curve'/ all subheadings)

specificit* or sensitivit* or false negative* or
predictive value* or likelihood ratio* or
accuracy

#62 or #63

checklist* or algorith* or slide rule* or
calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram*

expert system* or neural network* or artificial
intellig* or machine learning or Bayes*
(explode "decision-support-systems-clinical"/ all
subheadings) or (explode "decision-support-
systems-management"/ all subheadings) or
(explode "decision-support-techniques"/ all
subheadings) or (explode "artificial-
intelligence"/ all subheadings)

(explode "decision-making-computer-assisted"/
all subheadings) or (explode "medical-
informatics"/ all subheadings) or (explode
"information-systems"/ all subheadings) or
(explode "decision-making"/ all subheadings)
(explode "Reminder-Systems"/ all subheadings)
or (explode "Hospital-Information-Systems"/
all subheadings) or (explode "Management-
Information-Systems'"/ all subheadings) or
(explode "Medical-Records-Systems-
Computerized"/ all subheadings)

(explode "Computers'/ all subheadings) or
information system* or informatic*

#65 or #66 or #67 or #68 or #69 or #70 or
#71

#64 not #72

#61 and #73

EMBASE search strategies
EMBASE search |

1.
2.
3.
4.
5.

explode "acute-abdomen"/ all subheadings
acute®

abdom*

pain®

acute* near abdom* near pain*

101



102

Appendix 3
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16.

17.

18.

19.
20.

21.
22.
23.

24.

25.
26.
27.
28.
29.
30.
31.
32.
33.

34.
35.

36.
37.

38

39.
40.
41.
42.
43.

44.

. explode "appendicitis"/ all subheadings

. explode "acute-appendicitis"/ all subheadings
. explode "appendectomy"/ all subheadings

. explode "appendix"/ all subheadings

10.
. appendec*
12.
13.
14.
15.

appendic*

appendicec*®

appendic* or appendec* or appendicec*

#1 or #5 or #6 or #7 or #8 or #9 or #13
checklist* or algorith* or slide rule® or
calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram#*

expert system* or neural network* or artificial
intellig* or machine learning or Bayes* or
information system* or informatic*

explode "decision-support-system"/ all
subheadings

explode "artificial-intelligence"/ all subheadings
explode "computer-assisted-diagnosis"/ all
subheadings

explode "computer"/ all subheadings

explode "computer-analysis'/ all subheadings
explode "computer-assisted-drug-therapy"/ all
subheadings

explode "computer-assisted-therapy'/ all
subheadings

explode "computer-interface"/ all subheadings
explode "computer-model'/ all subheadings
explode "computer-network"/ all subheadings
explode "computer-prediction"/ all subheadings
explode "computer-program"/ all subheadings
explode "computer-system"/ all subheadings
explode "digital-computer"/ all subheadings
explode "microcomputer'/ all subheadings
explode "mathematical-computing"/ all
subheadings

explode "artificial-neural-network"/ all
subheadings

explode "online-system"/ all subheadings
explode "decision-making"/ all subheadings
explode "information-system"/ all subheadings
explode "medical-decision-making"/ all
subheadings

explode "medical-informatics"/ all subheadings
explode "reminder-system"/ all subheadings
explode "hospital-information-system"/ all
subheadings

#15 or #16 or #17 or #18 or #19 or #20 or
#21 or #22 or #23 or #24

#25 or #26 or #27 or #28 or #29 or #30 or
#31 or #32 or #33 or #34

#35 or #36 or #37 or #38 or #39 or #40 or
#41

45.

46.

47.

48.

49.
50.

51.
52.
53.

#42 or #43 or #44

specificit* or sensitivit* or false negative*
or predictive value* or likelihood ratio* or
accuracy

explode "sensitivity-and-specificity"/ all
subheadings

explode "prediction-and-forecasting"/ all
subheadings

explode "roc-curve'/ all subheadings
explode "receiver-operating-characteristic'/ all
subheadings

#46 or #47 or #48 or #49 or #50

#51 or #45

#52 and #14

EMBASE search 2
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22.

23.

24.

25.
26.

27.
28.
29.

30.

. explode "acute-abdomen"/ all subheadings
. acute*®

. abdom*

. pain*®

. acute* near abdom* near pain*

. explode "appendicitis"/ all subheadings

. explode "acute-appendicitis"/ all subheadings
. explode "appendectomy"/ all subheadings
. explode "appendix"/ all subheadings

. appendic*

. appendec*

. appendicec*

. appendic* or appendec* or appendicec*®

. #1 or #5 or #6 or #7 or #8 or #9 or #13
. explode "abdominal-pain"/ all subheadings
. abdom*

. pain*®

. abdom* near pain*

. #18 or #15

. #19 not #14

. checklist* or algorith* or slide rule* or

calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram#*

expert system* or neural network* or artificial
intellig* or machine learning or Bayes* or
information system* or informatic*

explode "decision-support-system"/ all
subheadings

explode "artificial-intelligence"/ all subheadings
explode "computer-assisted-diagnosis"/ all
subheadings

explode "computer"/ all subheadings

explode "computer-analysis'/ all subheadings
explode "computer-assisted-drug-therapy"/ all
subheadings

explode "computer-assisted-therapy'/ all
subheadings
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31.
32.
33.
34.

explode "computer-interface"/ all subheadings
explode "computer-model"/ all subheadings
explode "computer-network"/ all subheadings
explode "computer-prediction"/ all
subheadings

explode "computer-program"/ all subheadings
explode "computer-system"/ all subheadings
explode "digital-computer"/ all subheadings
explode "microcomputer'/ all subheadings
explode "mathematical-computing"/ all
subheadings

explode "artificial-neural-network"/ all
subheadings

explode "online-system"/ all subheadings
explode "decision-making"/ all subheadings
explode "information-system"/ all subheadings
explode "medical-decision-making"/ all
subheadings

explode "medical-informatics"/ all subheadings
explode "reminder-system"/ all subheadings
explode "hospital-information-system"/ all
subheadings

#21 or #22 or #23 or #24 or #25 or #26 or
#27 or #28 or #29 or #30

#31 or #32 or #33 or #34 or #35 or #36 or
#37 or #38 or #39 or #40

#41 or #42 or #43 or #44 or #45 or #46 or
#47

#48 or #49 or #50

specificit* or sensitivit* or false negative* or
predictive value* or likelihood ratio* or
accuracy

explode "sensitivity-and-specificity"/ all
subheadings

explode "prediction-and-forecasting"/ all
subheadings

35.
36.
37.
38.
39.

40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.

54.

55. explode "roc-curve'/ all subheadings
56. explode "receiver-operating-characteristic"/ all
subheadings
57. #52 or #53 or #54 or #55 or #56
58. #57 or #51
59. #58 and #20
EMBASE search 3
1. nonrspecific
2. abdominal
3. pain
4. non
5. specific
6. abdominal
7. pain
8. nonrspecific abdominal pain or non specific
abdominal pain
9. NSAP
10. cholecystitis
11. explode "gallbladder-disease"/ all subheadings
12. perfora*
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13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.

50.

51.

52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.

ulcer*

intestin*

perfora* near (ulcer* or intestin*)
pancreatitis

explode "pancreatitis"/ all subheadings
diverticulitis

explode "diverticulitis"/ all subheadings
explode "colon-diverticulosis"/ all subheadings
explode "diverticulosis"/ all subheadings
diverticular

disease*

diverticular disease*

diverticulosis

small

bowel

obstruction*

small bowel obstruction*

intestin*

obstruction*

intestin* obstruction*®

explode "intestine-obstruction"/ all subheadings
gynrecologic

disease*

gynrecologic disease*

ectopic

pregnan®

ectopic pregnan*®

explode "ectopic-pregnancy"/ all subheadings
colic

explode "colic'/ all subheadings

pelvic

inflammatory

disease*

pelvic inflammatory disease*

salpingi*

explode "salpingitis"/ all subheadings
explode "pelvic-inflammatory-disease"/ all
subheadings

#8 or #9 or #10 or #11 or #15 or #16 or
#17 or #18 or #19 or #20 or #21

#24 or #25 or #29 or #32 or #33 or #36 or
#39 or #40 or #41 or #42

#46 or #47 or #48 or #49

#50 or #51 or #52

explode "acute-abdomen"/ all subheadings
acute*

abdom*

pain*

acute* near abdom* near pain*

explode "appendicitis'/ all subheadings
explode "acute-appendicitis"/ all subheadings
explode "appendectomy"/ all subheadings
explode "appendix'/ all subheadings
appendic*

appendec*

appendicec*

appendic* or appendec* or appendicec*
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67.

68.
69.
70.
71.
72.
73.
74.
75.

76.

77.

78.

79.
30.

81.
32.
83.

84.

85.
86.
87.
88.

89.
90.
91.
92.
93.

94.
95.
96.
97.
98.
99.

100.
101.

102.

103.

#54 or #58 or #59 or #60 or #61 or #62 or
#66

explode "abdominal-pain"/ all subheadings
abdom*

pain*

abdom* near pain*

#71 or #68

#72 or #67

#53 not #73

checklist* or algorith* or slide rule* or
calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram#*

expert system* or neural network* or
artificial intellig* or machine learning or
Bayes* or information system* or informatic*
explode "decision-support-system"/ all
subheadings

explode "artificial-intelligence"/ all subheadings
explode "computer-assisted-diagnosis'"/ all
subheadings

explode "computer"/ all subheadings

explode "computer-analysis'/ all subheadings
explode "computer-assisted-drug-therapy"/ all
subheadings

explode "computer-assisted-therapy'/ all
subheadings

explode "computer-interface"/ all subheadings
explode "computer-model'/ all subheadings
explode "computer-network"/ all subheadings
explode "computer-prediction"/ all
subheadings

explode "computer-program'/ all subheadings
explode "computer-system"/ all subheadings
explode "digital-computer"/ all subheadings
explode "microcomputer'/ all subheadings
explode "mathematical-computing'/ all
subheadings

explode "artificial-neural-network"/ all
subheadings

explode "online-system"/ all subheadings
explode "decision-making"/ all subheadings
explode "information-system"/ all subheadings
explode "medical-decision-making"/ all
subheadings

explode "medical-informatics'/ all
subheadings

explode "reminder-system"/ all subheadings
explode "hospital-information-system"/ all
subheadings

#75 or #76 or #77 or #78 or #79 or #80 or
#81 or #82 or #83 or #84

#85 or #86 or #87 or #88 or #89 or #90 or
#91 or #92 or #93 or #94

104.

105.
106.

#95 or #96 or #97 or #98 or #99 or #100
or #101

#102 or #103 or #104

#105 and #74

EMBASE search 4

L 3O O~ 0N —

12.
13.
. intestin*
15.
16.
17.
18.
19.
20.

14

21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.

34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.

. nonrspecific

. abdominal

. pain

. non

. specific

. abdominal

. pain

. non?specific abdominal pain or non specific

abdominal pain

. NSAP
10.
11.

cholecystitis

explode "gallbladder-disease"/ all
subheadings

perfora*

ulcer*

perfora* near (ulcer* or intestin*)
pancreatitis

explode "pancreatitis"/ all subheadings
diverticulitis

explode "diverticulitis"/ all subheadings
explode "colon-diverticulosis"/ all
subheadings

explode "diverticulosis"/ all subheadings
diverticular

disease*

diverticular disease*

diverticulosis

small

bowel

obstruction*

small bowel obstruction*

intestin*

obstruction*

intestin* obstruction*®

explode "intestine-obstruction'/ all
subheadings

gynrecologic

disease*

gynrecologic disease*

ectopic

pregnan*

ectopic pregnan*®

explode "ectopic-pregnancy"/ all subheadings
colic

explode "colic'/ all subheadings

pelvic

inflammatory

disease*

pelvic inflammatory disease*

salpingi*
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48.
49.

50.
51.

52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.

68.
69.
70.
71.
72.
73.
74.
75.

76.

77.

78.

79.
30.

81.
32.
83.

84.
85.
86.

87.
38.
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explode "salpingitis'/ all subheadings
explode "pelvic-inflammatory-disease"/ all
subheadings

#8 or #9 or #10 or #11 or #15 or #16 or
#17 or #18 or #19 or #20 or #21

#24 or #25 or #29 or #32 or #33 or #36 or
#39 or #40 or #41 or #42

#46 or #47 or #48 or #49

#50 or #51 or #52

explode "acute-abdomen"/ all subheadings
acute*

abdom*

pain*®

acute* near abdom* near pain*

explode "appendicitis'/ all subheadings
explode "acute-appendicitis"/ all subheadings
explode "appendectomy"/ all subheadings
explode "appendix"/ all subheadings
appendic*

appendec*

appendicec*®

appendic* or appendec* or appendicec*
#54 or #58 or #59 or #60 or #61 or #62 or
#66

explode "abdominal-pain"/ all subheadings
abdom*

pain*®

abdom* near pain*

#71 or #68

#72 or #67

#53 not #73

checklist* or algorith* or slide rule® or
calculator* or scor* or practice guideline* or
progno* model* or decision support system*
or computer®

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram*

expert system* or neural network* or
artificial intellig* or machine learning or
Bayes* or information system* or informatic*
explode "decision-support-system"/ all
subheadings

explode "artificial-intelligence"/ all subheadings
explode "computer-assisted-diagnosis"/ all
subheadings

explode "computer"/ all subheadings

explode "computer-analysis'/ all subheadings
explode "computer-assisted-drug-therapy"/ all
subheadings

explode "computer-assisted-therapy'/ all
subheadings

explode "computer-interface"/ all subheadings
explode "computer-model"/ all subheadings
explode "computer-network"/ all subheadings
explode "computer-prediction"/ all
subheadings

89. explode "computer-program"/ all subheadings

90.
91.
92.
93.

explode "computer-system"/ all subheadings
explode "digital-computer"/ all subheadings
explode "microcomputer'/ all subheadings
explode "mathematical-computing'/ all
subheadings

94. explode "artificial-neural-network"/ all

95.

subheadings
explode "online-system"/ all subheadings

96. explode "decision-making"/ all subheadings

97.
98.
99.
100.
101.
102.

103.

explode "information-system"/ all
subheadings

explode "medical-decision-making"/ all
subheadings

explode "medical-informatics"/ all subheadings
explode "reminder-system'/ all subheadings
explode "hospital-information-system"/ all
subheadings

#75 or #76 or #77 or #78 or #79 or #80 or
#81 or #82 or #83 or #84

#85 or #86 or #87 or #88 or #89 or #90 or
#91 or #92 or #93 or #94

104. #95 or #96 or #97 or #98 or #99 or #100

105.

or #101
#102 or #103 or #104

106. specificit* or sensitivit* or false negative* or

107.

108.

109.

predictive value* or likelihood ratio* or
accuracy

explode "sensitivity-and-specificity"/ all
subheadings

explode "prediction-and-forecasting"/ all
subheadings

explode "roc-curve'/ all subheadings

110. explode "receiver-operating-characteristic"/

all subheadings

111. #106 or #107 or #108 or #109 or #110
112. #111 not #105
113. #74 and #112

CINAHL search strategies
CINAHL search |

1.

11

© W T Ot LN

explode "Abdomen-Acute"/ all topical
subheadings / all age subheadings
abdom*

. pain*®

abdom* near pain*
acute

. abdomen

. acute abdomen
. appendic*

. appendec*

10.
. appendic* or appendec* or appendicec*®
12.

appendicec*®

explode "Appendicitis"/ all topical subheadings
/ all age subheadings

105
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13.

14.

15.

16.

17.

18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.

41.
42.

explode "Appendix'/ all topical subheadings /
all age subheadings

explode "Appendectomy"/ all topical
subheadings / all age subheadings

#1 or #4 or #7 or #11 or #12 or #13 or
#14

checklist* or algorith* or slide rule® or
calculator* or scor* or practice guideline* or
progno* model or decision support system* or
computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system™* or
nomogram#*

expert system* or neural network* or artificial
intellig* or machine learning or Bayes*
explode "Decision-Making"/ all topical
subheadings / all age subheadings

explode "Computing-Methodologies'/ all
topical subheadings / all age subheadings
explode "Health-Information-Systems"/ all
topical subheadings / all age subheadings
explode "Management-Information-Systems"/
all topical subheadings / all age subheadings
explode "Information-Science"/ all topical
subheadings / all age subheadings

explode "Information-Systems'"/ all topical
subheadings / all age subheadings

explode "Artificial-Intelligence"/ all topical
subheadings / all age subheadings

explode "Computerized-Patient-Record"/ all
topical subheadings / all age subheadings
explode "Microcomputers"/ all topical
subheadings / all age subheadings

explode "Checklists"/ all topical subheadings /
all age subheadings

explode "Algorithms"/ all topical subheadings /
all age subheadings

explode "Clinical-Assessment-Tools"/ all topical
subheadings / all age subheadings

#16 or #17 or #18 or #19 or #20 or #21 or
#22 or #23

#24 or #25 or #26 or #27 or #28 or #29 or
#30

#31 or #32

specificit* or sensitivit* or false negative* or
predictive value* or likelihood ratio* or
accuracy

explode "Sensitivity-and-Specificity"/ all topical
subheadings / all age subheadings

explode "Predictive-Validity"/ all topical
subheadings / all age subheadings

ROC curve

receiver operating characteristic curve
receiver operator characteristic curve

#34 or #35 or #36 or #37 or #38 or #39
#40 or #33

#15 and #41

CINAHL search 2

1.
2.

Sy OU ks QO

(o]

12.
13.
14.

15.

16.
17.
18.

19.
20.
21.

22.
23.

24.
25.
26.

27.

28.

29.

30.

31.
32.

33.
34.
35.
36.
37.
38.

appendicitis not (acute appendicitis)
((explode "Abdomen-Acute"/ all topical
subheadings / all age subheadings) or (acute
abdomen)) not acute abdominal pain

. non?specific abdomin* pain*

. NSAP

. cholecystitis

. explode "Cholecystitis"/ all topical subheadings

/ all age subheadings

. gall’bladder disease
. explode "Gallbladder-Diseases"/ all topical

subheadings / all age subheadings

. perfora* near (ulcer* or intestin*)
10.
11.

pancreatitis

explode "Pancreatitis"/ all topical subheadings /
all age subheadings

diverticulitis

diverticular disease*

explode "Diverticulum'/ all topical
subheadings / all age subheadings

explode "Diverticulitis"/ all topical subheadings
/ all age subheadings

small bowel obstruct*

intestin* obstruction*

explode "Intestinal-Obstruction"/ all topical
subheadings / all age subheadings
gynrecologic* disease*

ectopic pregnanc*

explode "Pregnancy-Ectopic"/ all topical
subheadings / all age subheadings

colic

explode "Colic"/ all topical subheadings / all
age subheadings

pelvic inflammatory disease*

salpingi*

explode "Salpingitis"/ all topical subheadings /
all age subheadings

explode "Pelvic-Inflammatory-Disease"/ all
topical subheadings / all age subheadings
explode "Salpingitis"/ all topical subheadings /
all age subheadings

#1 or #2 or #3 or #4 or #5 or #6 or #7 or
#8 or #9 or #10. or #11 or #12 or #13 or
#14

#15 or #16 or #17 or #18 or #19 or #20 or
#21 or #22 or #23 or #24 or #25 or #26 or
#27 or #28

#29 or #30

explode "Abdomen-Acute"/ all topical
subheadings / all age subheadings

abdom*

pain®

abdom* near pain*

acute

abdomen

acute abdomen
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39.
40.
41.
42.
43.
44.
45.
46.

47.
48.

49.

50.

51

52

53.

54.

55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.

66.

67.
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appendic*

appendec*

appendicec*

appendic* or appendec* or appendicec*
explode "Appendicitis"/ all topical subheadings
/ all age subheadings

explode "Appendix"/ all topical subheadings /
all age subheadings

explode "Appendectomy"/ all topical
subheadings / all age subheadings

#32 or #35 or #38 or #42 or #43 or #44 or
#45

#31 not #46

checklist* or algorith* or slide rule* or
calculator® or scor* or practice guideline* or
progno* model or decision support system* or
computer*

decision tree* or decision analy* or decision
aid* or decision tool* or advisory system* or
nomogram*

expert system* or neural network* or artificial
intellig®* or machine learning or Bayes*
explode "Decision-Making'"/ all topical
subheadings / all age subheadings

. explode "Computing-Methodologies'/ all
topical subheadings / all age subheadings
explode "Health-Information-Systems"/ all
topical subheadings / all age subheadings
explode "Management-Information-Systems"/
all topical subheadings / all age

subheadings

explode "Information-Science"/ all topical
subheadings / all age subheadings

explode "Information-Systems"/ all topical
subheadings / all age subheadings

explode "Artificial-Intelligence"/ all topical
subheadings / all age subheadings

explode "Computerized-Patient-Record"/ all
topical subheadings / all age subheadings
explode "Microcomputers'/ all topical
subheadings / all age subheadings

explode "Checklists"/ all topical subheadings /
all age subheadings

explode "Algorithms"/ all topical subheadings /
all age subheadings

explode "Clinical-Assessment-Tools"/ all topical
subheadings / all age subheadings

#48 or #49 or #50 or #51 or #52 or #53 or
#54 or #55

#56 or #57 or #58 or #59 or #60 or #61 or
#62

#63 or #64

specificit* or sensitivit* or false negative* or
predictive value* or likelihood ratio* or
accuracy

explode "Sensitivity-and-Specificity"/ all topical
subheadings / all age subheadings

68.

69.
70.
71.
72.
73.
74.

explode "Predictive-Validity"/ all topical
subheadings / all age subheadings

ROC curve

receiver operating characteristic curve
receiver operator characteristic curve

#66 or #67 or #68 or #69 or #70 or #71
#72 or #65

#73 and #47

INSPEC search strategy

13.
14.
15.

© 00 T O O L8 N —

. acute near abdom* near pain*
. acute abdomen

. appendicitis

. abdominal pain

NSAP

. cholecystitis

. perfora* near ulcer

. perfora* near intestin*
. pancreatitis

10.
11.
12.

diverticular disease

small bowel near obstruction*®

acute gynrecological disease* or ectopic
pregnanc*

colic*

salpingitis or pelvic inflammatory disease*
non specific abdominal pain or non?specific
abdominal pain

* 16. #1 or #2 or #3 or #4 or #5 or #6 or #7 or

#8 or #9 or #10 or #11 or #12 or #13 or
#14 or #15

SIGLE search strategy

. acute near abdom* near pain*
. acute abdomen

. appendicitis

. abdominal pain

NSAP

. cholecystitis

. perfora* near ulcer

. perfora* near intestin*

. pancreatitis

. diverticular disease

. small bowel near obstruction*

. acute gynrecological disease* or ectopic

pregnanc*

. colic*
. salpingitis or pelvic inflammatory disease*
. #1 or #2 or #3 or #4 or #b or #6 or #7 or

#8 or #9 or #10 or #11 or #12 or #13 or #14

DH-Data search strategy

1.
2.

abdom*
pain*®
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. appendici*®

. appendec*

. appendicec*

. NSAP

. (abdom* near pain*) or appendici* or
appendec* or appendicec* or NSAP

g O Ot W 00

HEALTH-CD search strategy

1. abdom*
2. pain*

. appendici*

. appendec*

. appendicec*

. NSAP

. (abdom* near pain*) or appendici* or
appendec* or appendicec* or NSAP

< O O W 0o

CENTRAL search strategy

appendici* OR acute abdomen OR (abdomin*
near pain)
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Appendix 4

Data collection forms

RAPT eligibility criteria form for review questions | (accuracy studies)
and 2 (impact studies)

Paper ID Reviewer 1D Date
A Did patients have previously undiagnosed acute abdominal pain Yes [ ] No [] Unclear []
(AAP) lasting <7 days from onset?
If AAP, was a decision tool or unaided doctors’ decisions studied? Yes [] No [] Unclear []

If no to either question, go to OUT

B Did the study evaluate one of the following aspects of a decision
tool and/or unaided doctors’ decision?
1. diagnostic accuracy of decision tool Yes [] No [] Unclear []
2. diagnostic accuracy of unaided doctors’ decisions Yes [] No [] Unclear [
3. accuracy of decisions to order tests Yes [] No [] Unclear []
4. accuracy or appropriateness of referral of patients Yes [] No [] Unclear []
5. accuracy or appropriateness of other clinical management Yes [ ] No [[] Unclear []
decisions
6. impact of decision tools/unaided doctors on decisions Yes [ ] No [] Unclear []
7. impact of decision tools/unaided doctors on actions Yes [ ] No [] Unclear []
8. impact of decision tools/unaided doctors on patient outcomes Yes [ ] No [] Unclear []
9. impact of decision tools/unaided doctors on use of health Yes [ ] No [] Unclear []
care resources
10. Other: Specity Stop & consult Steering Gp | Yes [] No [] Unclear []
C If study was on diagnostic accuracy, was/were reference standard(s) | Yes [] No []J Unclear []
specified?
If yes, what type of study was it? (check one of the following)
retrospective/prospective cohort []  case—control [] Check one

If study was an impact study, was the design one of the following?

(check one of the following) Yes [ ] No [] Unclear []
Randomised [] Quasi-randomised [] Check one
D Were the following measures/results reported or calculable from
data in study?
* For accuracy studies, sensitivity, specificity, likelihood ratio or Yes [ ] No [] Unclear []

similar (e.g. 2 X 2 tables, area under ROC curves, +ve/-ve
predictive values) against reference standard

* For impact studies, measures of impact of decision tool on Yes [ ] No [] Unclear []
patient outcomes, decisions, actions and/or use of health care
resources, e.g. relative risk, absolute risk, odds ratio, quantity
or cost of resources used

In | Eligible if yes to both of A and one of B and one Eligible [] Ineligible [ ] Unclear []
of C and one of D (Check 1)

109

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.



110

Appendix 4

Out | Reason if excluded (Check as appropriate)
Not AAP <7 days [ ] Not decision tool [] Inappropriate study question (i.e. none of B) []

No original data [ ] No appropriate results [ ] No reference standard (accuracy study only) []
Non-randomised study (impact study only) [] Other

Quality assessment form for study question | (accuracy studies)

Paper ID

Reviewer ID

Date

Type of data set

Training set [ ] Test set []

Reference Std 1

What is reference standard for disease positives?
Specify:

Was it the same for everyone?

What is reference standard for disease negatives?

Specify:

Was it the same for everyone?

Yes []

Yes []

No []

No []

Unclear []

Unclear []

Reference Std 2

What is reference standard for disease positives?
Specify:

Was it the same for everyone?

What is reference standard for disease negatives?
Specify:

Was it the same for everyone?

Yes []

Yes []

No []

No []

Unclear []

Unclear []

Incorporation bias

Does reference standard exclude the output
of the decision tool?

Yes []

No []

Unclear []

Blinding

Was reference standard allocated blind to
decision tool results?

Was the decision tool user blind to the reference
standard?

Yes []

Yes []

No []

No []

Unclear []

Unclear [ ]

Partial verification/
work-up bias

Was there an attempt to compare all results of
unaided doctors’ decisions or decision tools to
reference standard, and vice versa?

Have all results been compared to the same
standard?
Please explain:

Yes []

Yes []

No []

No []

Unclear [ ]

Unclear []
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Selection of the study
sample

a) Consecutive or random selection of cases
sampled

b) Single relevant clinical population or
separate +ve and —ve groups

Consecutive []
Random [ ] Unclear []
Other:

Single [ ] Separate []
Unclear []

Subgroups

Were subgroups analysed separately?

(e.g. children vs adults)

Were subgroups prospectively defined?

If Yes then check as appropriate:

Gender [] Age[] Healthcare setting []
Type of admission (A&E, ward admission or
surgical clinic) []

Country []  Type of decision tool []

Other:

Yes [ ] No [l Unclear []

Yes [ ] No [l Unclear []

Completeness
State numbers not
percentages

No. of patients originally considered for inclusion
No. of patients eligible

No. of patients included at start

No. of patients with full test results

No. of patients lost

No. of patients included in analysis

Reason for exclusion from analysis:

Specify:

Stated [ ] Not stated []

Indeterminate outputs

How were indeterminate scores/outputs of D'ls handled in analysis? Check as
appropriate: Excluded [ ]~ Treated as positive [ ]  Treated as negative []

Sensitivity analysis L] ~ Other []  Unclear []

Treatment paradox

Were patients treated for their AAP before DTs
were used?
If so then explain:

Yes [ ] No [l Unclear []

Type of study

What type of study design was used?

Retrospective or prospective data?

Cohort []
Case-control []
Unclear []
Other []
specify

Retrospective []
Prospective []
Unclear []

COMMENTS
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Quality assessment form for study question 2 (impact studies)

Paper ID

Reviewer ID

Date

Allocation

What was the reported method of allocating
decision tool(s)?
Describe method:

Randomisation [_]
Quasi-randomisation [_]
Unclear [_]

Other []

Allocation concealment
and contamination

What is the allocation unit?
If patient, could investigators have been aware
of allocation of each patient before trial entry?

Patient L] Doctor []
Team []
Other

Yes [ ] No [] Unclear []

Unit of analysis error

In cluster trial, did analysis take clustering into
account?

Yes [] No [[] Unclear []
NA []

Analysis by “intention
to provide or
communicate
information”

State numbers not

No. of patients originally considered for
inclusion

No. of patients eligible

No. of patients included at start

No. of patients with data available

Grp 1 Grp2 Grp 3 Grp 4

percentages No. of patients lost
No. of patients included in analysis
Reason(s) for exclusion from analysis:
Specify: Stated [] Not stated []
Blinding Was assessment of outcome 1
(specify ) blind to use of DT? | Yes [ ] No [] Unclear [ ]
Was assessment of outcome 2
(specify ) blind to use of DT? | Yes [ ] No [] Unclear [ ]
Was assessment of outcome 3
(specify ) blind to use of DT? | Yes [ ] No [] Unclear [ ]
Was assessment of outcome 4
(specify ) blind to use of DT? | Yes [ ] No [_] Unclear [ ]
Ceiling/floor effects What was the baseline performance %? Outcome 1:
Performance: %
Outcome 2:
Performance: %
Outcome 3:
Performance: %
Outcome 4:
Performance: %
Grpl | Grp2 | Grp 3 | Gip 4
Co-interventions Printed materials e.g. cue sheet L] L] [] [
(4 if yes, 6 if no) Checklist (form with spaces for data) ] L] [] L]
Education or seminar ] ] ] L]
Algorithm, nomogram in addition to DT ] ] L] L]
Access to extra advice from other doctors L] L] [] L]
Outreach visit ] ] ] L]
Audit and feedback ] L] ] Ul
Other:

Other

Was there a sample size calculation?

Yes [ ] No [] Unclear []
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Study details for review questions | (accuracy studies) and 2 (impact

studies)

Paper ID

Reviewer ID

Date

Study details

Type of study

Accuracy ] Impact []

Both []

Healthcare setting

Ward []

Surgical dept []  A&E []
Unspecified or other secondary care []

Primary care []

If secondary care,

University or teaching hospital [ ] Non-teaching nor university affiliated []

academic status of Some of both [1 Not clear ]
hospital Multicentre L]
Decision tool user Doctor L] nurse L] researcher []

Patient L] other

If decision tool user is doctor, fill in numbers for the following:

Doctor’s seniority:
Consultant (Attending)

Registrar (Chief Resident)

SHO (Resident)

HO (Intern)

Doctor’s training:

FRCS or Board certified

Not FRCS nor Board certified

Healthcare system

Fee for service [] HMO []

insurance [ ] NHS model []

Country

UK [

US [J  Germany []

other

Medical condition(s)
causing AAP studied
(% and no. of patients)

acute appendicitis

acute cholecystitis

small bowel obstruction
acute pancreatitis

gynaecological
renal colic

perforated peptic ulcer
diverticular disease

cancer
dyspepsia

NSAP

other (specify)

Patients’ characteristics
(as reported in paper)

Age:

Gender (nos): Male
Ethnicity (nos and %s):
Mean duration of AAP

Female

Were non-operated,
non-admitted and
discharged cases
followed up?

Non-operated
Non-admitted
Discharged

Yes [_] No [_] Unclear []
Yes [_] No [] Unclear []
Yes [_] No [] Unclear []

Method
Method
Method
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Description of decision | checklist []
tool(s) studied slide rule []
(check boxes as scoring system L]
appropriate) prognostic model ~ []
cue sheet []
expert system []
nomogram L]

clinical algorithm
pre-prog. calculator
practice guideline
decision support system
advisory system

DHodo

other (specify)

Name of decision tool

How was decision tool | Univariate [ ] Multivariate [ ] Unclear []

developed? State method

Method of presenting | Probability as %

0

Probability 0 to 1

0
0

results from decision Graph Raw score

tool Prose report L] Other

Purpose and timing Education [] Immediate decision-making L]

of use Clinical audit L] Research on use as decision-making aid []
other

Was evaluator of tool Yes[] No[] Unclear[] Not Applicable []

also its developer?

Describe diagnostic Describe:
work-up

Comments on DT

Year in which study was performed

No. of patients undergoing laparotomy

No. of patients undergoing laparoscopic surgery
No. of patients undergoing peritoneal lavage
Rate of usage of X-rays

Rate of usage of C-reactive protein

Rate of usage of nuclear scan

Rate of usage of ultrasound

Rate of usage of CT scan

Rate of usage of computed tomography or MRI
Rate of usage of blood tests

Rate of usage of urine tests

Rate of usage of other special investigations
Referral rate to trainee/qualified senior surgeons

%/no.

%/no.

%/no.

%/no.

%/no.

%/no.

%/no.

%/no.

%/no.

%/no.

of patients
of patients
of patients
of patients
of patients
of patients
of patients
of patients
of patients
of patients




Health Technology Assessment 2006; Vol. 10: No. 47

Did study use Training set [] Test set [] Unclear []
training set and test
set data? For training-set data, fill in the following:
Design: consecutive [ ] random [] retrospective [ ]
unclear [] other
Target decision: Diagnosis of AAP [] Diagnosis of Acute Appendicitis []
Other:
Sample characteristics:
Age
Gender (nos): male female
Sample size
Setting:  'Ward [] Surgical dept [] A&E []
Other/unspecified secondary care [] Primary care [ ]
Casemix (% or number of patients as appropriate):
acute appendicitis acute cholecystitis
small bowel obstruction gynaecological
acute pancreatitis renal colic
perforated peptic ulcer cancer
diverticular disease dyspepsia
NSAP
other (specify)
For test-set data, fill in the following:
Properties of test data set:
split sample [ ]  jack-knife []  new prospective data [ ]  unclear []
other [] (describe):
Test centre: same as for training set [ ] new centre [] unclear []
Decision tested:
GENERAL
COMMENTS
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Paper no. Reviewer ID Date

Results from studies of accuracy
Measure(s): Decision / Action / Outcome / Healthcare resources

Whole Training set sample / Whole Test set sample / Training set subgroup / Test set subgroup (circle one):
If subgroup, describe:

Definitions of Positive and Negative Results:

Reference Standard

positive negative

Decision Tool / Unaided Doctors (choose one) positive

DT name: negative

Notes: (What other information is available? Where from?)

Needs statistical check []

Measure(s): Decision / Action / Outcome / Healthcare resources

Whole Training set sample / Whole Test set sample / Training set subgroup / Test set subgroup (circle one):
If subgroup, describe:

Definitions of Positive and Negative Results:

Reference Standard

positive negative

Decision Tool / Unaided Doctors (choose one) positive

DT name: negative

Notes: (What other information is available? Where from?)

Needs statistical check []

Measure(s): Decision / Action / Outcome / Healthcare resources

Whole Training set sample / Whole Test set sample / Training set subgroup / Test set subgroup (circle one):
If subgroup, describe:

Definitions of Positive and Negative Results:

Reference Standard

positive negative

Decision Tool / Unaided Doctors (choose one) positive

DT name: negative

Notes: (What other information is available? Where from?)

Needs statistical check []

Copy this page if further results needed. Please attach original paper with area highlighted where
results have been extracted.
If 2 x 2 not easy or possible, then mark for statistical review.
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Paper no. Reviewer ID Date

Results from impact studies
Comparison no.
Groups compared (use labelling in coding instructions sheet):

Describe comparison (e.g. decision tool vs. no intervention)

Outcome no. Type of outcome: Decision / Action / Outcome / Resources
Describe outcome measure:

Results for outcome measure in natural units (report intervention group first):

Baseline period Post-intervention period
Group No. with event Total observed No. with event Total observed
(intervention)
(control)

Total observed: no. of cases in group who were completely monitored for that outcome.
No. with event: no. of cases in group in which specified outcome occurred. For continuous variables,
mean and standard deviation.

If data for 2 x 2 table are not available but the following effect measure(s) are reported, then fill in:

Risk difference: Relative risk: Odds ratio:

Statistical significance: Reported by author or calculated by reviewer?

If unit of analysis error, was appropriate adjustment made (e.g. measure of intra-cluster correlation): Yes /
No

Statistical test used: Comments (e.g. one / two-tailed test):

Further comments:

Outcome no. Type of outcome: Decision / Action / Outcome / Resources

Describe outcome measure:

Results in natural units (report intervention group first):

Baseline period Post-intervention period
Group No. with event Total observed No. with event Total observed
(intervention)
(control)

Total observed: no. of cases in group who were completely monitored for that outcome.
No. with event: no. of cases in group in which specified outcome occurred. For continuous variables,
mean and standard deviation.

If data for 2 x 2 table are not available but the following effect measure(s) are reported, then fill in:

Risk difference: Relative risk: Odds ratio:

Statistical significance: Reported by author or calculated by reviewer?
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If unit of analysis error, was appropriate adjustment made (e.g. measure of intra-cluster correlation): Yes /
No

Statistical test used: Comments (e.g. one / two-tailed test):

Further comments:

Copy this page if further results needed. Please attach original paper with area highlighted where results
have been extracted.
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Appendix 5

Definition of quality indicators for accuracy review

heoretically speaking, the best reference

standard for those with the target disorder is
the histopathological examination of the excised
appendix (the appendix for this monograph, since
the focus is on acute appendicitis) for both those
with and those without the target disorder. This is
unethical, so the quality of the reference standards
used in the included studies was classified as
follows:

1. histopathology for those with the target
disorder and final diagnosis for those without,
with postdischarge follow-up of the latter: good

2. histopathology for those with the target
disorder and those without: fair

3. final diagnosis for both those with and those
without the target disorder (with standard
criteria): fair

4. final diagnosis for both those with and those
without the target disorder (not standardised or
unclear criteria): poor.

Reference standard (1) above is probably as close
to approximating a gold standard as possible for
the purposes of this study. The follow-up of non-
admitted discharged patients is important, as
patients may appear to be healthy or free of a
serious cause of AAP when they are not.

The potential for incorporation bias was classified
as follows:

1. the decision tool (DT) or a component of the
DT is part of reference standard for both those
with and without the target disorder: high

© Queen’s Printer and Controller of HMSO 2006. All rights reserved.

2. the DT or a component of the DT is part of
reference standard for those with the target
disorder only: moderate

3. the DT or a component of the DT is part of
reference standard for those without the target
disorder only: moderate

4. the DT or a component of the DT is not part
of reference standard for the target disorder:
none.

The potential for differential verification bias was
classified as moderate if all decision tool results
were compared with reference standard 1 above,
since it most closely approximates a gold standard
for acute appendicitis, and high if decision tool
results were compared with the other types of
reference standard.

Other quality indicators included in the
metaregression analysis included potential for
partial verification bias (whether reference
standard observations were obtained from all
patients in a study), completeness of data
(proportion of eligible patients who actually
participated in the study), type of study (cohort
versus retrospective), treatment paradox (whether
patient was treated for target condition after
diagnosis by decision tool, but before testing using
the reference standard) and method of dealing
with indeterminate output or missing data (e.g.
excluded, treated as positive, treated as negative
or sensitivity analysis).
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Appendix 6

Studies included in the review of accuracy studies
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Appendix 7

Summary table of excluded studies in the review

Study, country

Arnbjérnsson, 1985,28° Sweden

Anatol, 1995,%' Trinidad
Bjerregaard, 1983,282
Blazadonakis, 1996,%%® Greece
Bohner, 1998,284 Germany
Browder, 1989,% USA

Crossley, 1982,28 UK

Davenport, 1985,%7 UK

De Dombal, 1971,288 UK
De Dombal, 1978,%8° UK
De Dombal, 1980,%%° UK

De Dombal, 1984%°' UK
DeDombal, 1992,%% UK
Dickson, 1985 UK

Edwards, 1984,2%4 USA

Eskelinen, I992,I 5 Finland
Eskelinen, 1994,% Finland
Eskelinen, 1994,2% Finland
Eskelinen, 1994,% Finland
Eskelinen, 1995,° Finland

Fathi-Torbaghan, I994,297 Germany
Fenyo, |987,I66 Sweden

Fraser, 1992,3% UK

Gallego, 1998,%8 Spain

Gough, 1988,'”* Australia
Graff, 2000,%%° USA

Graham, 1977,3% UK

Graham, 1979,%°' UK

of accuracy studies

Reasons for exclusion

Only patients who had undergone appendicectomy were included, therefore not
unselected patients

No appropriate results were reported (only crude accuracy)

No appropriate results were reported (kappas only)

No appropriate results were reported (only crude accuracy)

Focus was on bowel obstruction as cause of AAP, not acute appendicitis

No appropriate results

Excluded because Rutter scale was used to diagnose emotional disturbance. Study
examined association between appendicitis and emotional disturbance. No
appropriate results were presented

Included patients with AAP for more than 7 days. Focus was on dyspepsia, not acute
appendicitis. No new data were reported

No analysable results were presented

Selected sample: only patients finally classified as appendicitis or NSAP were included
No new data: review paper and commentary of previous studies by De Dombal’s
group

No new data were reported: review of work done by De Dombal’s group up to 1982
No relevant results calculable: only crude accuracies presented

No relevant results calculable: only crude accuracies presented

Patients were not recruited in a consecutive and unselected manner: discharged
patients were excluded

No decision tool was reported, only individual clinical signs

Study focused on scoring system for small bowel obstruction, not acute appendicitis

Duplicate of Eskelinen, 1992''®
Duplicate of Eskelinen, 1992''>
Duplicate of Eskelinen, 1992''®

No appropriate results: crude accuracy only. Unclear how patients were recruited
Sensitivity and specificity not calculable from data presented
Study was on NSAP, not acute appendicitis

Selected sample: “Patients in whom ultrasonography could not be performed and
those with a clear diagnosis of acute appendicitis were excluded”

Not AAP less than 7 days

Objective of study was not evaluation of accuracy or impact of decision tool, although
Alvarado scores were reported

Selected sample (case—control study): patients with proven appendicitis compared
with those with perforated appendicitis

Not AAP less than 7 days

continued
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Appendix 7

Study, country

Gunn, 1976,278 UK
Gunn, 1991,302 UK

Horrocks, I972,'38 UK
Ikonen, 1983,3% Finland
Jawaid, 1999,'2? Pakistan

Lawrence, 1987,'¢” UK
McAdam, 1990,% UK
Ohmann, 1996,305 Germany
Orient, 1986,%% USA
Paterson-Brown, 1989,3%7 UK
Pesonen, 1998,'% Finland

Pesonen, 1994,3% Finland
Puppe, 1995,3% Germany
Staniland, 1972,277 UK

Sturman, 1989,3'° America

Talwar, 1999,3'! India
Teicher, 1983,3'2 US
Wade, 1993,3'3 USA

Wilson, 1975,'7" UK
Zielke, 1998314 Germany

Reasons for exclusion

No appropriate results: crude accuracy only

No new results: author reported results from other studies. Contains useful
information on usage rates and economic data

No appropriate accuracy data reported (training-set study for Leeds AAP system)
Selected sample. Inappropriate results

Training-set study excluded because accuracy data were obtained from selected
patients (retrospective cohort of patients who had undergone appendicectomy)

No appropriate results: crude accuracy only
No appropriate results: crude accuracy only
No appropriate results: crude accuracy only
Focus was on NSAP, not acute appendicitis
No appropriate results

Duplicate of Pesonen, 1996'3!

No decision tool was evaluated: described parameters in detail for database used in
other papers by Eskelinen and Pesonen. Also discussed difficulties in distinguishing
acute appendicitis from NSAP

No appropriate results: crude accuracy only

No appropriate results reported. Study described training-set data for Leeds AAP
system

No appropriate results: crude accuracy only. Note: this is an expert-assigned score.
The authors “developed and tested several novel diagnostic algorithms to encode
knowledge based information about each sign and symptom in matrix of several
thousand numbers that represent relative importance an expert in abdominal pain
assigns to each disease for each question asked”

No new results
Not a study of consecutively recruited and unselected patients (case—control study)

Study question inappropriate (although Alvarado score was reported, study assessed
accuracy of ultrasonography)

No calculable results from a 2 x 2 table

No decision tool reported
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Appendix 8

Summary table of decision tool characteristics
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Appendix 10

Summary table of excluded studies in the review

of impact studies

Study, country

Adams, 1986,°' UK
Clifford, 1986,'®> UK

De Dombal, 1974,'¢8 UK
De Dombal, |993,I64 Nineteen European countries
Fenyo, 1987,'? Sweden
Fenyo, 1987,'%® Sweden
Fenyo, 1997,'” Sweden
Gough, 1988,'7* Australia
Gruer, 1977,'%° UK
Lawrence, 1987,'¢7 UK
Scarlett, 1986,'7° UK
Sutton, 1989,'* UK
Wilson, 1975,'”" UK
Wilson, 1977,'”2 UK

Reasons for exclusion

Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not a randomised or quasi-randomised trial
Not an impact study (inappropriate study question)
Not a randomised or quasi-randomised trial

Not a randomised or quasi-randomised trial
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