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**Objectives:** To undertake a structured review and critical appraisal of methods for the model-based cost–utility analysis of screening programmes. Also to develop guidelines and an assessment checklist of good practice in the development of screening models.

**Data sources:** Major electronic databases of healthcare and operational research literatures were searched up to June 2003.

**Review methods:** Searches of the literature were undertaken to identify applied and methodological studies of economic evaluations of healthcare screening programmes. All applied screening models were also reviewed in three broad disease areas (cancer, cardiovascular disease and diabetes), as well as antenatal screening. A second-level review focused on particular aspects of the modelling process through case study assessments of screening models for three specific disease areas (colorectal cancer, abdominal aortic aneurysms and antenatal screening for haemoglobinopathies). A separate literature review of studies reporting the utility effects of screening was also undertaken. Guidelines and an assessment checklist for good practice for screening modelling were developed.

**Results:** Few relevant methodological studies were identified, and no studies reporting direct empirical comparisons of alternative methodologies were retrieved. From the review of disease-based screening models, it was apparent that many alternative modelling methods had been applied, including some relatively new approaches that had not been widely disseminated. Natural history modelling is the preferred approach. Alternative modelling approaches were generally only used to extrapolate the observed effects of screening and were unsuitable for evaluating unobserved screening options. More complex model structures may incorporate important additional aspects of the disease natural history, although any benefits should outweigh the consequences of additional unobservable input parameters and increased complexity in implementing the model. No direct comparisons of more detailed and less detailed screening model structures informed areas in which more realistic representations of the disease process may be most beneficial, so only general aspects of good practice could be defined. Two structural aspects that were not well handled by existing screening models included post-diagnosis disease progression and screening uptake. Most models described the former using historical mortality rates, rather than treatment models that are representative of current treatment patterns for different stages of the disease. Constant screening uptake rates were applied to all screening programmes and attendance was not linked to disease incidence or progression. Evidence exists to inform a more detailed representation of screening uptake. The most commonly applied modelling techniques were cohort Markov models and individual sampling simulation models. Individual sampling simulation models may provide more flexibility in their representation of a screening decision problem, but any benefits should outweigh the consequences of the need to assess both variability and uncertainty. Complex mathematical models describing input parameters as continuous variables have analysed the cost-effectiveness of screening; these require further development to estimate the cost–utility of screening directly, or to inform a more detailed representation of the preclinical section of a natural history model (with a traditional state-based model describing pathways’ post-clinical presentation). Calibration is a common aspect of screening models, whereby models are fitted to observed data describing outputs of the model in order to populate unobserved input parameters. The review concluded that the estimation of a reference case input parameter set is not recommended.

**Conclusions:** The review of methods for the model-based cost–utility analysis of screening programmes identified the natural history modelling approach as the
preferred general method of evaluation for screening programmes. State transition models have generally been used to represent disease natural histories, with individual sampling models more prevalent than in treatment intervention evaluations. No comparative methodological studies were identified, so no empirical data were available to inform the relative merits of alternative methodologies. The defined guidelines and assessment checklist are informed, therefore, by theoretical interpretations of the impact of alternative approaches to different components of the modelling process when applied to the cost–utility analysis of screening programmes. Further research is needed into methods with the potential to improve the accuracy of screening models, and to respond to the needs of model users.
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Objectives

The objective of this report was to undertake a structured review and critical appraisal of methods for the model-based cost-utility analysis of screening programmes. It also aimed to develop guidelines and an assessment checklist of good practice in the development of screening models.

Background

Screening aims to identify disease or risk factors for disease prior to the point of clinical presentation in order to intervene more effectively. There are usually multiple options for the provision of screening, comprising alternative screening tests, eligible populations and screening intervals. Clinical trial data comparing a limited number of screening options over a relatively short time horizon may be available, but it is unlikely that trial evidence will inform all policy relevant specifications of a screening programme. Decision analytic models provide a structure for the explicit synthesis of information from a wide range of sources, as well as describing the uncertainty around the baseline results. There are guidelines around the conduct of modelling studies in healthcare generally, but there are unique issues around the modelled evaluation of screening programmes that could be usefully informed by a thorough methodological review in this area.

Methods

Searches of the healthcare and operational research literatures were undertaken to identify applied and methodological studies of economic evaluations of healthcare screening programmes. In addition to identified methodological studies, all applied screening models were reviewed in three broad disease areas – cancer, cardiovascular disease and diabetes – and antenatal screening. This first-level review assessed broad issues such as the choice of modelling technique and general approaches to populating screening models.

A second-level review focused on particular aspects of the modelling process through case study assessments of screening models for three specific disease areas – colorectal cancer, abdominal aortic aneurysms and antenatal screening for haemoglobinopathies. A separate literature review of studies reporting the utility effects of screening was also undertaken.

The final stage of the review involved the development of guidelines and an assessment checklist for good practice for the conduct of model-based cost-utility analyses of screening programmes.

Results

Few relevant methodological studies were identified, and no studies reporting direct empirical comparisons of alternative methodologies were retrieved. Models for the evaluation of screening from outside the health field were found to have limited applicability to the evaluation of health-based screening, although a key set of papers were identified in the operational research databases. From the review of disease-based screening models, it was apparent that many alternative modelling methods had been applied, including some relatively new approaches that had not been widely disseminated.

Natural history modelling is the preferred general approach. These models describe disease progression from the point at which disease becomes detectable to death. When a screening model is laid on top of the natural history model, the course of the natural history is altered through the detection of disease at an earlier stage. Alternative modelling approaches were generally only used to extrapolate the observed effects of screening and were unsuitable for evaluating unobserved screening options.

More complex model structures may incorporate important additional aspects of the disease natural history, although any benefits should outweigh the consequences of additional unobservable input parameters and increased complexity in
implementing the model. No direct comparisons of more detailed and less detailed screening model structures informed areas in which more realistic representations of the disease process may be most beneficial, so only general aspects of good practice could be defined.

Disease states at the point of clinical presentation should represent prognostic indicators that influence treatment choices and treatment effectiveness, for example, a breast cancer screening model may describe health states as a function of tumour size, nodal status, oestrogen receptor status and menopausal status. If discrete states are used, the categorisation should reflect the relationship between the prognostic indicator and treatment choices and treatment effectiveness.

Two structural aspects that were not well handled by existing screening models included post-diagnosis disease progression and screening uptake. Most models described the former using historical mortality rates, whereas the preferred approach would incorporate treatment models that are representative of current treatment patterns for different stages of the disease. Commonly, constant screening uptake rates were applied to all screening programmes and attendance was not linked to disease incidence or progression. Evidence exists to inform a more detailed representation of screening uptake.

The most commonly applied modelling techniques were cohort Markov models and individual sampling simulation models. Individual sampling simulation models may provide more flexibility in their representation of a screening decision problem, but any benefits should outweigh the consequences of the need to assess both variability and uncertainty.

More recently, complex mathematical models that describe input parameters as continuous variables have analysed the cost-effectiveness of screening. These models require further development to estimate the cost–utility of screening directly, or to inform a more detailed representation of the preclinical section of a natural history model (with a traditional state-based model describing pathways’ post-clinical presentation).

The review assessed a range of approaches to the estimation of input parameters that are specific to screening models, including preclinical disease incidence and progression and screening test characteristics, although few applied approaches were identified in other areas, such as estimating screening uptake and the utility effects of screening.

Calibration is a common aspect of screening models, whereby models are fitted to observed data describing outputs of the model in order to populate unobserved input parameters. The review concluded that the estimation of a reference case input parameter set is not recommended. A preferred calibration process involves predicting output parameters for a large number of input parameter sets, with the accuracy of each set’s predictions represented as a weight. The main analysis of the model involves sampling a large number of input parameter sets according to the weights attached to each input parameter set, from which mean values and probability distributions of cost-effectiveness can be derived.

Conclusions

The review of methods for the model-based cost–utility analysis of screening programmes identified the natural history modelling approach as the preferred general method of evaluation for screening programmes. State transition models have generally been used to represent disease natural histories, with individual sampling models more prevalent than in treatment intervention evaluations. No comparative methodological studies were identified, so no empirical data were available to inform the relative merits of alternative methodologies. The defined guidelines and assessment checklist are informed, therefore, by theoretical interpretations of the impact of alternative approaches to different components of the modelling process when applied to the cost–utility analysis of screening programmes.

Recommendations for further research

More complex mathematical modelling approaches have great potential as an alternative or adjunct to state-based modelling techniques for the evaluation of the cost–utility of screening programmes. Research is needed into the development of such models for the full evaluation of the cost-effectiveness of screening, and also a hybrid formation in which such techniques may be best suited to modelling the preclinical phases of disease.
There is scope for developing more comprehensive and explicit methods for calibrating models, which describe correlations between input parameters.

Empirical estimates of differences in the mean and probabilistic outputs of less complex cohort Markov models and more complex individual sampling models, using the same data sources, would be of interest. Such comparisons may inform general areas in which simplifying assumptions are justified.

The direct utility effects of screening are under-researched, and may have a significant effect on the estimated cost utility ratios. More primary screening studies should incorporate utility measurements in their protocol.
Chapter 1

Introduction

Background

The purpose of screening is to identify disease or risk factors for disease in its presymptomatic or preclinical stage. There are well established criteria for screening programmes, which have been adapted by the UK National Screening Committee (NSC) to guide the provision of screening programmes in general, and also to inform the specification of accepted screening programmes. The criteria address four broad factors: the condition, the test, the treatment and the screening programme.

The condition, it is stated, must be important, and the natural history and epidemiology must be understood. The screening test should be simple, safe, precise and acceptable to the general population, and there should be a defined diagnostic process following a positive test. Treatment for screen-detected disease should lead to better outcomes than treatment provided at the point of clinical diagnosis. Regarding the screening programme as a whole, it is stated that plans for monitoring the programme should be defined, adequate staffing and facilities should be available to cope with expected demand and the programme should provide value for money, as compared with other areas of medical expenditure.

The last criterion states the need for screening to be cost-effective and, implicitly, if screening is cost-effective, that the most cost-effective form of screening should be implemented. Each of the preceding criteria describe factors that must be defined in order to estimate the cost-effectiveness of screening, or that will permit the confirmation of cost-effectiveness, that is, monitoring. The criteria recognise the need for cost-effectiveness to be defined in terms of a generic outcome measure to allow comparison with other areas of medical expenditure, which in practice requires the estimation of quality-adjusted life-years (QALYs).

The criteria also state that there must be evidence from high-quality randomised controlled trials (RCTs) that the screening programme is effective in reducing mortality or morbidity. Trial data comparing a limited number of screening options over a relatively short time horizon may be available by the time that a policy decision is required for new screening programmes. However, it is unlikely that trial evidence will inform all policy relevant specifications of a screening programme, incorporating alternative eligible populations, combinations of screening tests, screening intervals and treatment options. Data required to inform the full evaluative process are likely to come from a range of sources.

Decision analytic models provide a structure for ordering and synthesising information from a wide range of sources, such as the incorporation of expert opinion alongside the results of primary and secondary data analyses. Models promote the explicit formulation of assumptions, such that all issues captured in the model are open to scrutiny by experts, from both clinical and economic perspectives, thus allowing key issues and uncertainties to be identified and addressed. The development and use of decision analytic models also provides an opportunity to explore the sensitivity of the results of an evaluation to variations in the assumptions that underpin the model. Sensitivity analysis helps highlight areas in which further research is likely to be most useful.

The role of modelling in the economic evaluation of healthcare interventions is now widely accepted, as recognised in the submission criteria for the National Institute for Health and Clinical Excellence (NICE). Existing studies describing guidelines or methods of good practice for the conduct of modelling studies in healthcare, including a review of such guidelines, provide generic advice that should be incorporated into models of screening programmes. However, there are distinct issues relating to the modelled evaluation of screening programmes that could be usefully informed by a thorough methodological review in this area, such as modelling preclinical disease progression, screening test characteristics, screening uptake and treatment effectiveness post-diagnosis. Although there have been numerous case studies, no thorough methodological reviews have been published in this area.
Objectives of this report

The objective of this report is to review and critique modelling methods used in the evaluation of the cost-effectiveness of screening, primarily defined as the incremental cost per QALY gained. The report also aims to produce guidelines for the development and assessment of such models to increase the appropriate use of modelling in the evaluation of screening.

Review methods

The following sections describe the sequential components of the review.

Literature search

The objective of the literature search was to identify applied modelling studies of the cost-effectiveness of healthcare screening and studies describing methodological issues around the modelled evaluation of screening programmes.

The initial search of the literature included detailed searches of MEDLINE, EMBASE, the economic evaluations databases produced by the NHS and the Office of Health Economics, and specialist operational research (OR) sources such as the Institute for Operations Research and the Management Sciences (INFORMS) database and International Abstracts in Operational Research (IAOR). Studies were also identified from discussion paper series and a general search of the Internet. The search terms included combinations of indexed and free-text terms that described the context (e.g. screening), the process (e.g. economic evaluation) and the method (e.g. modelling). Full details of the search strategy are presented in Appendix 1.

Additional studies were identified from the reference lists of the retrieved papers and from responses to the project website, which was advertised via the main health economics and OR email discussion lists. Visitors were asked for additions to the list of the screening studies identified from the initial literature searches.

Abstract review

The search strategy identified over 7000 references. Abstracts from all identified references were reviewed by two members of the research team (JK, EG). Full papers were retrieved if the abstract indicated that the study was an applied model-based cost-effectiveness analysis of a screening programme, or that the study addressed a methodological issue of relevance to the model-based evaluation of screening programmes. The review was not limited to cost-utility analyses of screening programmes because the estimation and application of utility values are only one aspect of the modelling process.

Abstracts labelled as applied were categorised according to the condition and population group evaluated. The screening categories were based on those defined by the NSC, which set individual screening programmes in the context of five population-based programmes: antenatal screening, child health screening, screening for men, screening for women and screening in old age. Within the screening for men and women groups, two broad disease categories are defined: cancer, and cardiovascular disease and diabetes. Applied abstracts that were included by only one reviewer were categorised and retrieved if the relevant category was included in the review process (see the next section).

A total of 513 references were identified as potential modelling studies from the abstract review of the healthcare databases. The abstracts are arranged in the following categories (numbers of abstracts are given in parentheses):

- antenatal screening (92)
- childhood screening (12)
- cancer screening (211)
- cardiac/diabetes (65)
- contagious diseases (74)
- gastric-related (13)
- miscellaneous (46).

Ninety-nine abstracts were retrieved from the searches of the two main OR databases. The 99 abstracts were reviewed and labelled as being applied and/or methodology studies: 43 were defined as solely applied studies, 41 were defined as solely methodological studies and 15 were defined as both applied and methodological. Of the 58 applied studies, 26 evaluated screening for contagious diseases, primarily human immunodeficiency virus (HIV) (21 studies), and of the remaining 32 applied studies, 14 of the references were conference abstracts. Fifteen of the remaining 18 applied studies were reviewed as they concerned screening for diseases that were included in the case studies, although four of the studies addressed issues relating to the service implementation of screening.

Of the 56 studies identified from the OR databases that were labelled as methodological,
13 were conference abstracts. A range of potentially relevant studies were reviewed from the remaining methodological studies. Models for the evaluation of screening from outside the health field were found to have limited applicability to the evaluation of health-based screening, because the processes are fully observable, large quantities of data describing the pathways of the objects of interest are available and the pathways are generally less complex than those associated with disease progression. Non-uniform screening intervals may also be easily adopted in industrial screening processes, which are not feasible from a healthcare service implementation perspective.

A key set of papers by Baker were identified as part of the OR literature review. These papers described an updated approach to modelling breast cancer screening programmes, which was investigated in detail as part of the current review. From the review of disease-based screening models, including those identified from the OR literature searches, it was apparent that many alternative modelling methods had been applied, including some relatively new approaches that had not been widely disseminated. The research team decided, therefore, to concentrate efforts on assessing and critiquing studies identified from the healthcare screening modelling literature.

**Full paper review**

A two-level review process was implemented. The first level involved the broad review of a wide range of identified modelling studies in three of the screening categories defined by the NSC – adult screening for cardiovascular disease and diabetes, adult screening for cancer and antenatal screening. Childhood screening was not included as a separate category as few modelling studies were identified in this area, while separate reviews of screening programmes for men, women and older persons were not undertaken because it was hypothesised that the characteristics of different disease areas would have a greater impact on modelling methods than differences in the characteristics of the eligible population for alternative screening programmes. Screening programmes for contagious diseases were excluded from the review because models for the evaluation of such programmes are subject to very different characteristics, which could not have been adequately addressed in the current review. A separate literature review of studies reporting the utility effects of screening was undertaken.

The first-level review was a ‘light touch’ review of a wide range of models in three broad categories (antenatal, cancer, and diabetes/cardiovascular disease), which informed the choice and application of more detailed reviews of a specific disease within each of the three broad disease areas. The first-level review identified the range of modelling approaches that had been used to evaluate the different forms of screening, identifying areas of consensus and highlighting alternative approaches to screening-specific modelling issues that could be investigated further. The categories included in the first-level review were chosen because they contained the largest number of modelling studies, and because the modelling characteristics of the omitted categories were felt to be adequately covered by the chosen categories.

The second level of the review involved a case study analysis of a single disease from each of the three screening categories included in the first-level review. The modelling studies in each of the chosen categories were reviewed in more detail to investigate specific modelling issues identified during the first-level review. The areas of screening for colorectal cancer, abdominal aortic aneurysms (AAAs) and antenatal screening for haemoglobinopathies were chosen. The choice of disease areas for the second-level review was primarily based on the current policy relevance of screening for the conditions, which was informed by discussions with the clinical and policy advisors to the project (see Acknowledgements).

**Data extraction**

The first-level review extracted information relating to the categories presented in Table 1, which informed the broad reviews of modelling studies undertaken in the three broad disease areas (cancer, cardiac/diabetes, and antenatal screening).

It was known *a priori* that most screening models are based on models of the natural history of the relevant disease. A key element of the review was to assess the relative benefits of alternative applied natural history models for the cost-utility analysis of screening programmes. This aspect of the review involved a comparison of alternative modelling techniques and how the optimal choice of model varies according to the characteristics of the screening programme being evaluated. Most natural history models of screening programmes for diseases that develop over time (i.e. not diseases that are the subject of antenatal or neonatal screening) include some unobservable input parameters, primarily describing the incidence and progression of preclinical disease...
and the probabilities of clinical presentation. Applied methods for estimating the value of unobservable parameters were assessed.

The critique of methods and assumptions used to model interrelationships between input parameters covered the modelling of the effectiveness of the screening test, which may be a function of the efficacy of the screening instrument, the experience of the personnel involved in the provision of screening (both clinical and non-clinical), and the service organisation of the screening programme. Organisational issues include management variables such as the effectiveness of the record keeping and procedures for identifying the relevant screening population (e.g. the methods used to identify high-risk groups), and also policy variables such as the relevant screening interval.

The evaluation of resource use associated with screening programmes involved two main issues: (1) the measurement of healthcare resources and (2) the extent to which financial effects on alternative stakeholders are incorporated and the methods used to measure these effects. Participation costs, such as travel costs and the productivity effects of time off work, may be significant in screening programmes due to the population-based nature of the intervention.

The focus of the review is the use of models to assess the cost–utility of screening programmes, so the critique of outcome measurement concentrates on methods used to estimate utilities relating to the outcomes and processes of screening. Utility estimation covers the impact of the disease of interest, and also the effects of screening per se, including positive effects such as reassurance and the provision of information, in addition to negative effects such as increased anxiety as a result of being screened.

The second-level case study reviews addressed specific issues and involved fewer studies, such that no formal review process was defined.

**Guidelines development**

The final stage of the review involved the development of guidelines that identify preferred modelling approaches that may be dependent on the screening context. The guidelines were defined by discussions between the authors of this report, which were informed by the findings from the review, the application of the reported case study evaluations and discussions over the course of the review with health economists and operational researchers with experience of modelling screening programmes (see Acknowledgements).

**Outline of subsequent chapters**

The body of this report comprises groups of chapters relating to the three broad screening categories described earlier. Chapters 2, 3 and 4 review and critique models used to evaluate screening programmes for cancer. Chapter 2 presents a broad review of studies that evaluated the cost-effectiveness of screening programmes for the outcomes and processes of screening. Utility estimation covers the impact of the disease of interest, and also the effects of screening per se, including positive effects such as reassurance and the provision of information, in addition to negative effects such as increased anxiety as a result of being screened.

The second-level case study reviews addressed specific issues and involved fewer studies, such that no formal review process was defined.

**Guidelines development**

The final stage of the review involved the development of guidelines that identify preferred modelling approaches that may be dependent on the screening context. The guidelines were defined by discussions between the authors of this report, which were informed by the findings from the review, the application of the reported case study evaluations and discussions over the course of the review with health economists and operational researchers with experience of modelling screening programmes (see Acknowledgements).

**Outline of subsequent chapters**

The body of this report comprises groups of chapters relating to the three broad screening categories described earlier. Chapters 2, 3 and 4 review and critique models used to evaluate screening programmes for cancer. Chapter 2 presents a broad review of studies that evaluated the cost-effectiveness of screening programmes for
colorectal, breast and cervical cancers. This chapter compares the key assumptions made by different studies with respect to the structure of screening models, and the broad methods for populating these models, particularly for the estimation of unobservable parameters. Chapter 3 presents a preliminary analysis of the potential benefits of an updated analytic modelling approach that has recently been applied to the evaluation of breast cancer screening. Chapter 4 presents a case study evaluation of alternative screening programmes for colorectal cancer (CRC). This chapter concentrates primarily on methods for the populating screening models, both for observable and unobservable parameters.

Chapters 5 and 6 review screening models for cardiovascular disease and diabetes. Chapter 5 presents a general review of such screening models, focusing on the perspective of potential policy makers. Chapter 6 presents a detailed analysis of modelling studies of screening programmes for AAAs that assesses the relevance the policy questions addressed and the modelling assumptions and the adequacy of the information presented about the model.

Chapters 7 and 8 address issues around the modelled evaluation of antenatal screening programmes. Chapter 7 reviews identified models of antenatal screening for three diseases – haemoglobinopathies, Down’s syndrome and HIV. These cover screening programmes for autosomal recessive disorders that require knowledge of the carrier status of both parents, chromosomal abnormalities that incorporate characteristics of the mother and unborn child and infectious diseases that involve the identification of the condition of interest in the mother. Chapter 8 presents a case study evaluation of antenatal screening for haemoglobinopathies, the focus of which is a comparison of the relative benefits of decision tree models and analytical mathematical models to describe the short-time horizons involved in antenatal screening evaluations.

Chapter 9 reports the findings of a separate review of utility measurements of events that are specific to screening. The main area of interest is the direct effect of screening on individuals who are screened as a result of the four screening results (true- and false-positive and -negative results). The potential utility impact of screen detected early diagnosis of disease is also considered.

Chapter 10 combines the results of the previous chapters to produce a structured set of guidelines that address the components of the screening modelling process. Chapter 11 converts the guidelines into an assessment checklist for future model-based screening evaluations.

Chapter 12 presents the conclusions from this study and lists areas for further research.
Chapter 2
Choice of modelling technique: a case study of cancer screening models

Introduction

The literature search described in Chapter 1 found that model-based evaluations of screening programmes have most commonly been applied to cancer screening, primarily covering breast, cervical, colorectal, prostate and lung cancers. A range of mathematical and simulation modelling techniques have been used to evaluate cancer screening. The applied mathematical models include simple decision trees, cohort Markov models and more complex approaches that override the Markovian assumption of exponential transition rates between health states.

This chapter assesses the benefits of alternative modelling techniques in terms of the accuracy (reality) with which the disease process is described, the strength and justification of the assumptions made and the uncertainty around key input parameters. The following three sections review screening models in the areas of colorectal, breast and cervical cancer. The relative merits of identified modelling techniques and broad methods of populating these models are then discussed.

Background to the natural history of cancer

The cancer process begins with a mutation in an originator cell. This mutation allows the cell to begin reproducing itself, forming a tumour. As long as the tumour remains localised, the cancer is unlikely to threaten the life of its host. It becomes more life threatening if metastasis has occurred. This is where a cancer cell has detached itself from the tumour and established a secondary growth elsewhere in the body. Once this has occurred, it is much more difficult to eradicate the mutated cells; treatment has to be more aggressive, with increased side-effects and reduced chance of success. The longer the cancer has been present, the greater is the likelihood of metastases occurring. Perhaps more important, though, is the histological grade of the cancer. This is a measure of the degree of mutation that has occurred. Cancer cells that show a greater degree of abnormality tend to divide most frequently, and therefore expand quickly. Even when small, it is thought that tumours of a high histological grade are more likely to produce metastases.15–17

The purpose of screening is to identify cancers at an earlier stage in their development, so that treatment has a greater probability of eradicating the cancer cells. Models of cancer screening must differentiate sufficiently between cancer stages to capture the effects of early diagnosis, in addition to reflecting variability in the length of the latent period (the time between the cancer becoming detectable and the point at which a patient presents clinically) that means that a proportion of patients with cancer will die of other causes.

Model review

Stevenson18 cites an analytic model published by Lincoln and Weiss19 in 1964 as the first example of a mathematical model developed for purpose of analysing cancer screening, which was followed by a range of analytic cancer screening models over the next two decades. The first simulation model is referenced to Knox.20 These earlier models are excluded from the review as they assessed particular aspects of a screening strategy; for example, Zelen and Feinleib21 define the lead time as a measure of screening benefit. More recent applications of the same general approaches that estimate the cost–utility of screening are included.

Colorectal cancer

Identified screening models for CRC vary in their interpretation of key aspects of the natural history of CRC, including the extent to which CRC develops from non-invasive polyps, and the relevance of modelling both adenomatous polyps, which can become larger over time and may develop into cancer, and hyperplastic polyps, which do not increase in size and do not become cancerous. The reviewed models of CRC are described below. The order in which the models are reviewed is based on an approximate gradation of the complexity of the model structures, starting with the less complex models. The first two models...
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reviewed are less complex in terms of their model structure because they do not adopt a natural history modelling approach; all of the remaining models describe the natural history of CRC.

Sonnenberg and colleagues\textsuperscript{22,23} use a simple model that describes five main states: non-compliance with screening, status after screening, status after colonoscopy, status after polypectomy and CRC. Patients remain in the ‘status after …’ states until the next screening-related intervention unless they develop cancer in the interim period. If the next screening intervention is refused, patients enter the non-compliance arm and have a risk of cancer equal to the age-specific incidence.

A rate of preventive efficacy is seemingly applied to all persons with polyps who undergo polypectomy, whereas the cases that progress to cancer following polypectomy are assumed to be detected earlier, leading to improved survival. No relationship between adenomas and cancer is specified; for example, it is not clear which cancer incidence rates are applied to persons with a negative screen result, a group that includes true-negative and false-negative results.

Gyrd-Hansen and colleagues\textsuperscript{24,25} combine estimates of test sensitivity and average sojourn time with age-specific incidence rates in a simulation process to estimate the number of cancers detected at each screening round of 60 possible screening programmes comprising alternative combinations of eligible ages and screening intervals. It is assumed that 30\% of screen-detected cancer patients survive due to early detection; this percentage is assumed to be constant across different screening intervals. The life-years gained from the early detection of cancer are estimated as the sum of the age-specific life expectancies for surviving individuals after adjusting for mean lead time.

The impact of non-invasive polyps is based on the cumulative risk of large polyps progressing to cancer, which is applied to the observed difference in the number of polyps detected to estimate the number of cancers avoided due to the detection of polyps. The relative risk of CRC for persons in whom a polyp is detected and followed up is applied to age-specific incidence rates, and these cancers are assumed to have the same mortality risk as screen-detected cancers.

Ladabaum and colleagues\textsuperscript{26} evaluate the use of aspirin as an adjunct to CRC screening. The model structure describes only an adenomatous polyp state from which all polyps have a probability of progressing to cancer. A proportion of cancers are assumed to originate from polyps. Cancer is divided into local, regional and distant. Separate sensitivity rates for polyps and cancers were estimated for faecal occult blood testing (FOBT) and flexible sigmoidoscopy (FSIG), with the sensitivity of FSIG accounting for the proportion of lesions within reach. Patients with detected polyps undergo a more intensive surveillance programme, although it is not stated whether alternative recurrence rates are applied.

Shimbo\textsuperscript{27} uses a Markov model describing the progression of persons without polyps or cancer to one of three states: hyperplastic polyp, adenomatous polyp or cancer. Cancer is divided into Dukes’ stages A, B and C. The model does not explicitly describe polyp location, although the estimated sensitivity of FSIG is adjusted for the proportion of lesions within reach. Persons with detected polyps are assumed to rejoin the normal state and do not have alternative recurrence rates (this assumption is tested in the sensitivity analysis).

Vijan and colleagues\textsuperscript{28} also use a Markov model, in which persons with a normal epithelium may progress to a polyp state, or they may progress directly to the local cancer state. Polyps either remain as polyps or they enter a premalignant dwelling state or the local cancer state without passing through the premalignant state. Patients either remain in the premalignant state or progress to local cancer. Separate local, regional and disseminated cancer states are described. Constant durations are modelled for local and regional cancer through the use of separate year 1 and year 2 local states to represent 2-year duration, and a single regional state to represent 1-year duration, that is, all persons remain in each state for one annual cycle on their way to the disseminated state. The model does not explicitly define alternative polyp locations, although the estimated sensitivity of FSIG was adjusted to account for the proportion of polyps and cancers that could be reached.

Alternative incidence rates and follow-up strategies are described for adenomatous and hyperplastic polyps. A single recurrence rate for adenomatous polyps is described, but not for hyperplastic polyps. Presumably, all hyperplastic polyps remain in the initial polyp state until death or detection. Vijan and colleagues also define the proportion of multiple polyps and those larger than 1 cm, which are used to define surveillance schedules following detection of polyps.
Wagner and colleagues\textsuperscript{30} do not explicitly describe polyps following their detection and removal. The model structure implies that all cancers originate from polyps. The two sides of the colon (the distal or proximal colon) are modelled separately because FSIG can only visualise the distal colon. It appears that identical transition rates are applied to polyps originating in either colon. This model incorporates separate sensitivity rates for low-risk polyps, high-risk polyps and cancer, in addition to differential recurrence rates for low- and high-risk polyps following their detection and removal.

Wagner and colleagues\textsuperscript{30} do not explicitly describe their model structure, although it is implied that the model defines the time required for a 5-mm adenoma to progress to colorectal cancer. Although it does not appear that separate classes of adenoma are modelled (i.e. all adenomas were assumed to originate as size 5 mm), polyps are defined as either those that will progress to cancer or those that will not (i.e. hyperplastic and adenomatous). A proportion of cancers originate as polyps, and a proportion of cancers are lifetime latent. Cancers are defined as either early- or late-stage (corresponding to Dukes’ stages A and B, and C and D, respectively), with a constant duration in the early stage for non-lifetime latent cancers assumed (lifetime latent cancers remain in the early stages). This approach implies that the benefits of screening are derived solely from the prevention of late-stage cancers because treated early-stage cancers are assumed to be cured.

The US Office of Technology Assessment (OTA)\textsuperscript{31} states that their model builds on the Wagner model.\textsuperscript{30} The main difference is that the OTA model does not explicitly describe the proportion of lifetime latent cancers, and does present age-specific survival rates for early-stage cancer (in addition to late-stage). The model assumes that all persons with detected polyps die of other causes.

Neilson and Whynes\textsuperscript{32} describe a semi-Markov process that requires patient-level simulations, which also builds on the model structure developed by Wagner and colleagues. The general model structure describes progression from healthy to adenoma to early asymptomatic cancer to late asymptomatic cancer. It is also stated that a proportion of cancers are assumed to occur directly from the healthy state. The text mentions the existence of ‘true non-progressive polyps’, which implies that separate adenomatous and hyperplastic polyp states were defined. The prevalence and incidence of lifetime latent cancers are specified as input parameters, indicating that this aspect of the model follows Wagner and colleagues more closely than the OTA model.

The primary difference between the Neilson and Whynes model and the Wagner model appears to be the use of a semi-Markovian sampling strategy to describe the transition probabilities between states. Instead of assuming constant transition probabilities between states, Neilson and Whynes sample the next state to which each person will move, and then sample a holding time in the current state.

Khandker and colleagues\textsuperscript{33} use a dynamic state transition model. The basic model describes the incidence of hyperplastic and adenomatous polyps. Undetected adenomatous polyps progress to undetected cancer, which progresses to a treatment stage (either through screen-detection or clinical diagnosis). More detail is included within this basic structure, such that the complete model contains over 60 states incorporating polyp histology (size and stage of development), location (distal or proximal), age (5-year intervals) and cancer stage (local, regional, and distant, and number of years in each stage). Decision trees are appended to each of the basic model states to incorporate the extra detail, for example, at the end of each cycle a decision tree is solved for all patients in the adenomatous polyp state to describe the proportion of patients progressing to alternative states within the model as a function of the interactions between the screening tests and the characteristics of the adenomatous polyps (e.g. histology and location).

Tunnel states are used to apply time-in-state dependent transition probabilities from the polyp state (modelled as 10 states of 2-year duration), which allow the probability of progression to increase as a function of dwell time in the colon. Persons with detected polyps are transferred to a surveillance state from which increased recurrence rates are applied. Tunnel states are also used to describe the progression of patients with undiagnosed cancer, which allows the use of alternative probabilities of detection or disease progression as a function of time with cancer.

Eddy\textsuperscript{34} uses a nine-state time-varying Markov model. States describe persons who have no diagnosis of cancer, who have cancer diagnosed in various stages (A, B, C and D), who have died from cancer or who have died from other causes.
Additional complexity to this simple model structure is incorporated via the unique approach to populating a state-transition model, based on the calculation of the following five probabilities using a set of differential equations, solved by numerical integration:

- The probability that a person who has no diagnosis of cancer has an asymptomatic but potentially detectable cancer or non-invasive lesion incorporated age- and sex-specific cancer incidence rates, risk factors, the preclinical detectable phase (PCDP) and the history of previous screening tests.
- The likelihood that a screening test would detect an existing cancer or non-invasive lesions is a function of the lesion's stage of development, the random false-negative rate of the screening test(s), the location of the lesion and the region of the bowel reached by the screening test.
- The probability of alternative stages at detection is determined by the lesions rate of development, the history of previous screening tests and the random false-negative rate of the screening test(s).
- Stage-specific survival rates inform the probability of dying from cancer.
- Other cause mortality rates based on general population data.

Eddy assumes that a set proportion of cancers emanate from polyps, and that a proportion of adenomas that reach 5 mm develop into invasive cancer.

Two patient-level simulation models were identified that incorporated significantly more detail than the models reviewed above. First, Loeve and colleagues present a model of colorectal cancer screening, based on the general MIcrosimulation for SCreening ANalysis (MISCAN) approach reported by Habbema and colleagues. The Monte Carlo simulation model consists of a disease and a screening part. The disease part simulates a large number of individual life histories, based on assumptions regarding the epidemiology and natural history of the disease. Then, a specified screening programme is applied to the life histories, which changes some of the histories, constituting the simulated effect of screening.

The colorectal MISCAN model describes the progression of separate lesions within individuals. Each individual can be assigned a risk index that describes their relative risk of developing polyps, or the population can be split into strata that represent, for example, alternative risk categories based on population characteristics. Each polyp is assigned an anatomical site defined in terms of the part of the bowel and a percentage that indicates the localisation within this part. Progressive adenomas may progress through three size-related polyp states (<5, 6–9, >10 mm), and they may transit from either of the two larger polyp states to preclinical cancer. A proportion of non-progressive adenomas (purposefully not defined as hyperplastic polyps, which have separate consequences) remain in the middle polyp stage and the remaining non-progressive polyps end up in the largest polyp stage. It is assumed that all cancers originate from polyps, though this assumption is tested in the sensitivity analysis. Preclinical cancer can progress through four stages (I–IV) or become clinically diagnosed from any stage, from which point a stage-specific survival time is sampled. The modelling of the test characteristics incorporates a random element to false test results and a systemic factor, such that not all false results are independent.

A time of death from other causes is sampled for each individual, and this time is applied in the absence of a prior death due to CRC. Pathways between states can depend on age and the anatomical site. An intuitive aspect of the MISCAN model is that preclinical rates of progression through the cancer states may be correlated, which means that individuals who progress quickly from Stage I to II, are more likely to progress quickly through Stages II and III also, and vice versa. Similar correlations may be described for the preclinical progression rates through the polyp states (although polyp progression rates may not be correlated to cancer progression rates). This facility allows for the probability of clinical presentation to be defined as a function of a lesion’s growth rate (as hypothesised by Baker for breast cancer).

Ness and colleagues use discrete event simulation (DES) to describe a similar model structure to Loeve that follows the progression of separate adenomas within individuals. An individually assigned genetic risk value is used to adjust the age-dependent polyp incidence rate for each individual. Each polyp is described in terms of its size (<5, 6–9, >10 mm) and location (left, right, sigmoid, high-rectum, low-rectum). Incident polyps are assigned to either a ‘fast-growing’ or ‘slow-growing’ group. All polyps are assumed to progress to cancer, but many will not progress within the natural lifetime of the individual.
Polyps may progress to cancer from any of the three polyp states. Three cancer states are defined (local, regional and distant), and progression directly from local to distant cancer is permitted.

Both the MISCAN and the Ness models describe lifetime profiles for a large set of individuals and then apply alternative screening schedules to each life history that may alter the course of each person’s lifetime events.

**Breast cancer**

Breast cancer probably has the simplest natural history pathway as there is only a single type of non-invasive cancer [ductal carcinoma *in situ* (DCIS)], which does not regress. Again, the reviewed studies are presented in order of approximate increasing complexity.

Both Allen and colleagues\(^3^9\) and Mandelblatt\(^4^0\) use decision trees to model individual screening rounds. End-points in the trees include healthy, local breast cancer, regional breast cancer or distant metastases. Separate mortality rates are described for the three breast cancer states.

Lindfors and Rosenquist\(^4^1,^4^2\) use a Markov model to describe the probability of any form of breast cancer being detected, surfacing as an interval cancer or presenting clinically in the absence of screening. An annual mortality rate is applied to all diagnosed cancers, with a relative risk reduction for cancer mortality being applied to screen detected and interval cancers in the screening group.

Salzmann and colleagues\(^4^3\) use a Markov model that includes the following health states: healthy, alive with breast cancer, breast cancer death and death from other causes. It appears that the model assumes a similar incidence of breast cancer, regardless of the screening strategy, and applies a mortality reduction after a defined delay between the start of screening and the onset of the mortality reduction; for example, screening women aged over 50 years provides a 27% mortality reduction 5 years after the start of screening.

Lai\(^4^4\) describes two separate Markov chain models that each describe two breast cancer states: regional lymph nodes negative (or tumour size smaller than 2 cm) and regional lymph nodes positive (or tumour size larger than 2 cm). All states may be either preclinical or clinical. Mortality rates are based on the state at diagnosis or detection.

The breast cancer MISCAN model describes progression though a non-invasive state (DCIS) and three discrete stages of invasive cancer based on the size of the tumour (<10, 10–19, >20 mm).\(^4^5,^4^6\) Tumours in each of these categories may be preclinical, screen-detected or clinically diagnosed. The duration of the preclinical phase is modelled as being age-specific, based on 10-year age groups. Breast cancer mortality rates are based on the size of tumour at the time of diagnosis or detection, although it is recognised that the inclusion of lymph node status would add to the completeness of the model.

The model presented by Szeto and Devlin\(^4^7\) is based on the MISCAN breast cancer model, where the main difference is the handling of post-diagnosis/detection survival. Once diagnosed, patients are cured or not, with separate age-dependent survival times applied. Non-cured survival times are referenced from a log-normal model for survival.

The breast cancer screening model developed by Eddy\(^4^8\) has a similarly simple structure to the corresponding colorectal cancer screening model.\(^3^4\) Additional detail is incorporated through a set of equations describing the probability that women with cancer will be detected if screened, or will present with cancer between tests (as a function of risk factors and screening history). If a cancer is detected, a second set of equations calculate how early it was detected as a function of how it was detected and screening history. A third set of equations calculate the probability of dying from breast cancer at any point in time as a function of the earliness of detection.

Other mathematical models describe the natural history of breast cancer as a series of continuous variables. Schwartz\(^4^9,^5^0\) assumes that tumours grow at a continuous rate and that the involvement of lymph nodes is a function of the age of a tumour, although seven discrete tumour sizes are defined in order that differential sensitivity rates may be applied. The rate of clinical diagnosis (in the absence of screen detection) is modelled as a function of tumour age and the mortality rate is modelled as a function of discrete prognostic groups that account for tumour size and lymph node involvement.

Baker\(^1^0\) lists a similar set of structural assumptions, although the rate of clinical diagnosis is stated to be a function of size and growth rate, as is the
breast cancer mortality rate. Potential structural relationships are also discussed, including the likelihood of a non-random element to sensitivity (i.e. the probabilities of detecting cancers at successive screens is not independent), and that the clinical diagnosis rate is also a function of the time since last screen.

Parmigiani$^{51,52}$ uses an individual sampling simulation model that is populated through the analytic estimation of probability densities for each of the transitions within the model. The model describes the simple transition of patients from healthy to preclinical disease to clinical breast cancer to death, with death occurring from any of the three previous states. However, the estimated transition probabilities incorporate a considerable amount of detail, which leads to the specification of a set of four prognostic factors at the point of diagnosis that are a function of age at transition to preclinical and time spent in the preclinical state. Survival rates post-diagnosis are determined by the combination of prognostic factors.

Cervical cancer

The detection of non-invasive lesions is a key objective of screening for cervical cancer. Most cervical cancer screening models describe progression through a series of non-invasive states, either defined on the basis of different grades of cervical intraepithelial neoplasia (CIN)$^{53,54}$ or cervical squamous intraepithelial lesions (SILs)$^{55,56}$. A distinction between the non-invasive phases of colorectal and cervical cancer is that colorectal polyps can be described as progressive or non-progressive, whereas cervical neoplasia are commonly modelled as progressive or regressive. Recent cervical screening models also model the development of non-invasive lesions as a function of the presence of human papilloma virus (HPV) in women.$^{55,57,58}$

All of the studies cited in the previous paragraph used a cohort Markov model to describe the natural history of cervical cancer, incorporating similar model structures. All represent the possibility of disease regression from the non-invasive state, or the earlier non-invasive states if separate non-invasive states are modelled. The handling of survival post-diagnosis varies between these studies; for example, Fahs$^{54}$ describes two invasive states, and applies age- and stage-specific mortality rates, whereas Maxwell and colleagues describe four invasive states,$^{58}$ but apply only stage-specific mortality rates. The endpoint in Jenkins and colleagues’ model is invasive cancer.$^{53}$

Knox also used a cohort Markov model$^{59}$ which enabled transition probabilities to be specified as a function of age or age at onset of cancer.

Eddy$^{59}$ applied his generic Markov model approach to evaluate cervical cancer screening. It is not clear how the progression from non-invasive lesions to cancer is handled, although regression from non-invasive states is recognised. The model describes a total duration of the preclinical phase that is not age-specific, but that does differentiate between two types of lesion, which may be either fast- or slow-growing. Four stages of invasive cancer are described, and stage-specific mortality rates are applied. A constant ‘random’ false-negative rate is assumed, referring to the fact that some cancers will be consistently missed due to biological features of a lesion.

Non-Markov models include the cervical cancer MISCAN model$^{60,61}$ which describes a single, non-invasive state and three cancer states, which allows for regression from the non-invasive state. Mortality rates are based on the age and stage at diagnosis. Separate test sensitivity rates are specified for the non-invasive and cancer stages.

Parkin$^{62}$ also used a microsimulation approach in which individual life histories are generated, to which alternative screening policies are applied. However, the life histories are generated by a Markov model based on the Knox$^{59}$ model. Transition probabilities within the natural history model are age-specific, using varying categories of age for the different transitions. Transition probabilities from invasive cancer to death are also dependent on current duration in the invasive cancer state. At the end of each cycle (year), each patient passes through the microsimulation model that describes the impact of the screening programme on each individual. The screening model is defined by the individuals to whom screening is offered each year (as a function of age, marital status, probability of childbirth and time since last screen), attendance rates and test characteristics.

Gustafsson and Adami$^{65}$ used an identification technique to model the natural history of cervical cancer. Their model describes progression from healthy to in situ to preclinical invasive to clinical invasive to death; regression from in situ to healthy is possible. Simulation is used to solve a set of differential equations. Progression and regression rates from carcinoma in situ, and dwelling times for in situ and preclinical invasive cancer are
estimated for separate birth cohorts by age (so one can see if age-specific rates vary by birth cohort). It appears that mortality rates from the single clinical invasive state are also estimated for separate birth cohorts by age.

A follow-up paper modelled the optimisation of screening intervals for cervical cancer using the same model structure in which a set of arbitrary rates of screening efficiency are tested. Screening efficiency is defined as a function of screening attendance, test sensitivity, and completeness of diagnostic work-up.

Barton and Byran used discrete event simulation to model capacity of reading laboratories, such that new screens enter a queue. The model structure is based on the Myers model, which follows patients through HPV, two non-invasive states [low-grade SIL (LSIL) and high-grade SIL (HSIL)], and four invasive states (Stages 1–4). Regression is modelled from LSIL and HPV. The capacity of the reading laboratory is set and the minimum time per smear is estimated as 1 year divided by the annual capacity, that is, each presenting smear takes this long to be read. If demand outstrips supply a queue builds up and a woman's health state could progress during the queuing period.

Comparison of model structures and assumptions

This section assesses issues around the choice of model structure for the evaluation of screening programmes. One screening model approach is to model the incidence of cancer and apply trial-based risk reductions to cancer mortality rates to describe the benefits of screening. The main disadvantage of the 'mortality reduction' approach is that it requires the application of observed mortality reductions, which precludes the evaluation of screening programme configurations (e.g., combinations of screening tests and intervals) for which there are no observed estimates of effect. The mortality reduction studies lack clarity, which may be due to the estimation of costs based on the screening process in the screened population, and the estimation of effects on the basis of cancer incidence in the non-screened population.

Decision tree models are overly simplistic and are also restricted to observed screening programmes. These models describe alternative stage distributions of cancer at diagnosis, to which separate mortality rates are applied.

The majority of the reviewed screening models describe the natural history of cancer in the absence of screening. The impact of screening is then described by overlaying alternative screening programmes on top of the natural history. This general modelling approach incorporates data from screening trials but is not restricted to screening options that have been directly evaluated.

Van Oortmarssen and colleagues describe a general model of the natural history of cancer and its interaction with screening, as reproduced in Figure 1. The model defines two broad cancer states: non-invasive and invasive. Non-invasive disease may regress, such that individuals may re-enter the 'no cancer' state. The state in which cancer is diagnosed (invasive or non-invasive), in combination with the mode of detection for invasive cancer (screen or clinical), affects the prognosis of the patient. The general model also assumes that a cancer may be defined as cured. This is a modelling artefact; as it is not possible to define a cured cancer patient following treatment, this state includes all persons who are diagnosed with cancer who do not die from cancer.

This basic model structure describes the underlying framework for all of the identified natural history models, although three broad modelling techniques have been used to represent the structure: cohort Markov models, individual sampling simulation models and more complex mathematical models that override the Markovian assumption.

The cohort Markov model is the standard technique used to model the economic impact of healthcare interventions over time, and is also the most common approach identified in the review. Events are modelled as transitions from one health state to another. The time horizon covered by the model is split into cycles of equal length. At the end of each cycle, the cohort of individuals may move to a consequent health state, or remain in the same state (unless the current state is a tunnel state). This process of moving between states continues until a patient enters an absorbing state, such as the state 'dead'. Transition probabilities are conditional on the current health state, but they may also vary according to the overall time spent in the model.

Individual sampling simulation models allow greater flexibility. An example of such a technique is DES, which is an event-orientated modelling approach. A DES model asks what and when is the next event for every person at the point at which
they experience their current event, rather than a Markov model, which asks what events are occurring at regular intervals. DES models use attributes that record relevant elements of each individual’s pathway through the model and personal characteristics, which can then influence future pathways, such as duration of the preclinical period for each patient. By following individuals through the model, it is also possible to assign individual state durations sampled from any form of probability distribution. DES models may only be analysed using individual-level (first-order) Monte Carlo simulation, which increases the analysis time.

The representation of the natural history is noticeably less complex in the reviewed Markov models, such as in the application of age-specific transition probabilities. Markov models tend not to facilitate the description of age-specific values for parameters such as the duration of the preclinical states and mortality rates from the point of cancer diagnosis. Only Knox\(^2\) described age-specific durations of the preclinical phase in a Markov model (of cervical cancer screening), which includes 26 separate health states. Non-age-specific transition probabilities may be a reasonable assumption based on data and informed opinions about the natural history of the diseases, although the inclusion of age-specific preclinical disease progression rates and mortality rates in other, less restrictive, models indicates that there is some evidence to support their incorporation. Differential age-specific preclinical disease progression rates are likely to affect the cost-effectiveness of screening at different ages, for example, if younger age groups have a shorter mean preclinical period then, ceteris paribus, shorter screening intervals will be more cost-effective at younger ages.

The assumption of constant transition probabilities means, for example, that an individual who has just developed a polyp has the same probability of progressing to cancer as an individual who has remained in the polyp state for 20 years. In a typical evaluation of a treatment intervention, for the same population mean duration in a state, the impact of modelling the wrong transition profile across the population would be limited to a slight error in the discounted outputs from the model (costs and effects).\(^6\) However, in a screening model, the potential error is increased because the screening programme is laid on top of the natural history model, and an inaccurate transition profile will affect the estimated effectiveness of the screening programme. As an example, Figure 2 presents a Weibull distribution of the probability of disease progression as a function of time (solid curve), and

\[\text{FIGURE 1 General cancer screening model}\]
an exponential curve with the same mean time to
disease progression (dashed curve). The standard
Markov approach assumes a constant probability
of progression as represented by the exponential
curve. If the time variant distribution is
appropriate, the application of a constant
progression probability clearly overestimates the
early rate of progression, which means that the
model would favour shorter screening intervals in
the early period. Using tunnel states that describe,
for example, alternative annual probabilities of
progression, the cohort Markov approach can
apply time varying progression probabilities that
better reflect the distribution of the progression
times. Shorter tunnel states will better
approximate the patient level approach, though if
screening intervals are defined by integer years
(e.g. 1-, 2- or 3-year intervals) there are no real
benefits to defining tunnel states covering less
than 1-year intervals.

The representation of time-in-state dependent
probabilities is only one modelling characteristic
that requires additional states using a cohort
Markov approach. Other ‘health state multipliers’
include the representation of:

- previous clinical events on future transitions,
such as higher incidence rates following the
removal of precancerous lesions
- individual attributes on future transitions, such
as risk factors for the disease that may be
correlated with screening uptake
- separate disease components within individuals,
such as the development and progression of
multiple cancerous lesions.

CRC may involve the most potentially complicated
model structure due to the clinical relevance of
multiple lesions. It is not feasible for a cohort-
based Markov model to describe the progress of
all lesions that may develop in both sides of the
bowel, but it may be feasible to model the
pathways of the most developed lesions in each
side of the bowel. Combination health states can
be modelled, such as ‘low-risk proximal polyp and
high-risk distal polyp’ and apply transition
probabilities to subsequent states, ‘low-risk
proximal polyp and distal cancer stage A’ and
‘high-risk proximal polyp and high-risk distal
polyp’, as described in Figure 3.

The representation of this level of detail soon
leads to an overly complex model. A CRC
screening model that incorporated two polyp
states (low- and high-risk) and four cancer states
(A, B, C and D), in theory would require 48
separate health states to model all single and
multiple lesion states. If time-dependent transition
probabilities are also represented using tunnel
states, then the number of states included in the model will be measured in the hundreds.

The simplifying assumption that a proportion of proximal lesions are associated with ‘sentinel’ distal polyps that leads to the subsequent colonoscopic detection of proximal lesions is made in many of the reviewed cohort Markov models for CRC screening. Individual sampling simulation models describe the progression of separate lesions as attributes of the persons in the model, which is a more intuitive approach and which estimates the proportion of sentinel polyps as a model output, rather than as an input parameter. Additional output parameters provide a wider basis for the calibration or validation of a model, though the simplifying assumption may be considered reasonable in order to maintain the benefits of the cohort Markov approach.

Loeve and colleagues investigated the impact of systematic false-negative results, under the hypothesis that a proportion of lesions will remain undetected by FOBT because they will never bleed. To model the existence of systematic false-negative lesions in a cohort Markov model approach would require the specification of separate sets of health states to describe the progression of lesions to which a non-systematic, and a systematic, false-negative rate could be applied, that is, a doubling of the preclinical health states. Using the individual sampling approach, Loeve and colleagues were able to specify the nature of a lesion as an attribute that determined the appropriate false-negative rate for each lesion.

An additional issue common to both the Markov models and individual sampling simulation models identified in the review concerns the level of detail used to model post-diagnosis survival. Only one model identified across all cancer screening models incorporated a treatment model from the point of diagnosis. Most cancer screening models applied a stage-specific survival period from the point of diagnosis, to which mean cost and utility values were applied. Post-diagnosis treatment models facilitate predictive models of survival that are based on current (or future) treatment protocols, whereas observational studies will likely be based on old management pathways that may not reflect current practice.

The most accurate screening model structure, incorporating the strongest possible set of assumptions, may be facilitated by more complex mathematical models. These models comprise a series of related differential equations that incorporate the assumptions made about the natural history (e.g. that there is a distribution of tumour growth rates), screening (e.g. sensitivity is a function of tumour size) and possibly interactions between disease progression and screening (e.g. the timing of presentation with clinical symptoms is a function of the time since last screen). The equations are solved to define probability distributions for each output parameter, for example, tumour sizes for screen-detected and clinically diagnosed cancers, or survival times for screened and non-screened cohorts.

More complex mathematical models describe input parameters as continuous variables that change smoothly over time, which means that parameters that are functions of other parameters, such as age-specific event rates, are modelled to their most exact specification. In a state transition model, applying the same stage-specific mortality rate to screen-detected and clinical diagnosed patients will bias results against screening because screen-detected cases will, on average, be detected earlier within a stage. The estimation of mortality rates as a continuous function of the stage at diagnosis is more likely to overcome this potential source of bias.

Most of the complex mathematical models that have been applied to cancer screening have not estimated the cost utility of screening. Baker, for example, minimises a cost function to identify the optimal screening programme, in which cost values are applied to each screening test undertaken and to each month of life lost.
Parmigiani\textsuperscript{51,52} uses a hybrid approach in which probability densities describing transition rates between health states are derived using a range of complex mathematical techniques, which allows the standard application of cost and utility values to defined health states along person pathways. Output distributions, such as the set of distributions describing the duration of the preclinical phase for women developing breast cancer at different ages, are combined to calculate the number of women transiting from the preclinical to the clinical stage at any point in time. This analytic approach differs from the Baker approach as the latter estimates the parameters for the set of equations that describe the full screening model simultaneously, whereas Parmigiani estimates different sections of the model separately.

**General parameterisation approaches**

This section assesses the merits of alternative general approaches for the population of screening models. Three broad parameterisation approaches can be defined from the review of cancer screening models: the non-calibration, the partial calibration and the complete calibration approaches. The non-calibration approach describes the independent estimation of all input parameters. This is the standard approach to decision analytic modelling for most treatment-based evaluations, although the existence of unobservable screening parameters such as progression between preclinical cancer states and the probabilities of clinical presentation make the non-calibration approach less common in screening models.

Examples of direct estimation methods of unobservable parameters include Parmigiani, who solved an integral equation for the unobservable incidence rate of preclinical tumours that included previously developed theories of the growth rate of breast tumours.\textsuperscript{51,52} Alternatively, the non-calibration approach may rely on expert elicitation to populate the unobservable parameters. The MISCAN colorectal model was populated over the course of a 2-day expert meeting at which all input parameters were defined.\textsuperscript{35,36}

Given the uncertainties around the non-calibrated estimation of unobservable parameters, the process of validation is crucial. Validation is preferably undertaken against output parameters derived from the defined eligible population for the screening programme being evaluated. Such data may include age-specific screen and clinical diagnosis rates and cancer mortality rates. Initial model specifications may result in poor representations of observed data, which requires ‘reconsideration’ of original parameter estimates. This process may be interpreted as calibration, although a key advantage of starting with a full set of input parameters is that it provides a grounded basis for each parameter estimate and an iterative process for re-estimation, which may reduce the problems of identifying the most likely baseline parameter set.

The partial calibration approach is perhaps the most commonly implemented approach to the population of state transition cancer screening models, which involves estimating the observable input parameters directly, and then calibrating the remaining unobservable parameters. The initial MISCAN breast cancer model treated the duration of the preclinical phase (split into two states) and the sensitivity of the screening test in these two states as unobservable.\textsuperscript{46} The best fitting point estimates for these parameters were presented, and also an ‘area of combinations’ of the duration of the preclinical phase and average sensitivity that were in agreement with the results of the observed study.

In the original description of the MISCAN approach, Habbema and colleagues stated that, ideally, the goodness-of-fit would be tested against a series of implemented screening programmes, which would allow the best combination of assumed data inputs to be chosen.\textsuperscript{37} Van Oortmarssen and colleagues implemented this approach using the breast cancer MISCAN model, comparing model predictions with observed data from two alternative Dutch screening programmes.\textsuperscript{45} Parameter estimates calibrated to a previous trial (the HIP trial) resulted in a poor fit, so input parameters were varied systematically to obtain “an adequate overall fit of almost all screening results” from the two screening programmes. Reasons for the lack of fit included that aspects of the implementation of one of the screening programmes were not captured by the structure of the MISCAN model, such as the non-dichotomous interpretation of screening results and the use of alternative screening procedures at repeat screening rounds. It is implicitly assumed that the epidemiology and natural history of breast cancer are similar in the two populations, which may be reasonable as both trials were undertaken in The Netherlands within a similar time frame. However, if trials covering divergent populations and time...
frames are used, it may be necessary for the crossvalidation process to consider factors that are most likely to stay constant across different populations. Genetic, environmental and birth cohort effects will affect incidence rates, but how do such factors affect growth rates?

The full calibration approach is demonstrated by Baker, who used maximum likelihood estimation to calibrate her breast cancer model to datasets describing tumour size for screen-detected cancers, the timing of presentation and tumour size for interval cancers, survival times for screen- and clinically detected cancers, prescreening age-specific cancer incidence and all-cause mortality rates. The likelihood function “is a complicated function of data and model parameters that for this problem requires numerical evaluation of double and triple integrals” (pp. 103–4). An objective measure – the Akaike information criterion (AIC) – of the best-fitting parameterisation is minimised to estimate the baseline set of input parameter values. Baker has published a separate paper that describes a form of sensitivity analysis for models fitted to data by statistical methods, which uses the covariance matrix of the fitted model parameters.11

Intuitively, the full calibration method may be criticised for not incorporating the full range of available data informing the observable input parameters, for example, the wide range of independent studies that have investigated the test characteristics of alternative screening tests. However, the output data used to calibrate the model may be more representative of the eligible population; for example, Baker used data sources from north-west England, and the comparability of the datasets was good because the non-screened cancer incidence rates from 1987 were combined with screened incidence rates from 1988 to 1990. Ideally, the full calibration method should be validated using output data from a range of alternative screening tests. As described for the partial calibration approach, rational explanations for variations between populations should be sought and provided.

Discussion

This chapter has reviewed modelling studies evaluating screening programmes for breast, cervical and colorectal cancer. A summary of the applied modelling approaches provided a background to a comparison of alternative modelling techniques with respect to model structure and broad approaches to populating screening models.

That more complex modelling techniques facilitate a more accurate representation of the process being modelled is no surprise, but models are intended to simplify reality to represent the elements of a process that affect the relevant model outputs, which means that the less complex models are not necessarily inappropriate. However, the additional flexibility of more complex modelling techniques may be more likely to produce alternative policy conclusions in an evaluation of screening programmes than in a treatment-based health technology assessment due to the time-dependent relationship between the natural history of a disease and the implementation of screening.

In theory, adaptations to the implementation of the cohort Markov approach could address many of the observed areas of additional complexity, but the feasibility of building Markov models to the size required to incorporate such extra detail must be questioned. Individual sampling models facilitate the more intuitive representation of the natural history of cancer, but they can only be analysed using first-order Monte Carlo simulation, which increases the time required to build, parameterise, verify, validate and analyse the model, even more so if probabilistic sensitivity analyses and expected value of information (EVI) analyses are to be undertaken.

The third general modelling technique is termed the ‘complex mathematical modelling’ approach. This is the least developed of the techniques with respect to the estimation of the cost-effectiveness of screening. Both Eddy and Parmigiani used analytic approaches to estimate parameter values for state transition models, but only Baker attempted to estimate the cost-effectiveness of screening directly using an analytic approach. The Baker model incorporates a high level of detail with respect to the disease process and its interaction with screening, primarily through the representation of model parameters as continuous variables. However, the estimation of the relative costs of alternative screening programmes was limited and further research is required to develop this potentially valuable methodology. Some further analysis of this general approach is presented in Chapter 3.

The obvious difficulty is in establishing the (in)significance of simplifying assumptions. In
practice, such exclusions are justified (if at all) on the basis of a lack of data or the opinions of experts. More appropriate would be a discussion of the likely direction of broadening the assumptions, that is, which screening programmes would become more or less cost-effective. If possible, an assessment of the magnitude of the impact should also be included. If a reasonable case can be made that a more complex representation of reality would not alter the conclusions drawn from the analysis, then a less complex model may suffice. Available evidence around the areas in which simplifying assumptions have been made should be collated to inform discussion around the appropriateness of the model. Chapters 5 and 6, which cover the presentation of screening models, provide practical examples of how the above issues can be addressed.

The main issue around the common, partial calibration, approach to populating screening models concerns the identification of input parameter point estimates when a wide range of calibrated parameter values provide a similar goodness-of-fit – should the baseline analysis use the combination that maximises the goodness of fit, or the midpoint of the area of combinations that are within a defined threshold of goodness-of-fit? Church suggests that as more than one combination of parameter estimates could result in a similar goodness-of-fit, a full analysis of the uncertainty around the combinations of the fitted parameters is necessary. Probabilistic sensitivity analyses could be undertaken using probability distributions based on the ‘area of combinations’. This approach was not identified in the review, although it is applied in the case study evaluation reported in Chapter 4.

Conclusions

This chapter has highlighted specific areas within natural history-based cancer screening models in which the level of detail facilitated by three broad alternative modelling techniques differs. No empirical evidence of the impact of these differences on resulting estimates of cost-effectiveness was identified, although there appears to be greater potential for differences due to the interaction between the screening programme and the natural history.

Alternative approaches to populating screening models should be judged on the merits of their application; for example, are the data sources relevant and appropriately applied, and has the choice of parameter values been cross-validated?
Chapter 3

Preliminary assessment of complex mathematical modelling methods for the cost–utility analysis of screening

Introduction

The previous chapter reviewed models that have been used to evaluate cancer screening programmes. The majority of the identified studies employed state transition models that used simulation methods to calibrate unknown input parameters to observable model outputs. A less common alternative approach used complex mathematical functions to estimate continuous disease functions. This chapter describes two applications of the alternative approach by Baker\textsuperscript{10} and Parmigiani\textsuperscript{51,52} in some detail and discusses the potential for their extended use in the economic evaluation of screening programmes.

The Baker model

Baker\textsuperscript{10} uses an analytic, variable-based model to evaluate breast cancer screening. Baker starts by setting out a list of assumptions, derived from existing knowledge of breast cancer, which are used to develop the model structure (a set of variables, and mathematical equations representing the relationship between them). The variables are tumour size, age at origination, growth rate, presentation (in the absence of screening), metastasis, survival (with and without cancer) and mammographic sensitivity. These variables are characterised by probability distributions, which may be conditioned on time, or on one of the other model parameters. In Baker’s model, presentation and screen sensitivity are conditioned on tumour size. This is intuitively plausible, as a larger tumour is more likely to be visible on an X-ray, and more likely to cause symptoms.

Disease progression in this model is simple; neither DCIS tumours nor regional (i.e. axillary node) metastases are modelled. Separate survival functions are used for those with and without metastatic cancer. The probability of metastasis is defined as a function of tumour size, but not growth rate. Survival time with metastatic cancer does depend on growth rate, as well as age and size. Survival time without metastatic cancer depends purely on age.

The number of life-years gained through screening is treated as a random variable, and its distribution is derived analytically from the distributions of other variables in the model. Distributions describing the disease functions are selected by fitting them to observed data using a maximum likelihood approach. The key requirement is that a basic set of model variables has been defined, and that it is complete with regard to the data. For example, fitting the model to data on the size of tumours presenting between screens requires tumour origination and growth rates to be specified, in addition to distributions on screening sensitivity and clinical presentation.

Baker uses the approach of deriving the global likelihood function for all the available data. The data used were sourced from three screening centres in north-west England, including tumour size for 761 tumours detected by screening between 1988 and 1990, tumour size and timing of presentation for 413 interval cancers presenting at the same centres, survival data for these 1174 tumours up to 1996, cancer incidence data for 1987 (before screening) and all-cause mortality for women in the region, by age. Distributions for the key model variables (in terms of functional forms and parameter values) were varied in order to maximise the global likelihood function. To be precise, the AIC was maximised. This function adjusts the likelihood for the number of parameters used in the model. It therefore penalises models that increase complexity without improving substantially the fit to the data.

The benefit of screening is in increasing life expectancy by reducing the probability of developing a metastatic cancer. The number of life-years gained through screening was treated as a random variable, and its distribution was derived analytically from the distributions of other variables in the model. The model
incorporated only the costs of each screening test undertaken for each evaluated screening programme. The fitted model suggests that screening every 3 years between the ages of 50 and 65 years (the current policy) is close to optimal if eight screens are equivalent in cost to 1 month of human life. If that cost is equivalent to 16 screens, the optimal strategy is to screen every other year between the ages of 40 and 50 years, and to screen every 3 years between the ages of 50 and 70 years.

Strengths and weaknesses of the Baker approach
A principal advantage of the Baker model is the description of variables as continuous. Many state transition models represent continuous variables such as age and tumour size in terms of banded states. Even discrete variables, such as the number of positive nodes, are usually banded to keep the number of states to manageable levels. Representing these variables as smooth functions of time is a more natural way of modelling this information. If the data gives precise values for these variables, converting them to bands wastes some of the information in the data.

Data are often available only in an aggregated form; for example, tumour size information is often reported in bands. Fitting an underlying continuous variable to this data may still have advantages as it may reduce the number of parameters that need to be fitted in the model; for example, using five bands for tumour size requires five transition rates to be defined. This could be replaced by a size variable that is a function of time with only one or two parameters. The function could be fitted to banded data by integrating over the band range; work using this approach is described below.

Baker’s model characterises uncertainty parametrically, in that variables are given probability density functions with parametric functional forms. This allows a global likelihood function to be derived and minimised for all the available data. In other words, model parameters are fitted jointly using standard statistical techniques. The result is that maximum information is extracted from the data, errors around model parameters are minimised and competing parameter values can be compared in a formal rather than an ad hoc way. The data source for the population of the model may be restrictive for certain parameters, such as all-cause mortality, which in the model is based on a cohort of women from north-west England. A general issue for further research is how the likelihood maximisation approach can be extended within an evidence synthesis framework.

The Baker approach has clear strengths in modelling the natural history of breast cancer and quantifying the impact of screening on disease progression. This is because many key variables cannot be directly observed, and are not naturally represented by a few discrete states. However, the effectiveness of screening is conditional on the treatment options available and as new interventions are developed, the impact of detecting tumours early will change. Screening models should incorporate a fully developed treatment model, including all prognostic factors that affect treatment options and success rates. The benefit over state transition models is less clear when modelling outcomes post-detection. Here, parameters are largely observable and can be fitted directly. Also, in practice, costs and utilities attach naturally to disease states. One approach would be to develop hybrids that combine the advantages of both types of model.

The Parmigiani model
Parmigiani\textsuperscript{51,52} modelled probability densities for the incidence of preclinical cancer analytically as continuous functions, which were then discretised to populate an individual sampling simulation model. The Parmigiani model describes the simple transition of patients from healthy to preclinical disease to clinical breast cancer to death, with death occurring from any of the three states, while incorporating additional detail at the level of the individual:

- Transitions from healthy to preclinical are a function of age, that is, alternative transition probabilities are specified for different ages (the model follows individuals from birth).
- Transitions from preclinical to clinical are a function of age at transition to preclinical, that is, alternative transition probabilities are specified for different time periods given the age at which preclinical disease developed.
- Transitions from clinical to death are a function of age at transition to preclinical, time spent in the preclinical state and the set of prognostic factors at diagnosis. The set of prognostic factors is defined as a function of age at transition to preclinical and time spent in the preclinical state, that is, each individual samples a set of prognostic factors based on time in the previous states.
The following sections describe the analytic, and other, methods used to estimate different components of the individual sampling model.

**Estimating transition probabilities to the preclinical state via deconvolution**

Parmigiani states that observed distributions are available for the probability densities of:

- New clinical cases of cancer.
- Other-cause mortality (assumed to be the same for persons with and without preclinical breast cancer).
- The time in the preclinical state conditional on moving to the clinical state (three alternative assumptions/approaches are described for estimating this distribution).

Given these three densities, an integral equation is developed in which the distribution of transitions from healthy to preclinical (as a function of age) is the only unknown expression, and hence which can be solved to estimate the unknown expression. A process for discretising the integral equation is described in which the equation is reduced to a matrix inversion problem. Because the inversion is typically ill behaved, a singular value decomposition followed by thresholding of low eigenvalues is useful. Once that is done, the distributions describing transitions from healthy to preclinical and from preclinical to death can be used to determine the distribution of transitions from healthy to death.” (Parmigiani, 52 p. 204.)

**Estimating the density of transition probabilities for progression from preclinical to clinical**

Three published models of the sojourn time are considered that inform a scenario-based sensitivity analysis.

**Exponential**

Based on methods reported by Day and Walter, Parmigiani highlights deficiencies in the assumption of an exponential sojourn time distribution, for example, the implausible assumption of a mode at zero, and the fast decay of the tail that does not adequately account for the slow-growing tumours. It is also noted that better screening tests that allow the earlier detection of cancer (e.g. smaller tumours are detectable) increase the length of the preclinical phase (which starts when the tumour becomes detectable), so estimates based on old screening data will be inaccurate.

**Spratt**

Spratt and colleagues define a log-normal distribution for the preclinical sojourn time (the choice of log-normal is based on independent evidence on the growth rate of tumours), which defines the duration of the preclinical phase given the mean and standard deviation of the age at transition to preclinical (a different mean and standard deviation are specified for eight different age groups). The distribution is elaborated slightly to index the sojourn time distribution to an arbitrary age, and to “stabilise the location parameter (mean age at transition to preclinical) and make it monotone in age at transition to preclinical”.

**Peer**

Peer and colleagues estimated the median doubling times [and 95% confidence intervals (CIs)] for tumours in three age groups using screening trial data. Assuming tumours ≥5 mm are detectable, that symptoms develop at 20 mm and exponential growth, Peer and colleagues developed a distribution of time in the preclinical state. Parmigiani fitted a predictive distribution of sojourn time using a log-normal with median and upper 95% quantile to match Peer and colleagues.

The estimated densities of transitions from preclinical to clinical were plotted against observed cancer incidence rates and show that the two approaches based on the exponential distribution provide the best approximation to the observed density.

**The screening test sensitivity model**

Parmigiani tests two scenarios with respect to defining sensitivity. First, he assumes that sensitivity varies randomly between women with a uniform distribution between 0 and 1. Second, he specifies a logit function where sensitivity is a smooth increasing function of both age and tumour size. The parameters for the equation are “loosely based” on published work, where the coefficients fit a sensitivity of 0.1 for a 0.5 cm tumour at age 60 years, a sensitivity of 0.9 for a 1.5-cm tumour at age 60 years, and a sensitivity of 0.64 for a 1-cm tumour at age 45 years. False-negative results are assumed to be independent of each other.

**The axillary lymph node involvement model**

This model describes a conditional probability distribution for the number of axillary lymph nodes that are found to involve metastases, which
is populated using empirical cell probabilities by age and tumour size.

**Survival model**

Survival considers four prognostic factors: tumour size at diagnosis; age at diagnosis; the number of positive lymph nodes; and whether the tumour is oestrogen receptor positive. A Cox regression model, with each of the prognostic factors as explanatory variables, based on combined clinical trials data is used to estimate survival. The use of trial data allows the estimated hazard rates to account for alternative treatment options.

**Discussion**

This chapter has illustrated the use of complex mathematical models as a means of evaluating the cost–utility of screening programmes. The model presented by Baker\(^{10}\) solved a set of equations to describe the survival profile of a population of women in the absence of a breast cancer screening programme. The impacts of a range of screening programmes on that survival profile were tested. The model incorporated relevant parameters as continuous functions that change smoothly over time, although two aspects that reduce the applicability of this approach in its current stage of development include the:

- Feasibility of integrating detailed cost and utility information in order to provide more reliable estimates of the cost–utility of screening.
- Ability to incorporate additional detail in the description of the disease process; for example, the current model does not describe nodal status or treatment pathways postdiagnosis.

The already complex nature of the Baker model may mean that such model improvements are infeasible.

There are two other options for using complex mathematical models to inform cost–utility analyses of screening programmes. First, models such as that developed by Baker\(^{10}\) may be used to estimate the age- and stage-specific distribution of detected cases of disease, which may than be further evaluated in a state transition model that more easily incorporates the estimation of costs and effects during the treatment phase of the disease. Although no examples of this form of cost–utility model were identified during the literature review, Duffy and colleagues describe the estimation of Markov chain models that describes progression from no disease to preclinical disease to clinical disease.\(^{73}\) These models are fitted to data collected from screening programmes to estimate instantaneous transition rates between the included states simultaneously. The transition rates can be converted to transition probabilities over defined periods by solving a potentially complex set of Kolmogorov equations.\(^{74}\) A five-state model is described that differentiates between node-negative and node-positive tumours, although further disaggregation of tumour states is possible. Duffy and colleagues state that “the algebraic and computing complexity render it impractical to obtain estimates for numbers of states in excess of 10 without imposing substantial further assumptions” (p. 44). An application of this work relating to the progression of colorectal tumours is presented in Chapter 4.

Second, as demonstrated by Parmigiani,\(^{51,52}\) complex mathematical functions may be used to estimate separate components of a disease’s natural history, which may then be used as inputs to state transition models (probably individual sampling simulation models). A large body of work already exists around the use of complex mathematical techniques to estimate different components of the natural history of cancer. The scope of the current review did not include an assessment of these modelling approaches, although work in this area published by staff at the Medical Research Council Biostatistics Unit provides a useful introduction to the types of models that have been developed, and how these models could inform parameters within a state transition screening model.

Early work concentrated on the joint estimation of disease sojourn time (the duration of the preclinical screen-detectable period) and the sensitivity of screening tests, primarily in the area of breast cancer screening.\(^{75}\) Prevost and colleagues applied alternative models and estimation approaches for combined valuations of instantaneous transition rates from preclinical to clinical disease and test sensitivity for CRC.\(^{76}\) Prevost and colleagues report a reasonable fit to the observed data, although they identify areas in which adaptations to the models may improve the goodness-of-fit. Sojourn time (or an aggregate estimate of the rate of clinical presentation) is unlikely to be specified directly as a screening model input parameter, although estimates of sojourn time in combination with estimates of test sensitivity may be used as additional parameters to calibrate a screening model. Gyrd-Hansen and colleagues\(^{24,25}\) used earlier methods developed by...
Day and Walter\textsuperscript{70} to obtain joint estimates of test sensitivity and sojourn time for CRC, although these parameters were applied directly in a simplified natural history model (see the section ‘Colorectal cancer’, p. 7).

Madan developed a simple analytic model of breast cancer that provides an illustration of how established statistical methodology may be used as part of an iterative process where analytic modelling is initially used to explore and structure the problem, not to provide immediate solutions.\textsuperscript{77} The output of interest was the distribution of the sojourn time, which was derived from distributions for the growth rate and point of presentation of the tumour. These input functions were fitted, using a similar process of likelihood maximisation to Baker, to data from the UK Breast Cancer Screening Programme describing the results of 1.35 million mammographies carried out in 2002–3. The data were banded both by age and by size of tumour detected. Nevertheless, an analytic natural history model was fitted using various functional forms for the key variables. It was shown that the distribution of tumour size for screen-detected cancers could not be reconciled with an assumption of exponential tumour growth (as used by Baker\textsuperscript{10} and Parmigiani\textsuperscript{51,52} amongst others). Instead, the data were consistent with a slower growth pattern, implying a longer sojourn time. Comparing prevalence and incidence screens for women of the same age supported the idea that the sojourn time may be longer than implied by a number of models in the literature, with an approximately log-normal distribution.

**Conclusions**

The main conclusion drawn from this chapter is that complex mathematical modelling of the natural history of diseases has considerable potential to inform economic analyses of screening programmes, but they are underdeveloped with respect to cost–utility analyses. Further research is needed to explore the potential for full analytic models to describe additional complexities in the disease process and to provide the full range of outputs required for the cost–utility analysis of screening programmes. Further applications of partial analytic models would also be of significant interest.
Chapter 4

The analysts’ perspective: a case study assessment of modelling screening for colorectal cancer

Introduction

This chapter presents a case study of a screening model for CRC, which was developed as part of a secondary cost-effectiveness analysis of screening for CRC over a 6-month period. The focus of the case study is on data sources and estimation procedures for model input parameters.

The question addressed by the case study evaluation is ‘what is the likely impact of introducing various alternative CRC screening programmes in terms of incidence of cancer and mortality resulting from cancer, and in terms of costs and cost-effectiveness, for the typical population of England?’ The objective is the evaluation of a range of screening programmes using FOBT and FSIG, individually and in combination, for a range of age groups.

The following section defines the model structure for the case study evaluation. The subsequent sections describe available evidence around alternative categories of input parameters, previous approaches to estimating parameter values and how the parameters were handled in the case study evaluation. These sections highlight a number of parameters that are either unobservable or for which there is great uncertainty, and the third main section describes the process of calibration for screening models. The discussion section describes limitations of the case study approach, and potential alternative approaches to various aspects of the reported evaluation of screening for CRC.

Model structure

A cohort Markov model described pathways from normal colonic epithelium to adenomatous polyp to malignant carcinoma in the general population of England. Screening interventions (and subsequent adenoma surveillance for high-risk individuals) overlaid the natural history model to estimate costs and health outcomes accrued beyond the age of 50 years over a 50-year time horizon, at which point almost all of the original cohort reached the absorption state ‘death’.

Natural history model

Figure 4 describes the possible transitions allowed during each annual Markov cycle. Adenomas were classified as either low-risk or high-risk, whilst cancer states were modelled according to the Turnbull modification of Dukes’ staging, in which metastatic disease is classified as Stage D. Lesions may develop in either the distal and proximal colon to account for the reach of FSIG. Only single lesions were described in affected individuals, although the impact of sentinel distal lesions that lead to the identification of proximal lesions by FSIG was modelled.

Due to the lack of direct evidence concerning the rate at which apparently de novo cancers develop, the model assumed that all cancers arise from pre-existing adenomas. Individuals may present clinically from any adenoma or cancer state.

Screening intervention model

A screening intervention model was superimposed on the CRC natural history model, which described the detection and removal of polyps, and the detection and treatment of CRC. A simplified schematic of the screening model is shown in Figure 5.

The impact of the different screening tests, follow-up colonoscopy and treatment of polyps and cancers were modelled by redistributing the model cohort across the health states at the point of screening. Individuals with a detected low-risk adenoma were assumed to undergo polypectomy and subsequently moved to a ‘low-risk post-polypectomy’ health state. Individuals identified with high-risk adenomas moved to a ‘high-risk post-polypectomy’ health state. Individuals remaining polyp-free for 6 years re-entered the natural history model in the normal epithelium state. Tunnel states were used to model a higher probability of recurrence in the first year after polypectomy compared to subsequent years.
Individuals in whom CRC was detected by FSIG, follow-up colonoscopy or surveillance colonoscopy entered one of four ‘screen-detected clinical management’ health states depending on the stage of the disease at the point of detection. The model assumed no further surveillance of adenomas is undertaken beyond 80 years of age.

**Assessment of research evidence**

The following sections assess the research evidence for the range of categories of input parameters included in a CRC screening model. The general approach to populating the model involved the direct specification of probability distributions for parameters for which good-quality, consistent evidence was available. Feasible ranges for parameters for which evidence was either limited or inconsistent were derived from the literature and subsequently calibrated against published estimates of CRC incidence and mortality. Wide ranges were specified for parameters for which no evidence was available, which were also calibrated against published outcome data. General methods for calibrating unobserved parameters are
discussed in the section 'Progression through undiagnosed cancer states and symptomatic presentation' (p. 31).

**Incidence of adenomatous polyps**

Several studies of individuals undergoing surveillance colonoscopy have been published, although such studies are likely to overestimate the prevalence of colorectal adenomas as study subjects are typically at higher risk of CRC than the general population. Autopsy studies present an alternative and potentially more representative source of age-specific incidence rates, although the available studies are old. Also, as the entire large bowel is removed prior to examination, the identification of adenomas is not dependent on the sensitivity of endoscopy. Autopsy studies typically report information on the prevalence of hyperplastic and adenomatous polyps for different age groups from which crude polyp incidence rates may be estimated.

Sonnenberg and colleagues, Vijan and colleagues, and Ladabaum and colleagues used autopsy studies to estimate age-specific incidence of polyps, although no estimation methods are described and it is not clear how the incidence of hyperplastic polyps is handled. Wagner and colleagues state that the prevalence of polyps can be estimated from either autopsy studies or clinical trials, though their estimate appears to be based solely on autopsy records. Frazier states that age- and sex-specific prevalence rates of adenomatous polyps were estimated using a weighted logistic regression analysis of six autopsy studies. The OTA model differentiates between weighted logistic regression analysis of six autopsy adenomatous polyps were estimated using a model to ‘build up’ the prevalence of adenomas within the current general population due to birth cohort effects. Many of the studies suggest a reduction in the incidence of polyps within the older age groups, suggesting that the incidence of adenomas begins to plateau around the age of 65–75 years.

For the case study evaluation, six autopsy studies were identified (three US studies, Norwegian and one English). Due to the limited reporting of the distributions of subjects within each age group, the prevalence within each age group is assumed to occur at the class midpoint. The comparison of results from autopsy studies (Figure 6) shows considerable differences in adenoma prevalence by age between the studies. Much of this variation is likely to be due to the limited sample sizes, particularly the small number of individuals within each age group, and geographical factors. Several of the studies are old, and may not reflect the prevalence of adenomas within the current general population due to birth cohort effects. Many of the studies suggest a reduction in the incidence of polyps within the older age groups, suggesting that the incidence of adenomas begins to plateau around the age of 65–75 years.

Given the limited information reported by the autopsy studies and the inconsistencies in the results, it is difficult to estimate the number of preclinical cancers at age 50 years. Thus, rather than estimating the prevalence of adenomas at age 50 years, the case study model begins at age 30 years, assuming that no individuals have either cancer or polyps. This assumption allows the model to ‘build up’ the prevalence of adenomas and preclinical cancers to the point at which
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screening programmes are introduced. In estimating the incidence of adenomas, greatest weight was given to the study reported by Williams and colleagues, as this is the only study of an English population. The model assumes an annual incidence rate of around 1.5%, although this estimate was varied within the calibration process. From the age of 60 years onwards, the model assumes a proportionate reduction in the polyp incidence rate of 1.5% per year to reflect a general plateau trend apparent in Figure 6.

The autopsy studies provide limited information on adenoma location within each of the age groups. Given the assumption that all cancers arise from pre-existing adenomas, together with the assumption that progression rates in the proximal and distal colon are equivalent (again due to a paucity of direct evidence), the proportion of adenomas located in the distal and proximal colon was estimated by calibrating the model against published location-specific colorectal cancer incidence data.

### Polyp growth and transition to cancer rates

Frazier based estimates of mean annual transition rates of low-risk to high-risk polyps, and from high-risk polyps to early cancer on studies of polyps left in situ. Wagner and colleagues stated that a constant duration of 6 years was assumed for all polyps destined to become cancers, which is referenced to “isolated reports of cases in which a patient refused treatment for adenoma”. The OIA model report cites evidence of variation in growth rates, but also assumed a constant duration informed by subjective interpretations of observational studies of persons refusing treatment and a post-polypectomy surveillance study.

Khandker and colleagues estimated a probability distribution describing the rate at which large polyps progress to cancer as predicted by a simple regression model reported by Whynes and colleagues, which was based on 20-year follow-up data of unresected polyps. The rate for small polyps was assumed to be one-tenth of the rate for large polyps. Vijan and colleagues fitted the rate of conversion of polyps to cancer to observed cancer incidence rates, given the proportion of cancers that originate from polyps and a 10-year duration for polyps to transform from benign to malignant (based on expert opinion and indirect evidence showing the protective effect of screening). Ladabaum and colleagues imply that transition probabilities between the normal, polyp and cancer states were fitted to observed data describing polyp and cancer rates.

An expert panel was assembled to inform the MISCAN model, who defined a mean sojourn time of 20 years between the onset of an adenomatous polyp and the clinical diagnosis of cancer, while the mean duration of an adenomatous polyp is stated to be 16.4 years. The proportion of cancers arising directly from the 6–9- and the ≥10-mm polyp stages, and the proportion of hyperplastic polyps that remain in the 6–9-mm group, or progress to the ≥10-mm stage, were also estimated by the expert group.
Ness and colleagues reference studies informing assumptions of mean sojourn times of 26 and 52 years for the fast- and slow-growing adenomas, although no details of the type of data are reported.

For the case study evaluation, three studies reporting growth rates of polyps left in situ were identified. Knoernschild reported the largest number of polyps over the longest follow-up period, and so these data were used to inform progression rates between low- and high-risk polyps. A total of 213 of 257 patients underwent a repeat sigmoidoscopy between 3 and 5 years, which showed that approximately 1% of small low-risk polyps progressed to high-risk polyps each year. As with the estimates of polyp incidence, this estimate was allowed to vary during the model calibration process.

The rate of malignant transformation from adenoma to carcinoma was based on a retrospective review of records over a 6-year period in 226 patients with diagnosed colonic polyps ≥10 mm in diameter, in whom periodic radiographic colonic examination was elected over surgical excision. In most cases the polyp was left in situ due to poor medical condition which precluded resection. About 2.5, 8 and 24% of the remaining study cohort had developed invasive colorectal cancer at 5, 10 and 20 years, respectively. Only 14 of 226 patients were followed up to 20 years. Loss to follow-up was primarily attributable to the subsequent excision of non-malignant polyps due to growth, which likely led to an underestimate of invasive cancer rates, that is, the highest risk polyps were removed prior to transition to cancer. However, presented rates implicitly assume that polyp incidence was at the time of entry to the study, whereas some of the individuals may have had adenomas for a long period before entering the study. This assumption leads to an overestimate of polyp transition rates. At best, Stryker and colleagues demonstrate that the adenoma–carcinoma sequence is generally slow, and may take 10 years or longer.

Exponential and Weibull survival curves were fitted to the published data points using the least-squares approach in order to extrapolate the risk of developing cancer beyond the follow-up period. Figure 7 shows that the Weibull and exponential survival curves are similar, suggesting a constant risk of invasive cancer of roughly 1.5% per year. Due to the uncertainty around this estimate, the transition probability from high-risk adenoma to colorectal cancer was included in the model calibration process.

Progression through undiagnosed cancer states and symptomatic presentation

There exists no direct empirical evidence describing the rate at which patients progress through preclinical cancer states prior to
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**FIGURE 7** Fitted survival curve to estimate progression of adenomas to invasive cancer
diagnosis, or the probability that an individual with preclinical disease will present symptomatically within a given period. These parameters were estimated as part of a full model calibration in most of the reviewed screening models, although Loeve and colleagues undertook a partial fitting process to estimate sojourn times in cancer states (I–IV) based on the ratio between the state-specific detection rate at first screening in FOBT trials and the background incidence, accounting for the sensitivity of FOBT for all cancer stages.\textsuperscript{35,36}

In the case study evaluation, preclinical progression rates were fitted during the model calibration process without specifying clinically plausible ranges. Clinically plausible ranges describing the probability of symptomatic presentation with CRC were based on an existing screening modelling study,\textsuperscript{29} and were allowed to vary stochastically during the model calibration process.

An alternative partial calibration approach was also applied, which built on the use of Markov chain models that describe progression from no disease to preclinical disease to clinical disease, as described in the section ‘Discussion’ (p. 24).\textsuperscript{73,92} The states and transitions represented in the CRC Markov chain natural history model are presented in Table 2. Duffy and colleagues reported a five-state model describing breast cancer natural history;\textsuperscript{73} the CRC adaptation was a nine-state continuous time Markov model. The prototype model estimates the probability that in a very small period an individual can only move from their current state to the next worse health state or present symptomatically (represented as $\lambda_j$). Markov chain Monte Carlo (MCMC) simulation was used to fit the transition rates $\lambda_1$–$\lambda_8$, and screening test sensitivity rates to event probabilities from screening trials and national incidence data. The annual transition probabilities presented in Table 3 were estimated by solving Chapman--Kolmogorov equations.

These preliminary results overestimated incidence for low ages and underestimated for high ages, as demonstrated in Figure 8.

This developmental work demonstrated the feasibility of this type of approach, although further work is required to develop an evidence synthesis model of the natural history of CRC that can be incorporated in a cost--utility analysis of screening programmes for CRC. Applied developments may include amendments to the model structure, the estimation of age-specific transition rates and incorporating additional data sources. Methodological developments include assessing convergences to supporting distributions on the MCMC sampler, the use of more formal model comparison techniques and undertaking probabilistic sensitivity analysis of health economic outcomes incorporating correlation in the uncertainty in natural history parameters and test characteristics.

**Correlations between the distal and proximal colon**

The case study Markov model did not explicitly model the incidence and development of separate lesions within individuals. To overcome this limitation, the model described a proportion of proximal lesions as having sentinel distal lesions,\textsuperscript{93,94} which lead to the detection of proximal lesions during further investigation and workup following FSIG. This input parameter is informed by Dinning and colleagues,\textsuperscript{93} who undertook a retrospective study of 634 colorectal adenomas and found no ‘sentinel’ distal lesion in 72% of cases of proximal cancer.

<table>
<thead>
<tr>
<th>State</th>
<th>Possible transitions to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well</td>
<td>Low-risk polyp ($\lambda_1$)</td>
</tr>
<tr>
<td>Low-risk polyp</td>
<td>High-risk polyp ($\lambda_2$)</td>
</tr>
<tr>
<td>High-risk polyp</td>
<td>Dukes’ type A preclinical ($\lambda_3$)</td>
</tr>
<tr>
<td>Dukes’ type A preclinical</td>
<td>Dukes’ type A clinical ($\lambda_4$); Dukes’ type B or C preclinical ($\lambda_5$)</td>
</tr>
<tr>
<td>Dukes’ type A clinical</td>
<td>Dukes’ type B or C preclinical ($\lambda_6$); Dukes’ type D preclinical ($\lambda_7$)</td>
</tr>
<tr>
<td>Dukes’ type B or C preclinical</td>
<td>Dukes’ type B or C clinical ($\lambda_8$)</td>
</tr>
<tr>
<td>Dukes’ type B or C clinical</td>
<td>Dukes’ type D clinical ($\lambda_9$)</td>
</tr>
<tr>
<td>Dukes’ type D preclinical</td>
<td>Dukes’ type B or C clinical ($\lambda_9$)</td>
</tr>
<tr>
<td>Dukes’ type D clinical</td>
<td>–</td>
</tr>
</tbody>
</table>
### TABLE 3 Estimated 1-year transition probabilities from prototype Bayesian synthesis model

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>Low-risk</th>
<th>High-risk</th>
<th>Preclinical A</th>
<th>Preclinical B&amp;C</th>
<th>Preclinical D</th>
<th>Clinical A</th>
<th>Clinical B&amp;C</th>
<th>Clinical D</th>
<th>Dead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.9935</td>
<td>0.002407</td>
<td>6.88 × 10⁻⁵</td>
<td>3.31 × 10⁻⁷</td>
<td>1.69 × 10⁻⁷</td>
<td>1.03 × 10⁻⁷</td>
<td>8.41 × 10⁻⁸</td>
<td>2.57 × 10⁻⁷</td>
<td>1.64 × 10⁻⁷</td>
<td>0.004</td>
</tr>
<tr>
<td>Low-risk</td>
<td>0</td>
<td>0.9421</td>
<td>0.05261</td>
<td>3.10 × 10⁻⁴</td>
<td>1.67 × 10⁻⁴</td>
<td>1.23 × 10⁻⁴</td>
<td>1.11 × 10⁻⁴</td>
<td>3.59 × 10⁻⁴</td>
<td>2.58 × 10⁻⁴</td>
<td>0.004</td>
</tr>
<tr>
<td>High-risk</td>
<td>0</td>
<td>0</td>
<td>0.9498</td>
<td>0.005969</td>
<td>0.003844</td>
<td>0.003335</td>
<td>0.004353</td>
<td>0.01566</td>
<td>0.0131</td>
<td>0.004</td>
</tr>
<tr>
<td>Preclinical A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.58 × 10⁻⁴</td>
<td>0.001017</td>
<td>0.007843</td>
<td>0.1047</td>
<td>0.4262</td>
<td>0.4422</td>
<td>0.004</td>
</tr>
<tr>
<td>Preclinical B&amp;C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.741 × 10⁻⁶</td>
<td>0.0002028</td>
<td>0</td>
<td>0.4517</td>
<td>0.4754</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>Preclinical D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.63 × 10⁻⁴</td>
<td>0</td>
<td>0.5754</td>
<td>0.424</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.996</td>
<td>0</td>
<td>0</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>Clinical B&amp;C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.936</td>
<td>0</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>Clinical D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.576</td>
<td>0.424</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dead</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Recurrence rates of adenomas following polypectomy

Goldie and Kuntz highlight a potential error relating to the application of higher transition probabilities to the cancerous states for individuals with a previously removed polyp, which may result in counterintuitive results. Defining a progression ratio as

\[
\text{progression ratio} = \frac{\Pr(\text{progression to cancer} | \text{previous polyp})}{\Pr(\text{progression to cancer} | \text{no previous polyp})}
\]

As the progression ratio increases, the aggregate risk of cancer for individuals with precancerous lesions would be less if they remained undetected than if they were all detected and a proportion of that population experienced new lesions and the higher risk of progression. Goldie and Kuntz conclude that unless there is specific information describing differential progression rates in the two populations, it is advisable to assume constant transition probabilities across all individuals with precancerous lesions.

In the case of colorectal cancer, empirical evidence strongly suggests that individuals with a history of adenomatous polyps are more likely to develop subsequent polyps than individuals without polyps. Estimates of recurrence rates for individuals with low-risk and high-risk adenomas following polypectomy were derived from a comparative study of the effectiveness of colonoscopy performed after the colonoscopic removal of adenomatous polyps. From this study, adenomas larger than 10 mm are defined as high-risk and other polyps are classified as low-risk. The risk of developing a new low-risk adenoma given a history of prior low-risk adenomas was estimated to be 18% in the first year following excision and 5% each year thereafter. For individuals with previously excised high-risk polyps, the risk of developing a new low-risk polyp was estimated at 25% in the first year after excision and 6% per year thereafter.

Test characteristics

The majority of the reviewed screening models referenced sensitivity and specificity rates to various sources but provided no explanation of the estimation methods and assumptions. Gyrd-Hansen and colleagues used methods of maximum likelihood estimation to estimate test sensitivity and sojourn time, which were applied to a simplified natural history model. More complex methods, as reported in the section ‘Progression through undiagnosed cancer states and symptomatic presentation’ (p. 31), would be required to apply these methods to the case study model. Shimbo and colleagues estimated binomial confidence intervals using the sum of total cases, although details of the data included are not provided.
The following sections describe identified data sources for the estimation of sensitivity and specificity for FOBT, FSIG and colonoscopy.

**Faecal occult blood testing**

Three general methods for the estimation of screening test sensitivity are:

- ‘screening’ patients with known CRC
- ‘screening’ before and independently from diagnostic evaluation
- diagnostic work-up of test-positive individuals and the follow-up of test-negative individuals to identify missed cases.

Windeler and Kobberling report a mean sensitivity rate of 76% of Hemoccult FOBT for cancer from a meta-analysis of 10 studies of patients with known CRC, while meta-analysis of 12 studies reporting tests undertaken prior to diagnostic evaluation estimates a sensitivity rate of 65%. Sensitivity rates of 10 and 20% are reported for all adenomas and adenomas larger than 1 cm, respectively.

Two studies reported by Allison and colleagues estimated sensitivity on the selected work-up of positive screen results and the follow-up of test-negative individuals. The combined studies included 23,292 individuals screened using Hemoccult II with follow-up to 2 years. The combined results suggest that the sensitivity of FOBT in detecting CRC is 40.51%, which informed the case study evaluation. The combined sensitivity for adenomas was estimated to be approximately 29.2%, although as very few polyps present symptomatically this is likely to be a considerable overestimate. In the absence of more robust methods for evaluating the true sensitivity of the test, the case study model assumed a sensitivity in detecting adenomas of 10%, which is in line with the meta-analysis and several other modelling studies.

Alternative approaches include combining the observed screen-detection rate of adenomas with the estimated prevalence in the screening model. From the section ‘Incidence of adenomatous polyps’ (p. 29), the prevalence of adenomas at age 55 years is estimated to be around 25%, and Allison and colleagues report a detection rate of 0.3%. Test sensitivity for adenomas is estimated as 0.3/25 = 1.3%.

Work-up bias is introduced when subjects with positive or negative diagnostic test results are selectively referred to receive verification by the validating criterion. If it can be assumed that the patients undergoing the reference test are randomly sampled from their respective populations of positive and negative screen results, then the Bayes theorem equation can be used to estimate sensitivity and specificity:

\[ P(R+/D+) = \frac{P(R+) \times (P(D+/R+, V+))}{P(R+) \times (P(D+/R+, V+)) + P(R-) \times (P(D-/R-, V+))} \]

where \( P(R+) = \) probability of a positive screen result in the full population, \( P(D+/R+, V+) = \) positive predictive value in the biopsy population, \( P(R-) = \) probability of a negative screen result in the full population and \( P(D+/R-, V+) = 1 \) minus negative predictive value (NPV) in the biopsy population.

In some cases, samples are not randomly selected; for example, in split sample studies, tests that are negative for one screening test may be positive for the other screening test and hence sent for biopsy, such that the negative screens sent for biopsy are not representative. The NPV will tend to be underestimated, which lowers the estimated sensitivity. In such cases, an adaptation to the work-up bias correction method assumes a constant NPV for studies with suspected diagnostic work-up bias. A range of estimated NPV values may be used to assess the robustness of the resulting estimates of sensitivity and specificity.

**Colonoscopy and flexible sigmoidoscopy sensitivity**

The sensitivity of colonoscopy and FSIG is dependent on the adequacy of the bowel preparation and the competence and experience of the endoscopist. Recent evidence suggests that detection rates may vary considerably between different centres. Two studies assessed colonoscopic miss rates of adenomas using back-to-back colonoscopies undertaken on the same day. A third study undertook a retrospective analysis of colonoscopic miss rates in individuals with a new diagnosis of colorectal cancer over a 3-year follow-up period. This study suggests that the miss rate may be dependent on the location of the adenoma or cancer, with higher miss rates in the proximal colon. The data from these studies were combined to estimate separate miss rates for small and large adenomas and for cancer. Higher miss rates were also estimated for large polyps and cancers located in the proximal colon. Due to limited evidence on the sensitivity and specificity of FSIG in usual clinical practice, with current evidence restricted only to case–control studies, miss rates for FSIG were...
assumed to be identical with those for colonoscopy within the distal colon.

**Inadequate rates for endoscopy**
In a small number of cases, endoscopic examination may need to be repeated due to inadequate bowel preparation. The UK FSIG trial\textsuperscript{109} reported that approximately 5% of tests had to be repeated due to inadequate bowel preparation. In cases whereby colonoscopy is incomplete due to inadequate bowel preparation, it is likely that barium enema would be used instead (Atkin W, Colorectal Cancer Unit, St Mark’s Hospital, Harrow: personal communication, 2004). Recent guidance on the use of endoscopy in England and Wales estimated that approximately 10% of colonoscopies are not completed due to inadequate bowel preparation.

**Harm caused by screening**
Similar estimates of the probability of perforation following FSIG of 0.002% were reported by two separate studies, involving a combined total of almost 150,000 tests.\textsuperscript{109,110} The UK FSIG trial also reported four perforations in 2377 colonoscopies (with polypectomy).\textsuperscript{109} The model assumed that the risk of perforation associated with colonoscopy with polypectomy is 0.168%. Based on expert opinion, the probability of perforation for colonoscopy without polypectomy was assumed to be half of the risk of colonoscopy with polypectomy.

Probabilities of 0.0295 and 0.439% for hospital admissions due to bleeding following FSIG and colonoscopy, respectively, were also informed by the UK FSIG screening trial.\textsuperscript{109}

**Mortality**
The model incorporates three causes of mortality: death due to causes other than CRC, death due to CRC and death due to perforation of the bowel. Age-specific probabilities of dying from causes other than CRC were estimated using standard life expectancy tables obtained from the Government Actuary's Department,\textsuperscript{111} subtracting the age- and sex-specific risk of death due to CRC using mortality estimates obtained from the Office for National Statistics (ONS).

Probabilities of death due to perforation of the large bowel were derived from a US study.\textsuperscript{97} Of the 77 perforations due to colonoscopy, four patients died within 14 days (5.19%). Of the 31 perforations following FSIG, two patients died within 14 days (6.45%). Due to the limited number of subjects included in the analysis, a common probability of dying following bowel perforation of 5.82% was applied.

Most studies used stage-specific mortality rates, primarily derived from the US National Cancer Institute’s Surveillance, Epidemiology and End Results (SEER) database. Variations include Khandker and colleagues,\textsuperscript{33} who state that 5-year survival rates were based on stage at diagnosis and years with cancer, although it is unclear how the impact of the duration of cancer was implemented. Wagner and colleagues compared age-specific 5-year survival probabilities for late-stage cancer with the expected age-specific survival for the normal population, to estimate the gain in life-years from the prevention of a single case of late-stage CRC.\textsuperscript{30} The surviving proportion at 5 years was assumed to be cured, and the dead proportion was assumed to die at 3 years.

UK data from an audit study undertaken in the Wessex region between 1991 and 1995 informed the case study evaluation. This study estimated crude CRC mortality rates from patient-level data describing 5-year follow-up of 5173 patients.\textsuperscript{112} Survival analyses for deaths due to CRC and to other causes were undertaken by age and stage at diagnosis using data from 4872 patients. Estimates of mortality (averaged across all age groups) are given in Table 4. The estimated annual mortality rates were allowed to vary within tight ranges within the model calibration process.

**Uptake rates for screening and follow-up**
None of the reviewed studies linked uptake rates to cost or disease progression parameters. Some
studies simply assumed 100% uptake,\textsuperscript{27,33} Vijan and colleagues assumed less than 100% uptake, but assumed a constant uptake rate across programmes,\textsuperscript{28} whereas Frazier specified separate uptake rates for different screening programmes observed in clinical trials.\textsuperscript{29} Frazier also states that it may be important to specify uptake rates by screening round for screening programmes that involve repeat screening rounds.

Due to the timescale of the case study evaluation, uptake rates were also modelled as independent parameters. It was assumed that a proportion of individuals will never attend screening, whilst the remaining proportion has full compliance with all screening rounds. The same uptake rate of 60% was assumed for both FOBT and FSIG, based on similar compliance rates in the demonstration pilot\textsuperscript{103} and the Nottingham RCT\textsuperscript{113} for FOBT. The UK FSIG trial\textsuperscript{109} included only those individuals who had expressed a prior interest in screening, so compliance rates observed within the trial are unlikely to reflect compliance rates for a national screening programme.

A 77.5% attendance rate for follow-up colonoscopy was derived from the UK demonstration pilot,\textsuperscript{103} which is similar to that reported by Lund and colleagues.\textsuperscript{114} The same compliance rate was assumed in the case study model for colonoscopy following a positive screening test, and as surveillance of individuals in whom high-risk adenomas are detected.

**Costs**

The timescale of the case study evaluation precluded a detailed cost analysis, and so resource assumptions were based primarily on the costing assumptions detailed within the FOBT CRC Pilot Evaluation Report,\textsuperscript{103} a Health Needs Assessment report on the management of CRC\textsuperscript{115} and input from members of the Bowel Cancer Advisory Group. The majority of the costs used were derived from the NHS Reference Cost Schedules from 2003,\textsuperscript{116} Unit Costs of Health and Social Care\textsuperscript{117} and estimates from other relevant studies.\textsuperscript{118–120} The analysis includes direct costs only, which were inflated to 2004 prices using NHS Health Care Inflation Indices.\textsuperscript{117}

The unit cost of FOBT is based on programme estimates incorporating two test kits (repeat tests and non-compliance), analysis of the slides and sending letters informing GPs of the test results (Patnick J, NHS Cancer Screening Programme: personal communication, 2004). Administration costs of £1.74 per person invited (for obtaining patient details and sending out initial invitation letters) were estimated from an audit of the Cervical Screening Programme.\textsuperscript{121}

Costs of undertaking colonoscopy and FSIG are available from the NHS Reference Costs based on Healthcare Resource Group (HRG) categories, which are of a similar magnitude (£165 and £142, respectively). However, comparison with published patient-level cost estimates shows significant variation between the cost estimates for FSIG.\textsuperscript{118} Closer analysis reveals that FSIG and colonoscopy typically take place in the same endoscopy suite, with some hospitals undertaking a combination of both procedures within the same session. Typically five or six colonoscopies per day can be performed compared with 10–12 FSIGs per day. In addition, more expensive equipment is required for a colonoscopy procedure. It is therefore expected that cost of a colonoscopy would be at least twice that of an FSIG. This demonstrate the potential problems of using reference costs that are based on varying costing methodologies, and the unit cost for FSIG reported by Whynes and colleagues\textsuperscript{118} is used in the model.

Resources associated with diagnosis of screen-detected and clinically presenting patients were informed by expert opinion. Differential costs for the histopathological analysis of colorectal adenomas and carcinomas were informed by expert opinion, reflecting the cost of repeat tests plus clinician time in presenting results at multi-disciplinary team meetings.

The lifetime costs of cancer management are applied within the model as a one-off cost dependent on the stage of the cancer at diagnosis, which include endoscopic treatment (for polyps), preoperative radiotherapy, primary radical radiotherapy, surgery, postoperative radiotherapy, postoperative chemotherapy, surveillance, recurrence and palliative care.

Data from the UK FOBT pilot demonstration study showed that approximately 23% of screen-detected Dukes’ A cancers can be successfully treated using endoscopy without the need for surgical resection.\textsuperscript{122} Staging data from the Wessex Audit\textsuperscript{112} were used to estimate the proportion of patients who would undergo preoperative radiotherapy.

Estimates of stage-specific surgery, primary radical radiotherapy and postoperative chemotherapy rates, surveillance schedules for cancer patients, costs of treating recurrent disease and costs of
palliative care are based on the expert opinion of members of the case study steering group.

**Health-related quality of life**

Only three studies reporting health-related quality of life associated with CRC were identified.\(^{123-125}\) Dominitz and Provenzale\(^{125}\) measured utilities for a single, global description of CRC in individuals with and without CRC using the time trade-off method. This global description did not include the impact of cancer stage on health outcomes. Whynes and Neilson\(^{123}\) estimated population-based utility scores for outcome states of CRC, but found little difference between cancer stages. Their valuations of different CRC health states were extremely close to valuations for perfect health (i.e. a valuation of 1.0).

Ness and colleagues\(^{124}\) assessed utilities associated with stage of cancer and treatment. The study recruited 90 individuals who had previously undergone removal of a colorectal adenoma. Individuals were interviewed and were asked to assess utilities for stage-dependent outcome states using the standard gamble technique. Seven health states for CRC were presented to the study participants, although only five scenarios were presented during each interview. The scenarios described specific areas of morbidity associated with CRC and treatment such as tiredness and weakness, changes in bowel habits, sexual problems, pain, cognitive problems, social problems, and emotional problems. The results of the analysis for each of the individual CRC-specific health states are shown in **Table 5**.

In the case study model, the utility associated with all cancer- and polyp-free states, and also for individuals with undiagnosed cancer, was assumed to be equivalent to the ‘no known adenomas’ health state (utility score = 0.91). Mean utility scores of 0.74 for Dukes’ A cancer and 0.27 for Stage D cancer were used. As only aggregate stage states were modelled, mean utility values of 0.7 for Dukes’ B cancer (high score) and 0.5 for Dukes’ C cancer (low score) were assumed. Utility estimates were not adjusted to account for the impact of co-morbidities associated with age.

**Model calibration**

The previous section described the data and methods used to populate the case study model, although a number of unobservable parameters were identified for which direct estimates could not be defined. There were also a number of parameters for which the data were so uncertain as to preclude the reasonable estimation of a mean parameter value, for example, polyp incidence rates and the transition rate of adenomas to CRC. Most of the reviewed cancer screening models calibrated unknown parameter values to national incidence rates and detection rates from RCTs of screening programmes, implying that parameter values were adjusted manually until the model ‘fitted’ the data. However, there may exist numerous potential model solutions which ‘fit’ the data, which raises important doubts over the validity of the results of these analyses.

Draisma and colleagues\(^{126}\) describe a representative process of calibration for a prostate cancer screening model to prescreening cancer incidence and data from a screening trial. Alternative sets of input parameter values were run through the model and the best fitting set of parameters was defined by minimising the difference between the predicted and observed estimates for each output parameter, measured as the sum of the $\chi^2$ quantities using an adapted version of a simplex optimisation method.\(^{127}\) Church expresses concerns about this approach due to the degree of dependence between the output parameters to which the input parameters are fitted.\(^{128}\) He states that although the degrees

**TABLE 5** Utility scores used to describe health-related quality of life\(^{124}\)

<table>
<thead>
<tr>
<th>CRC-specific health state scenario</th>
<th>Utility score (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No known adenomas</td>
<td>0.91</td>
</tr>
<tr>
<td>Stage I rectal or Stage I/II colon cancer treated with resection only</td>
<td>0.74 (0.69 to 0.78)</td>
</tr>
<tr>
<td>Stage II colon cancer treated with resection and chemotherapy without</td>
<td>0.70 (0.63 to 0.77)</td>
</tr>
<tr>
<td>significant side-effects</td>
<td></td>
</tr>
<tr>
<td>Stage II colon cancer treated with resection/chemotherapy with significant side-effects</td>
<td>0.63 (0.56 to 0.70)</td>
</tr>
<tr>
<td>Stage II/III rectal cancer treated with resection/chemotherapy/radiation therapy</td>
<td>0.59 (0.54 to 0.64)</td>
</tr>
<tr>
<td>Stage II/III rectal cancer treated with resection/chemotherapy/radiation therapy/permanent colostomy</td>
<td>0.50 (0.44 to 0.56)</td>
</tr>
<tr>
<td>Stage IV metastatic/unresectable disease without colostomy</td>
<td>0.24 (0.16 to 0.32)</td>
</tr>
<tr>
<td>Stage IV metastatic/unresectable disease with colostomy</td>
<td>0.27 (0.18 to 0.36)</td>
</tr>
</tbody>
</table>
of freedom, upon which the sum of the \( \chi^2 \) was estimated, were reduced to account for the marginal constraint of some of the output observations, the adjustment on the degrees of freedom does not account for the full range of dependences between the output parameters. The impact is that more than one set of input parameters could have the same fit as the defined ‘best-fitting’ parameter set.

**Case study calibration methods**

The model parameters to be calibrated included unobservable parameters (transition probabilities between undiagnosed cancer states and probabilities of clinical presentation by cancer stage) and parameters informed by weak sources of evidence (polyp incidence and growth rates, the rate at which high-risk adenomas develop into cancer, and stage-specific CRC-specific mortality rates).

The first stage of the calibration process for the case study model involved fitting natural history parameters in the absence of screening. The following output parameters were identified:

- English CRC age and site-specific incidence rates
- English CRC age-specific mortality rates
- adenoma prevalence by age
- stage distribution of symptomatic CRC at diagnosis
- annual CRC-specific mortality rates by stage

The second calibration stage used unpublished data from the Nottingham FOBT trial and the UK FSIG screening trial to calibrate single test sensitivities for FOBT and FSIG in detecting adenomas and cancers.

A pragmatic approach to model calibration was used within the case study. Each unknown model parameter was assigned a uniform distribution, preferably based on some evidence from the literature. About 60,000 sets of input parameter values were randomly sampled and the mean squared errors between the model predictions for each input parameter set and published stage-specific incidence and prevalence data and mortality data were recorded. A subjective threshold for the degree of ‘acceptable’ error was specified, whereby all solutions below the acceptability threshold gave a reasonable visual fit against the published data sources. Greater subjective weight was placed on how the model fitted against published incidence and mortality, rather than adenoma prevalence due to inconsistencies in the published evidence on adenoma prevalence. The process for identifying potential parameter sets is described in Figure 9.

The main disadvantage of this approach is the use of subjective acceptability thresholds, although this allowed for greater flexibility in the potential parameter sets than the specification of an arbitrary threshold, for example, accept all combinations within 10% of mean observed values.

**Case study calibration results**

Of the 60,000 random iterations, around 400 potential solutions were identified. Table 6 presents...
the range of values tested, and accepted, for each calibrated input parameter.

### Discussion

This chapter has described the methods and data sources used to develop and populate a case study model of screening for CRC; the results of this model are not presented here, but are available in detail elsewhere. The following sections discuss the advantages and limitations of the case study evaluation.

### Model structure

The potential limitations of the case study model structure are partly related to the choice of modelling technique (a Markov state transition model), which was discussed in Chapter 2. First, the incidence and progression of multiple lesions within individuals were not explicitly modelled, although a proportion of proximal cancers were assumed to be associated with ‘sentinel’ distal polyps. Ideally, this proportion should be an output of the model, not a parameter input. Individual sampling models describe the development of individual lesions within individuals, which may be viewed as a more intuitive approach.

Second, transition probabilities estimated within the model are assumed to be constant (with the exception of age-specific adenoma incidence and all-cause mortality rates). Tunnel states could be used to incorporate time-varying transition probabilities in a Markov model, although the additional complexity precludes the use of tunnel states as a feasible option.

Other simplifying assumptions include that all cancers derive from pre-existing adenomas, despite some indirect evidence that a proportion

---

**FIGURE 9 Process for identification of potential parameter sets**

<table>
<thead>
<tr>
<th>Is the mean squared error on cancer incidence for the model versus observed estimates less than the specified acceptable threshold?</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
</tr>
<tr>
<td>Exclude sample parameter set</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Is the mean squared error on cancer mortality for the model versus observed estimates less than the specified acceptable threshold?</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Exclude sample parameter set</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Is the mean squared error on adenoma prevalence for the model versus observed estimates less than the specified acceptable threshold?</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Exclude sample parameter set</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Include sample parameter set</td>
</tr>
</tbody>
</table>
of CRCs arise de novo. Relaxation of this assumption requires no additional states, just the possibility of transiting from the normal epithelium state to the Dukes’ A cancer distal or proximal states, which increases the number of unobservable parameters to be estimated via calibration.

The model does not explicitly describe individuals who would be classified as intermediate risk according to the BSG guidelines (multiple small adenomas). The further disaggregation of the polyp states would introduce additional unobservable parameters, such as progression rates and differential screening test sensitivities, which it was felt would not materially affect the results of the model.

Loeve and colleagues investigated the impact of systematic false negative results, under the hypothesis that a proportion of lesions will remain undetected by FOBT because they will never bleed. Table 7 illustrates the impact of systematic false-negative results, which shows that for 1000 cancers that remain undetected after the first screening round, after four further screening rounds 17 fewer cancers would be detected if 25% of the false-negative results were systematic.

To model the existence of systematic false-negative lesions in a cohort Markov model approach would require the specification of separate sets of health states to describe the progression of lesions to which a non-systematic, and a systematic, false-negative rate could be applied, that is, a doubling of the preclinical health states. Using an individual sampling model, Loeve and colleagues were able to specify the nature of a lesion as an attribute that determined the appropriate false-negative rate for each lesion.

The above adaptations would introduce greater model complexity and/or a greater number of input parameters that require fitting to observable outputs, which would increase the uncertainty around the set of calibrated input parameters. The appropriate balance between model complexity, the practical implementation of a model and the uncertainty around the calibration process is subject to the interpretation of the research team. There are no general rules as the impact of simplifying assumptions will vary between disease areas. Decisions regarding the choice of model structure should incorporate the views of experts in the disease area being modelled and the previous experience of the analyst, and justifications for the choices made should be explicitly stated.

**Model population**

The following sections describe the issues arising from the estimation of key input parameters for which direct evidence were limited, or for which alternative methods of parameter estimation are available.

**Polyp incidence and prevalence**

Some studies imply that age-specific incidence rates can be estimated directly from observed prevalence rates, for example, if polyp prevalence at age 50 years is estimated to be 10% and prevalence at age 55 years is 20%, then the annual incidence rate between the ages of 50 and 55 years is estimated as

\[
\text{Annual incidence rate} = 1 - \exp\left\{\ln\left[1 - \frac{0.1}{0.9}\right]/5\right\} = 2.33% \]

However, this method is inaccurate as it does not account for the proportion of polyps that progress to cancer in the interim period. In the case study evaluation, the exact incidence and prevalence of polyps is calibrated to observed estimates of the age-specific prevalence of polyps and preclinical cancers.

**Polyp growth and transition to cancer rates**

Some models specify a constant time to transition of polyps to cancer, for example, all polyps

---

**Table 7** Number of cancers remaining undetected for alternative systematic false-negative rates given an individual test sensitivity of 50%

<table>
<thead>
<tr>
<th>Screening round</th>
<th>25% systematic false negatives</th>
<th>0% systematic false negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td>532</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>283</td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td>151</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>63</td>
</tr>
</tbody>
</table>
transform to cancers 6 years after their incidence. This approach contradicts evidence showing variation in transition rates and a distribution of such rates would seem to be more appropriate. The case study evaluation estimated constant transition probabilities from low- to high-risk polyps, and from high-risk polyps to cancer based on evidence from a limited number of studies. The point estimates for both transition probabilities were allowed to vary during the calibration process, which reflected the uncertainty in the directly estimated parameter values.

Without the use of tunnel states, the case study implementation of a Markov model is restricted to the assumption of an exponential distribution of transition times, although the directly fitted time-varying Weibull distribution was found to be similar to the fitted exponential distribution for extrapolating transition probabilities from high-risk polyp to cancer.

**Progression through undiagnosed cancer states and symptomatic presentation**

There is no direct evidence of the rate at which undetected cancers progress through alternative cancer states and the rate at which cancers within each of these states present symptomatically. The case study evaluation defined wide ranges for each transition probability and calibrated a range of potential parameter values to the output data used in the calibration process, which is a similar approach to that used by almost all previous decision analytic models.

A more direct estimation approach was investigated, based on Bayesian approaches to evidence synthesis, using data from screening trials and national incidence data. Only preliminary estimates were derived, although this method is being developed to incorporate the use of additional data sources, such as audit data, such that it may provide a valid alternative approach to the general calibration of these parameters.

**Test characteristics**

The case study evaluation identified a range of potential methods for the estimation of screening test characteristics:

- ‘screening’ before and independently from diagnostic evaluation
- ‘screening’ patients with known colorectal cancer
- diagnostic work-up of test-positive individuals and the follow-up of test-negative individuals to identify missed cases
- diagnostic work-up of test-positive individuals and test-negative individuals, and the application of a work-up bias correction method
- combine the observed (age-specific) screen-detection rate with the (age-specific) estimates of prevalence

Each of the above methods has limitations, and the most appropriate method will vary according to the characteristics of the disease, such as the lead time that influences the effectiveness of the work-up and follow-up method, and characteristics of the screening study, such as the selection procedure for diagnostic evaluation.

**Cancer mortality**

The categorisation of cancer into a small number of stages, such as the A to D categorisation common in CRC, and the subsequent assumption that all individuals in a particular category have the same prognosis, may be inaccurate as screen-detected cases may be detected earlier or later within different stages. Whynes and colleagues presented a linear regression analysis investigating the impact of stage at diagnosis on age at death, and a Cox regression analysis determining the hazard ratio by participation in screening. Similar analyses that combine stage at diagnosis and screening participation could investigate the potential for differential prognoses between screen-detected and symptomatic diagnosed patients.

The case study evaluation identified an audit study based in Wessex, which reported survival over the period 1991–5. These data are not ideal as treatment options for all stages of cancer have changed significantly since that period. The timescale of the case study evaluation precluded a more detailed representation of mortality post-diagnosis using a predictive treatment model rather than a historical observational dataset. The development of integrated screening and treatment models would provide a number of advantages over the use of observational data to estimate mortality rates following diagnosis with cancer:

- Survival is based on current treatment options.
- Costs and QALYs can be estimated more comprehensively.
- Treatment models can be updated to assess the impact of new treatment options on screening.

There are two broad approaches to the integration of a treatment model with a screening model for CRC:
• Separate treatment models could be appended to the screening model that describe patient pathways from diagnosis with CRC Stages A, B, C and D to death.

• A single treatment model could be attached to the screening model that describes the possible progression of patients from Stage A through each cancer stage to death.

Published treatment models cover most cancer stages, although we are not aware of a combined treatment model that adequately facilitates the cost-effectiveness analysis of all cancer stages. Models for the evaluation of interventions for early-stage cancer\textsuperscript{133,134} tend to describe the later cancer stages in significantly less detail than do models developed for the analysis of later cancer stages.\textsuperscript{135,136}

The process of developing an integrated treatment model and adapting and updating the input parameter values would be a considerable undertaking. However, the combination of screening and treatment models would provide a valuable resource that could be used to model the optimal portfolio of screening and treatment options, which could be updated as new screening and treatment options become available.

**Screening uptake rates**

The review identified that few studies implemented differential uptake rates for alternative screening programmes. Differential screening uptake rates by screening programme can have a significant impact on the estimated cost-effectiveness of alternative screening programmes. Table 8 presents a hypothetical example of the effect of alternative uptake rates for two screening programmes. The second column presents the mean costs incurred, and QALYs gained, by individuals who comply fully with the different screening options. The costs and QALYs in the subsequent columns comprise weighted sums of the costs and QALYs presented in the second column; for example the costs associated with screening programme 1 at a 50% compliance rate are as follows:

\[
\text{screening programme 1 costs at 50\% compliance} = (0.5 \times \text{no screening costs}) + (0.5 \times \text{screening programme 1 costs}) = (0.5 \times £500) + (0.5 \times £2000) = £1250
\]

The incremental cost per QALY of each screening programme compared to no screening remains constant regardless of the proportion of the eligible population screened. The incremental cost per QALY moving from programme 1 to programme 2 also remains constant for equal uptake rates, but decreases significantly when differential uptake rates are assumed.

Uptake rates may be related to costs, disease prevalence and progression. The effect of uptake rates on costs is potentially the simplest to handle as it requires the estimation of the variable cost per test undertaken and the fixed cost of a screening programme, with the latter being divided over the varying number of screening tests for different uptake rates.

The relationship between uptake and disease prevalence and disease progression is less certain and more complex to model. In the area of CRC, it has been hypothesised that individuals who do not attend screening may have a higher cancer incidence that those who do attend, and that disease progression may be faster in non-attenders. Scholefield and colleagues\textsuperscript{137} report on mortality in three cohorts from the Nottingham FOBT CRC screening trial: attenders of at least one screening

**Table 8 Example of the effect of different uptake rates across and between alternative screening programmes**

<table>
<thead>
<tr>
<th>Compliance</th>
<th>50% programme 1</th>
<th>50% programme 2</th>
<th>75% programme 1</th>
<th>75% programme 2</th>
<th>50% programme 1</th>
<th>75% programme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost/QALY (£)</td>
<td>Costs (£)</td>
<td>QALYs</td>
<td>Costs (£)</td>
<td>QALYs</td>
<td>Costs (£)</td>
<td>QALYs</td>
</tr>
<tr>
<td>No screening (0)</td>
<td>500/25</td>
<td>500</td>
<td>25.0</td>
<td>500</td>
<td>25.0</td>
<td>500</td>
</tr>
<tr>
<td>Programme 1 (1)</td>
<td>2,000/25.1</td>
<td>1,250</td>
<td>25.1</td>
<td>1,625</td>
<td>25.1</td>
<td>1,250</td>
</tr>
<tr>
<td>Programme 2 (2)</td>
<td>3,000/25.12</td>
<td>1,750</td>
<td>25.1</td>
<td>2,375</td>
<td>25.1</td>
<td>1,750</td>
</tr>
<tr>
<td>(0) – (1) ICER</td>
<td>15,000</td>
<td>15,000</td>
<td>15,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0) – (2) ICER</td>
<td>20,833</td>
<td>20,833</td>
<td>20,833</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) – (2) ICER</td>
<td>50,000</td>
<td>50,000</td>
<td>28,125</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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round, non-attenders invited to screening and those not invited to screening (the controls). Table 9 presents the summary results for all-cause and CRC-related deaths in the three cohorts, showing that non-attenders had higher mortality from CRC and from all causes than either the ‘acceptors’ or the controls. The comparison of CRC death rates between the non-attenders and the controls implies that either the incidence of CRC is higher or that the prognosis of diagnosed CRC is worse. Poorer prognosis may be due to non-attenders presenting later, more aggressive, faster growing tumours, or poorer access to appropriate health care. The comparison of all-cause mortality rates implies that non-attenders may have less to gain from screening as they are more likely to die earlier from other causes.

The observed differences in the all-cause mortality rate between screening attenders and non-attenders can be handled by applying alternative all-cause mortality rates to the two groups in a model. Weights applied to the aggregate all-cause mortality rate can be estimated such that the relative risk of death between the two groups is replicated. Based on the non-attender:attender relative risk estimated from Table 9 of 1.45 (3.1/2.14), the relative risks applied to the aggregate all-cause mortality rate would be 1.18 and 0.82 for non-attenders and attenders, respectively. The handling of variable CRC-specific mortality rates by attendance could be handled in a similar manner, by estimating relative risks to be applied to stage-specific survival rates post-clinical diagnosis and post-screen-detected diagnosis.

If the relationship between disease prevalence and progression is restricted to ever-attenders and non-attenders, limited additional structural complexity would be required. If mortality rates are linked to specific screening attendance patterns, it may be necessary to update the relative risk of the surviving population after each screening round, which would probably become infeasible using a cohort Markov model. An individual sampling approach could handle the additional complexity with relative ease by attaching attributes to individuals describing screening attendance patterns.

**Costs**

The process of estimating costs as inputs to a screening model is similar to other economic evaluations. The search for appropriate data sources includes trials, observational studies and registers that may have collected relevant resource use information, to which current resource use estimates can be applied. Most evaluations incorporated secondary cost estimates based on published values, if not resorting to the use of expert opinion to provide resource use estimates. There are two cost issues with specific relevance to screening. First, an accurate screening model should differentiate between the fixed and variable costs of the screening programmes included in the evaluation. The estimation of these costs will likely require the development of a cost model, ideally in consultation with individuals running a relevant screening programme or screening trial. The cost model should use a bottom-up approach to estimate the quantity of different elements of resource that would be required to provide alternative screening programmes, which can then be categorised as either fixed or variable cost elements.

Second, costs of disease management post-diagnosis should be estimated using an integrated treatment model, rather than the estimation of survival based on observation datasets and the application of a constant cost across the survival period. The use of alternative health states describing the pathway of individuals diagnosed at different cancer stages would allow the more accurate application of cost estimates to each relevant health state.

**Utility values**

The estimation of utility values to populate cost–utility screening models is covered in detail in

---

**TABLE 9** Mortality rates summary by screening cohort from the Nottingham FOBT trial

<table>
<thead>
<tr>
<th>Screen-related cohort</th>
<th>All-cause mortality rate per 1000 person-years</th>
<th>Colorectal cancer mortality rate per 1000 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen attenders</td>
<td>2.14</td>
<td>0.55</td>
</tr>
<tr>
<td>Screen non-attenders</td>
<td>3.1</td>
<td>0.81</td>
</tr>
<tr>
<td>Total intervention group</td>
<td>2.56</td>
<td>0.66</td>
</tr>
<tr>
<td>Non-invited to screening (controls)</td>
<td>2.57</td>
<td>0.74</td>
</tr>
</tbody>
</table>
Chapter 9. Issues around the estimation of utility values are similar to those around the estimation of utility in other areas of economic evaluation. Two issues are of specific relevance to screening. First, it is often stated that the process of screening itself has an impact on the utility of participants (and possibly non-participants), although this impact has only been explored using hypothetical utility decrements in sensitivity analyses. This aspect of utility may be important, for example, if a utility increment is demonstrated for negative test results or if there is a significant utility decrement for false positives and a low specificity rate. It is generally not possible for screening model analysts to undertake the primary research required to inform such utility values, so additional external research may be required to inform screening models.

Second, the description of utility post-diagnosis would be more accurately implemented by the use of a treatment model that described the progression of patients through progressive health states, to which alternative utility values could be applied.

Calibration
The case study calibration approach followed previous screening models that fitted unobservable parameters to outputs estimated by the full screening model, that is, the full model was populated, with ranges specified for those parameters that required fitting. The full model was then analysed over a large number of iterations in which alternative combinations of parameter values were tested. Unlike other modelling studies, a base case set of parameter values was not specified, but rather a probabilistic sensitivity analysis was undertaken using a subjectively defined group of input parameter sets.

More complex model structures incorporate a greater number of unknown parameters, which may lead to a greater number of parameter sets that appear to fit published incidence and mortality estimates. One of the key benefits of retaining a simpler model structure is the minimisation of unknown parameters that require calibration, which may result in increased confidence that the chosen set of parameter values is valid.

It is likely that there will be correlations between output parameters used in the calibration process for most screening models, such as between incidence, stage at diagnosis and mortality. One implication of such correlations is that the degrees of freedom against which the \( \chi^2 \) statistic is estimated should be reduced. Correlation between input parameters is important when a probabilistic sensitivity analysis is undertaken, and may be addressed by sampling sets of input parameters that have been calibrated rather than sampling values from independent probability distributions for separate input parameters.
Chapter 5
A review of models for the cost-effectiveness analysis of screening for diabetes and cardiovascular disease

Introduction

The scope of the screening modelling literature relating to diabetes and cardiovascular disease is very broad, including different types of primary prevention (screening that identifies risk factors for disease), secondary prevention (screening that identifies asymptomatic disease) and tertiary prevention (screening that identifies early, potentially asymptomatic complications of an existing clinical condition). The range of modelling types used to evaluate interventions is also varied with examples ranging from simple decision trees to complex Monte Carlo Markov simulation models. This chapter discusses selected examples of modelling studies to illustrate the range of potential approaches. Examples of the choices made in developing cost-effectiveness models in these disease areas are highlighted and some key issues that influence the usefulness of models to decision-makers are identified.

There has been an increasing interest in screening for diabetes and cardiovascular disease as intervention studies (largely RCTs) have identified effective interventions for both risk reduction and early intervention. Most RCTs of interventions that reduce cardiovascular risk focus on identifying and treating individual risk factors. Diabetes RCTs have involved treating individuals with clinically diagnosed diabetes or treating impaired glucose tolerance (IGT) to delay progression to diabetes.

The literature searches identified a large number of modelling studies that evaluated screening relating to diabetes and cardiovascular disease. These searches also revealed some limitations of using ‘screening’ (and related terms) as a key search term as much of the coronary heart disease (CHD) literature used the terms ‘primary prevention’ and ‘secondary prevention’, which may imply a screening intervention (identification of asymptomatic risk factors for disease) without using the term. Further papers were identified from the reference lists of modelling and economic evaluation papers. Identified papers were classified according to the clinical field (diabetes or cardiovascular disease), the disease stage at which screening was being considered and what was being identified by the screening test. Examples from the main areas in which screening models were identified are described in Table 10.

Diabetes-related screening models

Examples of modelling methods, including the structure, assumptions and parameters, are

<table>
<thead>
<tr>
<th>Disease stage</th>
<th>Diabetes</th>
<th>Cardiovascular disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk factors for disease present ('primary prevention')</td>
<td>Obesity</td>
<td>Hypertension (blood pressure)</td>
</tr>
<tr>
<td></td>
<td>IGT</td>
<td>Hypercholesterolaemia (cholesterol level)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Overall cardiovascular risk</td>
</tr>
<tr>
<td>Early (asymptomatic) disease present ('secondary prevention')</td>
<td>Type 2 diabetes</td>
<td>Abnormal ECG (on exercise testing for CHD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asymptomatic AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asymptomatic carotid stenosis</td>
</tr>
<tr>
<td>Clinical (symptomatic) disease present ('tertiary prevention')</td>
<td>Diabetic retinopathy</td>
<td>Abnormal carotid Doppler after stroke or transient ischaemic attack</td>
</tr>
<tr>
<td></td>
<td>Diabetic renal complications</td>
<td>Angiography in polycystic kidney disease</td>
</tr>
</tbody>
</table>
discussed for primary prevention of diabetes, type 2 diabetes screening and retinopathy and renal complication screening. As might be expected, there are generally better data available for the natural history of complications in individuals who already have an established clinical condition. This may explain why there has been much more model development around retinopathy screening in diabetic populations than around screening for type 2 diabetes.

**Primary prevention of diabetes**

Segal and colleagues modelled the cost per life-year saved (and cost per diabetes-year avoided) for primary prevention of diabetes, based on the identification of individuals at high risk of diabetes, due to IGT, previous gestational diabetes or obesity, in order to intervene and reduce risk. Markov modelling was used to model transitions between normal glucose tolerance, IGT and type 2 diabetes, using probabilities derived from intervention studies. Differential uptake of screening tests was not modelled and costs of screening were not always included where screening for diabetes and IGT was regarded as part of routine clinical management. Compliance with interventions was assumed to vary, with those not complying having the same outcomes as the control cohort.

**Type 2 diabetes screening**

The CDC Diabetes Cost-Effectiveness Study Group model estimated the cost-effectiveness of screening for diabetes in a US population, and has subsequently been adapted by others. A Monte Carlo simulation model was developed to examine the cost-effectiveness of intensive clinical management, and was then adapted to estimate the cost per QALY gained of a one-off prevalent screening round. Progression through complication modules is modelled as a function of duration of diabetes, ethnicity and glycaemic control (measured by HbA1c).

The model assumed that diabetes is present for about 10.5 years before being clinically diagnosed, based on extrapolating the progression of diabetic retinopathy for the proportion of cases already having background retinopathy at diagnosis. Direct evidence for the usual duration of diabetes before clinical diagnosis was not available and other indirect evidence, such as the prevalence of undiagnosed and diagnosed disease at different ages, was not used to validate this assumption. Transition probabilities were directly derived from intervention and cohort studies in which individuals with clinical diabetes were followed, with the “most appropriate” model parameters being selected by “an expert panel convened for the study”.

The sensitivity analysis showed that the cost-effectiveness of screening was highly dependent on the effectiveness of earlier treatment, which was assumed to be the same as for clinically diagnosed cases. The question of subsequent screening rounds was not addressed, which may be problematic for policy makers since the conclusion is that screening once may be cost-effective but gives no information to support decisions about when to re-screen those who screen negative or who have impaired glucose tolerance on screening. A similar model using population data from Taiwan suggested a 5-year screening interval was cost-effective from age 30 years, assuming that incidence of type 2 diabetes is over 1%.

A recent review compared the reported cost-effectiveness of intervening at different stages in the disease process and concluded that there was better evidence to support primary prevention and intensive treatment after clinical diagnosis than to support screening and earlier diagnosis. None of the models reviewed allowed interventions at the different stages of disease progression to be directly compared. This may be a significant limitation for policy makers who may need to consider not only the relative cost-effectiveness of different primary prevention interventions but also the relative allocation of resources to primary prevention, screening and clinical management and surveillance of clinically diagnosed cases. None of the published models would allow these types of trade-offs to be considered without further development.

**Diabetic retinopathy screening**

Most of the diabetes screening modelling literature concerns retinopathy screening. These models address the general question ‘what are the costs and the benefits of early detection of diabetic retinopathy?’ Although the details of models vary widely, all studies broadly agree that screening is cost-effective (if not cost saving) and that the higher the underlying risk (which is directly related to the duration of diabetes and the level of glycaemia) the more cost-effective screening is and the shorter the optimum screening interval. Current UK policy is based on a model developed specifically for the UK National Screening Committee by James and Little.

Javitt and colleagues developed a complex Monte Carlo simulation incorporating decision trees and
Markov processes referred to as PROPHET (PROspective Population Health Event Tabulation).\textsuperscript{143,144} These models use data from cohort studies and intervention trials to estimate disease detection and progression rates, assuming uptake of screening was 100% in the screened group and that individuals with retinopathy would not be treated unless they were screened. QALYs were used for the first time in 1996.\textsuperscript{146} Fendrick and colleagues applied a similar model to a Swedish population with type 1 diabetes and used Swedish costs.\textsuperscript{147}

Dasbach and colleagues modelled three disease states (low risk, high risk and blind) in a time-varying state-varying Markov model, and extrapolated annual transition probabilities from 4-yearly cohort data.\textsuperscript{145} Their estimates of uptake and compliance were taken from the cancer screening literature and so may be rather low (65% for screening, 79% for follow-up) for a population which already has a clinical diagnosis. The main outcome measure is sight-years saved and costs include both the healthcare costs and the welfare costs of blindness-related disability (hence the result that screening can be cost-saving).

Brailsford and colleagues\textsuperscript{155} and Davies and colleagues\textsuperscript{153} estimated the benefits of screening using an individual sampling Markov model that was based on the patient-orientated simulation technique (POST) technique, which was originally developed to model patient flows. The key differences in the Brailsford model were that there was some opportunistic screening in the absence of an organised screening programme and compliance varied with gender and ethnicity. This led to the conclusion that screening of all cases with non-insulin dependent diabetes mellitus (type 2 diabetes) may not be as worthwhile as targeted screening.

More recent modelling exercises focused on the choice of screening interval. A Wessex Development and Evaluation Committee report reviewed other models and used the POST model to examine the incremental cost-effectiveness of changing the screening interval from 2 years to 1 year.\textsuperscript{150}

Although the model types used are similar (largely simulations using Markov processes to reflect transitions between retinopathy states) and the baseline parameters are largely derived from the same cohort [from the US-based Wisconsin Epidemiological Study of Diabetic Retinopathy (WESDR) cohort], the different model assumptions lead to varied findings. The major differences in model assumptions include the following:

- **Complexity of disease process:** particularly the number of different states and whether parameters have fixed values or distributions, or variables are correlated with other variables. Some models only include proliferative retinopathy states, some also model maculopathy states. The model developed for the UK NSC was relatively simple\textsuperscript{144} whilst the Crijns’ model\textsuperscript{152} was much more complex, including variable transition probabilities and incidence rates, variable sensitivity/specificity for different degrees of retinopathy, variable effectiveness of intervention, allows regression of retinopathy.

- **Screening options:** incidence screening model with multiple screening cycles until death or sight-threatening retinopathy,\textsuperscript{148} screening interval fixed\textsuperscript{145} or dependent on clinical diagnosis/glycaemic control/presence of background retinopathy,\textsuperscript{144} or prevalence screening.\textsuperscript{153}

- **Uptake:** screening participation and treatment compliance was either estimated or assumed to be 100%;\textsuperscript{144,151} one study assumed that loss to follow-up for screening may be directly related to frequency of screening, i.e. more frequent screening will reduce loss to follow-up.\textsuperscript{146}

- **Comparison intervention:** screening strategies using a range of technologies were compared with no identification and treatment of retinopathy (usual assumption) or with opportunistic identification and treatment (a more realistic assumption).\textsuperscript{155}

- **Discounting of costs and health benefits:** some discounted neither,\textsuperscript{143} some discounted only costs,\textsuperscript{145,147} and some discounted both costs and benefits.\textsuperscript{149}

- **Treatment benefit:** treatment benefit was assumed to start either when an individual lost sight without treatment\textsuperscript{150} or immediately from time of treatment (which may be simpler to model but will overestimate the benefit of screening).\textsuperscript{143}

- **Criteria to exit screening programme:** individuals may remain in the screening programme until background retinopathy develops or until treatable retinopathy develops and this will strongly influence the appropriate screening interval.\textsuperscript{150}

In contrast to the wide variation in model assumptions, the sources of model parameters tended to be similar and based on relatively few primary studies, as described in Table 11.
Diabetic renal disease screening
Relatively few papers have considered the cost-effectiveness of screening for renal disease risk, despite the evidence from clinical trials that blood pressure reduction, particularly using an angiotensin-converting enzyme (ACE) inhibitor, can reduce the risk of progression. An early paper that describes itself as a cost–benefit analysis only compares the cost per case detected for different laboratory albuminuria tests (Micral-Test and radioimmunoassay).\textsuperscript{156}

Borch-Johnsen used a Markov chain in combination with a second-order Monte Carlo technique to describe the impact of renal disease in type 1 diabetes, assuming no intervention with a strategy of annual screening and treating microalbuminuria with an antihypertensive agent (generally an ACE inhibitor).\textsuperscript{157} Hazard functions for the natural history of renal disease are calculated from a Danish cohort followed until 1984 (before screening was possible), assuming an annual increase in albumin excretion of 20% and extrapolating back from the onset of proteinuria to the estimated onset on microalbuminuria. Uptake of screening and treatment (started 5 years after diagnosis) is assumed to be 100%. The results are presented as a threshold analysis: costs of screening are balanced by savings from reduced renal disease if the treatment effectiveness is at least 10%.

Different conclusions are reached by Kiberd and Jindal, who compared the costs and QALYs from microalbuminuria screening with hypertension and macroalbuminuria screening in type 1 diabetes.\textsuperscript{158} The model identified key parameters that determine cost-effectiveness: effectiveness of early treatment, impact of treatment on quality of life, test characteristics, incidence of nephropathy and associated hypertension, rates of uptake and loss to follow-up. By choosing a different alternative to microalbuminuria screening (effectively screening for a different risk factor rather than no screening), they highlight how much the incremental cost-effectiveness of a screening strategy depends on the alternative with which it is compared.

Cardiovascular screening models
Cardiovascular risk factors (particularly blood pressure and lipids) have been the subject of numerous cohort studies and randomised trials and so there is scope for modelling the impact of identifying and treating a range of asymptomatic risk factors in populations with varying baseline risk. There are also data describing the effectiveness of screening in populations who are at high risk because of pre-existing disease. The more difficult screening scenarios to model are those involving earlier diagnosis of asymptomatic cardiovascular disease. Even in the absence of robust data about the natural history, the relatively high prevalence of these conditions has encouraged a number of such scenarios to be modelled. The following sections describe different categories of cardiovascular screening models.

Primary prevention of cardiovascular disease
A major issue for cardiovascular disease risk modelling is establishing the relationship between individual (or combinations of) risk factors and health outcomes.\textsuperscript{159,160} For example, an evaluation of a risk reduction programme targeting deprived US women used a model that predicted the 10-year probability of CHD [outcomes including angina, myocardial infarction (MI) and CHD death] based on age, total and high-density lipoprotein cholesterol, systolic and diastolic blood pressure, smoking status and diabetes status.\textsuperscript{159} Information on changes in risk factors associated with the intervention were entered into the model to estimate the associated changes in the 10-year probability of CHD. For a given 10-year probability of CHD, the conditional life expectancy was calculated, which informed the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence</td>
<td>US cohort data</td>
</tr>
<tr>
<td>Progression</td>
<td>Cohort and trial data (Wisconsin Epidemiologic Study of Diabetic Retinopathy cohort)</td>
</tr>
<tr>
<td>Detection</td>
<td>Trial data (Diabetic Retinopathy Study Research Group)</td>
</tr>
<tr>
<td>Test characteristics</td>
<td>Comparative screening studies</td>
</tr>
<tr>
<td>Effectiveness of intervention</td>
<td>Trial data (Diabetic Retinopathy Study Research Group)</td>
</tr>
<tr>
<td>Uptake data</td>
<td>Extrapolated from other conditions or local data from real programmes\textsuperscript{155}</td>
</tr>
</tbody>
</table>
incremental increase in life expectancy associated with a specific intervention. A comparison of different strategies for familial hypercholesterolaemia screening used a similar decision analysis and life table analysis to estimate the life-years gained as a result of screening. Instead of estimating the impact of interventions based on treatment trial data, this model used mortality data from a cohort of patients with familial hypercholesterolaemia before and after the introduction of statins and therefore reduced the number of assumptions made about uptake of treatment and treatment effectiveness.

Marshall and Rouse used a simple spreadsheet model to explore two important issues: who should be screened for cardiovascular risk and what interventions should be used in screened individuals? This model described a hypothetical general practice population reflecting an average risk factor distribution to which the Framingham risk equation was applied to calculate each patient’s risk of a cardiovascular event. Relative risk reductions associated with different intervention strategies were applied to estimate the impact of intervention. Subsequent correspondence on the BMJ website showed that where questions were raised about model assumptions it was often relatively straightforward for the author to demonstrate (and sometimes for readers to recreate the model and demonstrate for themselves) the impact on the results in a way that is not possible when published papers are based on complex disease models that are not in the public domain.

Moskowitz and colleagues produced a multistage screening programme model that aimed to reduce misclassification error due to variability in individual tests for hypertension, although some of the key assumptions may be questions. Such assumptions include that treatment is only of benefit to those with persistently raised blood pressure on repeat testing (‘true positives’) and that treatment is only effective above a specific blood pressure threshold, whereas the evidence for the effectiveness of antihypertensive agents is based on treatment after a limited number of one-off readings. Not only is there no evidence that there is a cut-off below which treatment has no benefit, but the relative risks and benefits of treatment depend on overall risk of cardiovascular disease, not only the degree of hypertension. Closer collaboration between modellers and epidemiologists might reduce the risk of models being developed that are statistically sophisticated but of little practical use to practitioners and policy makers.

Secondary prevention of cardiovascular disease
Earlier detection of cardiovascular disease has been modelled for CHD, carotid stenosis, intracranial aneurysms and abdominal aortic aneurysm. One of these models directly compares a secondary prevention intervention (early detection of CHD) with primary prevention (treating hypercholesterolaemia with statins).

CHD screening
Sox developed a simple decision analytic model to investigate the increase in life expectancy and costs associated with exercise testing and subsequent bypass surgery for asymptomatic CHD. Although key model parameters, in particular the prognosis of asymptomatic disease and the impact of intervention, were based on inadequate data, the model consistently makes assumptions that favour screening. This systematic biasing of the model to favour screening allows the authors to claim confidently that modelling shows that screening is cost-ineffective despite the favourable assumptions. Such modelling may be helpful to decision-makers even in the absence of directly relevant data sources to inform model development. Junod used a simple decision tree to compare exercise testing as a screening test for CHD, preventive treatment for all hypercholesterolaemia patients and no treatment. As with Sox’s model, a major limitation was the lack of direct evidence on prognosis or the impact of treatment on asymptomatic disease. A strength is that the decision tree is fully reproducible as the model parameters are listed, though it is not explicit which value was based on which reference.

Carotid stenosis screening
Three models of screening for asymptomatic carotid atherosclerosis, all published between 1996 and 1998, were reviewed. Derdeyn and Powers compared prevalence and incidence screening in a “high prevalence” and “low prevalence” cohort using a spreadsheet model. Life-table data were used to calculate mortality rates. Sensitivity analyses identified the effectiveness of intervention and the discount rate as the most sensitive variables and suggested that a “one-off” screening programme in a “high prevalence” population might be cost-effective, whilst annual screening would be detrimental due to increased intervention-related harm. Lee and colleagues used a decision tree model with Markov subtrees to address a similar question and also found, despite using different modelling techniques and
parameters, that cost-effectiveness was highly sensitive to the effectiveness of the intervention (more precisely the duration of survival benefit).\textsuperscript{165} Yin and Carpenter similarly used a decision tree with Markov subtrees and the same RCT evidence for treatment effectiveness (the ACAS trial).\textsuperscript{167} The paper also cited the previous models and compared their assumptions and conclusions, identifying differences in the assumed duration of benefit from treatment (5 years versus lifelong) as the primary reason for their different findings. The value of this paper is also enhanced by the presentation of the model structure including the Markov subtrees, values for all the model parameters used with the source references and the range used for sensitivity analyses.

**Intercranial aneurysm screening**
Two Japanese studies evaluated cost-effectiveness using decision trees. Baba and colleagues used a relatively simple decision tree to compare screening versus no screening.\textsuperscript{169} Minimal sensitivity analyses were presented (only varying screening test characteristics) and the outcomes were life-years saved. Baba’s model was not cited by Yoshimoto and Wakai, who used a decision tree analysis with Markov subtrees for each option (aneurysm detected by screening, screening and no aneurysm, no screening).\textsuperscript{168} Assumptions and sources of parameters were reported in some detail, as were the results of sensitivity analyses. Outcomes were reported as cost per QALY and a key finding of the sensitivity analyses was that benefit only outweighed harm with the higher estimates for the rate of rupture in the absence of intervention. The implication was that although current evidence may not support the introduction of a population screening programme, it is imperative to collect more information on the rate of rupture in large cohorts to ensure an appropriate policy change if surgical techniques improve or rupture rates turn out to be higher in specific populations.

**Abdominal aortic aneurysm screening**
A number of modelling studies using different methods (from spreadsheet to Monte Carlo simulation, mainly published between 1993 to 2001) with very different conclusions were followed by an economic analysis undertaken alongside a clinical trial of screening that was extrapolated to estimate cost effectiveness at 10 years. Further modelling work based on the trial is ongoing. Given the potential for comparing the relationship between modelling approaches and model findings and for potentially using the RCT results to evaluate retrospectively the validity of earlier models, we have used AAA screening as a separate case study (reported in Chapter 6).

**Tertiary prevention of cardiovascular complications**
The literature searches identified a number of studies that evaluated the use of screening tests in the management of specific conditions. These models were considered separately because some of the modelling issues, particularly the appropriate choice of comparator, will be related to the population being screened. Some authorities\textsuperscript{175} would also debate the semantics of whether these are ‘screening’ models or are more appropriately described as ‘clinical surveillance’ or ‘diagnostic testing’ models as they are all in populations with a defined clinical condition rather than healthy, asymptomatic populations, even though they may not have symptoms related directly to the condition for which they are being screened.

**Screening for deep vein thrombosis after total hip replacement**
Sarasin and Bounnameaux\textsuperscript{176} used a decision tree with Markov processes to compare screening after 1–2 weeks anticoagulation with strategies of only treating for 1–2 weeks, treating for 6 weeks or treating for 5 months. Use of ultrasound or venography for screening was also compared. Parameters were all derived from published sources (trials and observational studies). Risk of major outcomes and costs were calculated for a hypothetical cohort of 10,000 patients and reported as a cost per pulmonary embolism averted. The reported outcomes did not allow a quantifiable trade-off to be made between an increase in major bleeding complications versus a decrease in the number of pulmonary embolisms in the cohort.

**Screening for stroke risk in management of symptomatic carotid stenosis**
Derdeyn and colleagues\textsuperscript{177} used a decision tree with Markov processes to evaluate screening patients who already had symptoms in order to identify those at higher risk of a further stroke. The model compared screening [using positron emission tomography (PET) scanning] followed by surgical intervention in those at higher risk with usual medical management. The model combined data from a study of the use of PET scanning to predict stroke and data from a trial of the surgical intervention (extracranial to intracranial arterial bypass) to describe the effects of surgical intervention versus medical management. It is an example of a model being used to support the
need for a trial to evaluate an intervention. The model suggested screening could be cost-effective if surgery is as effective in the screened population as in previous less highly selected populations.

**Screening for coronary heart disease before vascular surgery**
Glance\(^{178}\) used a decision tree with Markov subtrees to compare screening and surgery versus medical management in a population at high risk of adverse outcomes. Parameters came from previous models and clinical databases (patient cohorts). Probabilistic sensitivity analysis informed CIs around the model outputs.

**Screening for intracerebral aneurysms in polycystic kidney disease**
Butler and colleagues\(^ {179}\) used a decision tree with Markov processes to assess the cost-effectiveness of screening compared with no screening. Parameter values were derived from cohort studies. Results were reported in terms of gain in total survival and gain in survival without neurological disability. Costs were reported as the total costs to society of screening or non-screening strategies for a 20-year-old. The findings were reported to be sensitive to the prevalence of aneurysms, probability of rupture and probability that rupture is fatal or disabling. The paper described in some detail the potential causes of bias in model parameters.

**Screening for carotid atheroma after stroke or transient ischaemic attack**
Jespersen and colleagues\(^ {180}\) calculated the costs of screening and subsequent surgery, but gave no estimates of the related benefits. It should be possible to estimate the benefit of screening and surgery given that this has been done for asymptomatic populations.\(^ {165–167}\) The lack of modelling studies is presumably related to the existence of data from clinical trials of screening from which cost-effectiveness can be directly estimated without any need for modelling, although modelling might still be useful if comparing alternative screening options.

**Discussion of issues common to diabetes and cardiovascular screening**

When the purpose of screening is detection of asymptomatic disease, the choice is usually between screening (in a specified population) and not screening. Screening for AAA is an example where the appropriate comparison may be between a screening programme which offers screening to an eligible population and no screening. Asymptomatic aneurysms will still be diagnosed when detected by an abdominal examination or ultrasound scan as an incidental finding in a 'no screening programme' scenario, but this will be a relatively small subgroup of those included in a screening programme. However, when screening is identifying complications of an existing condition [diabetic retinopathy screening or postoperative deep venous thrombosis (DVT) screening] the appropriate comparison may not be screening versus no screening. It may be a systematic screening programme versus clinical surveillance as part of routine care which may have lower sensitivity than a screening programme but will detect a significant proportion of cases (e.g. retinopathy screening). Alternatively, the appropriate comparison may be screening, diagnosis and selective treatment of a complication versus universal treatment (e.g. microalbuminuria screening versus universal treatment with ACE inhibitors, or DVT screening versus universal anticoagulation therapy).

If models assume no screening in the absence of an organised programme, it will overestimate the impact of a screening programme in a scenario where there is already opportunistic or 'haphazard' screening (the most likely policy scenario for diabetes screening). Similarly, a model that assumes that uptake of screening is 100% and compliance with treatment is 100% will lead to overestimates of the impact of a screening programme.

Screening test results are often dichotomised as 'positive' or 'negative'. This is virtually always an oversimplification. The risk of disease after an abnormal screening test depends on the pre-test risk and the exact nature of the abnormal screening test. When screening is identifying risk factors for cardiovascular disease or diabetes, which are often themselves continuous variables (e.g. blood pressure, blood glucose, blood cholesterol, body mass index), it is more likely that models will need to reflect the actual distribution of risk associated with different risk factors. More recent risk tables and 'risk engines' are designed to quantify individual risk based on risk factors and can be used to model the impact of screening for, and treating, a range of risk factor values. Models in which treatment pathways in diabetes or cardiovascular disease are determined by one dichotomised risk factor (e.g. blood glucose level defined as diabetes or not, blood pressure level defined as hypertensive or not hypertensive\(^ {162}\))
will not reflect the reality of clinical decision-making.

The models reviewed in this chapter often assumed that screening only occurs once, either for a same-age cohort or a cohort with the age distribution of a typical general practice population. This is appropriate for conditions that have an incidence of close to zero in a screened cohort and for which the screening test has high sensitivity, suggesting that there will be few true positives detected by a subsequent screening round. It may also be appropriate if modelling demonstrated that a prevalent screening round could not be cost-effective, as it is then unlikely that repeat screening could ever be cost-effective. If neither of these two conditions hold, then it is important to consider whether modelling of further screening rounds is appropriate, as has been done for retinopathy screening but not for diabetes screening.

The reviewed models of secondary prevention (screening) for diabetes and cardiovascular disease generally contained less detailed representations of disease natural history than the models of screening for cancer that were reviewed in Chapter 2, although the post-diagnosis pathways were by and large more complex. The natural history models did not tend to describe progression through different preclinical states. Whereas most cancer screening models calibrated unobservable natural history parameters to datasets to derive the 'best fit' model parameters, the authors of cardiovascular and diabetes screening models were generally more willing to use expert opinion to estimate unobservable parameters. There was also a lack of information about the external validation of models, even in fields such as cardiovascular risk screening or diabetic retinopathy screening, where observational data from screening programmes could be compared with the results from modelling exercises. Most of the literature reported the results of a specific model with only passing mention, at most, of how the assumptions or results differ from other models in the same field. There was also often a lack of detailed information about the structure, assumptions and parameters of the applied models which made it difficult to compare across models or understand the underlying reasons for very different conclusions.

The following sections summarise the key issues identified in this chapter that may affect the usefulness of models in informing decision-making.

**Identifying the key questions**

Identifying the key clinical or policy question(s) that a model is intended to inform should be the first step in model development. The most useful model is arguably the one most directly relevant to decision-making rather than the one that makes the most elegant use of available data. Consultation at an early stage with clinicians, policy makers and public health professionals should improve the relevance of models without loss of methodological rigour and encourage dialogue between model developers and model users which could help ensure models are used appropriately in informing decision-making. Screening models may be used to inform both individual clinical decisions ('Should this individual be screened for this condition?') and public health policy decisions ('Should we introduce a screening programme for this condition?'). In both situations, an appropriate cost-effectiveness model can provide useful information on the relative costs and benefits of different screening protocols and identify population groups or individuals for whom the benefits of screening are likely to outweigh the adverse consequences and identify those for whom screening may be a (relatively) cost-effective intervention.

Models for assisting individual decisions about screening can also incorporate parameters that depend on individual values or choices. This may include the values associated with information (e.g. whether an individual values information about future health risks above increased health insurance or life insurance costs) and the choices about interventions an individual could make on receipt of a screening test result or diagnosis.

Care needs to be taken in extrapolating from models based on clinical decision-making to assist public health policy making. Policy makers considering a new screening programme may have to consider the impact of varying uptake rates, additional costs of programme management and quality assurance, the need to train additional staff for the screening programme and also to staff the additional diagnostic and treatment services that will be required if screening is introduced. For example, the costs of a screening programme involving a surgical intervention, such as AAA screening, should include the costs of training the additional medical, surgical and nursing staff required and the additional surgical procedures and surgical and intensive care facilities.

Public health policy decisions may require models with a broader scope than a comparison of
screening versus not screening. For an individual the clinical question may be relatively narrow: is it worthwhile doing this screening test for this individual at this time? The associated policy question may be broader: is it more cost-effective to invest in primary prevention, in screening and earlier treatment or in more effective treatment of cases already diagnosed?

**Appropriate presentation and comparison of models**
Model structures need to be presented in sufficient detail for their limitations to be fully understood. Sources need to be explicitly stated and choices justified for model parameters, even where there is involvement of an 'expert panel'. Model limitations need to be discussed, particularly the key areas of uncertainty and how they will affect model results.

Current models should be compared with previous models, where published. They should discuss how and why their model structure, parameters and results differ from previous published models. This appears to be a relatively neglected area with scope for more robust comparison and critique of the multiple models that have often been developed in a single clinical area. Where these comparisons have been done it is extremely useful in assisting policy makers in identifying the relevance of specific models to existing screening scenarios or local populations. If differences in results are due to difference in the values chosen for key parameters, this can be demonstrated by giving the results when the same parameter values are used.
Chapter 6

The users’ perspective: a case study assessment of screening for abdominal aortic aneurysms

Introduction

The objective of this chapter is to investigate further the issues raised in Chapter 5 about screening models from the users’ perspective. Seven papers describing six alternative approaches to modelling the cost-effectiveness of screening for asymptomatic AAAs were identified and reviewed. These models addressed a range of policy questions, incorporated alternative model structures and sets of assumptions and presented differing levels of detail about the respective models. This set of models provides a good basis for the review and critique of screening modelling methods from the perspective of the non-analyst user because they illustrate the range of issues that affect the usefulness of models for the user. The relevance of the comparison is furthered by the fact that the model results ranged from the prediction that screening for AAA is extremely cost-effective to the finding that screening for AAA is more costly and produces fewer life years than a no screening option (i.e. screening is dominated).

All of the reviewed models were developed prior to the publication of results from an RCT of screening for AAA, which included a corresponding economic analysis. The trial-based cost-effectiveness analysis provides a solid source for validation, in addition to informing an assessment of how the data from the trial could be used in a model-based evaluation.

The published models of screening for asymptomatic AAAs were reviewed in detail and alternative approaches to the following issues were documented:

- the relevance of the policy question(s) addressed
- the model structure and assumptions
- the choice of data sources and the presentation of sufficient information for the results to be interpreted in the context of alternative decision areas
- validation, including cross-validation with other models of screening for AAA.

Relevance of the policy question(s) addressed

This section discusses the relevance of the policy questions addressed by the reviewed studies, relating to the following factors:

- the screening strategy, i.e. the eligible population and the frequency of screening
- the threshold AAA size at which elective surgery is offered
- the threshold AAA size at which persons are kept under surveillance
- the specification of surveillance strategies
- the procedures in place for detecting AAAs before rupture in the absence of a screening programme.

Mason evaluated the incremental cost per life-year gained of a policy option of offering one-off ultrasound screening to all men aged 70 years compared with no screening. A threshold for surgery of 5 cm was assumed. Patients with aneurysms between 3.5 and 5 cm were re-examined at 6-monthly intervals, which was assumed to prevent any ruptures in patients who were not contraindicated to surgery. The incidental detection of AAAs in the absence of screening was not modelled.

Frame and colleagues presented the incremental costs per life-year gained moving through the following intervention options:

- no medical care
- emergency surgery only
- elective surgery for AAAs identified pre-rupture in the absence of screening
- one-time screening with ultrasound/physical examination for men aged 60–80 years
- screening men aged 60–80 years with repeat ultrasound/physical examination 5 years after the first screen.

All men in whom an aneurysm larger than 4 cm is detected would be offered surgery. Frame and colleagues recognised that the decision to undertake elective surgery was commonly based on a 5-cm threshold, but prevalence data were not available.
for a 5-cm threshold. The size of AAA at which a patient enters surveillance was not specified, although a surveillance procedure was described that implied a zero probability of rupture whilst on surveillance. A proportion of AAAs was assumed to be detected in the absence of screening, although the process by which they were detected was not described.

Law and colleagues did not specify a research question, although their analysis suggested that they were evaluating the mean cost per life-year gained (compared with no screening) for alternative surgery thresholds for AAAs for men aged between 60 and 80 years. From a policy perspective, the main limitation of this study is that it did not evaluate a specific screening programme; rather, it assumed that the necessary screening would be undertaken to identify all AAAs by the time they reached alternative thresholds for surgery. The incidental detection of AAAs was implicitly modelled through the data analysis methods (see the section ‘Model structure and assumptions’, p. 59, for a more detailed description).

St Leger and colleagues reported that they examined screening elderly males for aneurysms of 5 or 6 cm to estimate the cost per additional QALY gained. Further reading of the paper reveals that a surgery threshold of 6 cm was assumed, and that patients with AAAs between 3 and 6 cm were followed annually by repeat ultrasound. Aneurysms could rupture under surveillance before they grew to the 6-cm surgery threshold, although not after they reached the threshold. No incidental detection of AAAs in the absence of screening was modelled.

Pentikainen and colleagues evaluated the incremental cost-effectiveness of one-off targeted ultrasound AAA screening, for first-degree male relatives aged between 50 and 85 years of patients with AAA. A secondary analysis of screening both first-degree male and female relatives was also undertaken. A threshold of ≥5 cm was used for the offer of elective surgery. AAAs sized between 3 and 5 cm were assumed to be re-examined every 6 months, and those between 2 and 3 cm annually. It was implied that AAAs could rupture at any point during surveillance, that is, before and after they reached the surgery threshold. The detection of AAAs pre-rupture in the absence of screening was modelled, although the process by which they were detected was not described.

The same group published a cost-effectiveness analysis of targeted screening for AAA in 2001, although this study evaluated screening first-degree male relatives only.

Lee and colleagues evaluated one-time ultrasound or ‘quick-screen’ screening for 70-year-old male patients with a high prevalence of AAA. The ‘quick-screen’ appears to be a screen performed by ultrasound, but undertaken in a maximum time of 5 minutes. A ‘quick-screen’ was defined as ‘limited’ if adequate measurements could not be achieved within 5 minutes. High-risk individuals were identified using the following criteria: current or former smoker; hypertension; hyperlipidaemia, coronary artery disease; history of lower extremity bypass operation; claudication; ischaemic rest pain; and carotid artery disease.

A surgery threshold of ≥5 cm was assumed, with AAAs sized between 4 and 4.9 cm being re-examined every 6 months, and AAAs between 3 and 3.9 cm annually, AAAs could rupture during surveillance, although it was implied that ruptures did not occur after an AAA reached the surgery threshold. A proportion of AAAs would be detected in the absence of screening, although the process by which they were detected was not described.

Comment on research question and policy variables

The overriding comment regarding the specified (or implied) policy questions in the reviewed modelling studies is that the individual studies did not utilise one of the principal benefits of a modelling approach: the evaluation of a range of alternative screening programmes. The evaluation of alternative policy options appears to be particularly relevant in an area such as screening for AAA, where there are numerous policy options for a range of parameters that are likely to affect the cost-effectiveness of screening.

Three policy parameters, in particular, were varied across the reported studies: the definition of the eligible screening population; the comparison of one-time screening with repeat screening; and the threshold for surgery.

The studies either defined the eligible population as men at a specified age (e.g. 70 years old), or between certain ages (e.g. 60–80 years old). The specification of an age range for the eligible population is unlikely to be policy relevant at the point of implementation of a screening programme, and certainly not at the point at which screening reaches equilibrium, i.e. when all persons within the age range have been screened.
and the screening programme is screening people as they reach the lower bound of the age range.

The appropriate research question is a two-part question that first determines the optimal age at which the prevalence screen should be offered when the programme is operating in equilibrium. Second, the maximum age to which it is cost-effective to offer a prevalence screen at the point of implementation of a screening programme should be determined. Each part of the question is subject to complicating factors, such as the need to account for alternative repeat screening strategies when estimating the optimal age for the prevalence screen, or the need to account for resource limitations in the real world when estimating the scope of the initial prevalence screen.

Two studies defined high-risk subgroups at whom screening could be targeted, for example, Pentikainen and colleagues\textsuperscript{172} evaluated screening first-degree male (and female) relatives of patients with identified AAAs, whereas Lee and colleagues\textsuperscript{165} specified a series of high-risk characteristics. The broadest approach would be to specify all relevant combinations of risk characteristics by which an eligible population could be specified, for example, patients with hypertension, patients with hyperlipidaemia, patients with hypertension and hyperlipidaemia. Population-based screening should be included as policy makers may need to provide an economic justification for excluding this most equitable policy option.

The study reported by Frame and colleagues\textsuperscript{170} is the only one that explicitly models the cost-effectiveness of repeat screening compared with a one-off screen. The exclusion of this option is justified if one-off (or prevalence) screening is not found to be cost-effective, as incidence screening can only be less cost-effective. However, most studies found one-off screening to be cost-effective, but still did not evaluate repeat screening. Few data describing incidence rates may have been available at the time of analysis of most studies, but further discussion justifying the exclusion of repeat screening as a policy option would better inform the user. Preferably, the model would evaluate repeat screening at alternative intervals. At least one recent clinical paper has estimated the yield of repeat screening\textsuperscript{183} and further options for incorporating such data into a model-based evaluation of repeat screening are presented below.

There does not appear to be a consensus regarding the appropriate AAA size threshold above which elective surgery is offered, which varies from 4 to 6 cm. It would appear reasonable to test the cost-effectiveness of AAA screening given alternative treatment thresholds. There was also some variation in the size at which an AAA qualified for further surveillance, including 2, 3 and <4 cm. These options, too, could be investigated.

The above comments illustrate the range of potential policy options that could have been evaluated. A good natural history model that differentiates between the incidence and progression of aneurysms at different ages (and preferably between different risk groups) facilitates the evaluation of all such options.

**Model structure and assumptions**

This section describes the structures of the AAA screening models and the assumptions made about the natural history of AAAs and the screening process.

*Figure 10* shows the decision tree used by Mason\textsuperscript{171} to represent the pathway of men who are screened and are candidates for urgent elective surgery (aneurysms larger than 5 cm detected), require follow-up or have no aneurysm detected. Men who were not contraindicated either underwent surgery or were followed up, with a proportion of the latter developing large aneurysms and undergoing surgery. The analysis compared the survival profile over the subsequent 10 years for men in whom an aneurysm was detected through screening (excluding those who were contraindicated for surgery and those in whom a small aneurysm did not become large, and hence did not require surgery). Estimates of the proportion of small aneurysms that became large and an annual rupture rate for large AAAs were used to estimate the number of ruptures in the no screening scenario. Differential adjustments to the all-cause survival rate for screened and non-screened post-surgery survivors were applied to the respective cases to estimate the life-years gained over the 10-year period.

The simple model structure described the screening and disease process in an appealing and intuitive manner, and is easily replicable. The decision tree is potentially appropriate because the study only considers a one-time prevalence screen. However, the chosen model structure required a
number of simplifying assumptions that might compromise the validity of the evaluation. Table 12 describes assumptions made in the model that may affect a user’s interpretation of the results. The most problematic assumptions include the 10-year time horizon, which limits the benefits of screening, whereas the assumptions of no ruptures during surveillance and no opportunistic detection both favour screening. Unlike some modelling studies in which assumptions all favour one intervention, the direction of the assumptions in this model varied so it is not possible to interpret the impact of the assumptions qualitatively (i.e. the overall direction of the bias), let alone quantitatively (the magnitude of the bias).

No diagram of the model used by Frame and colleagues\textsuperscript{170} was presented, but it was described as a spreadsheet model containing seven states: (1) no AAA; (2) undiscovered AAA smaller than 4 cm; (3) undiscovered AAA larger than 4 cm; (4) discovered AAA smaller than 4 cm; (5) AAA larger than 4 cm, which was discovered when less than 4 cm and not re-examined since discovery; (6) discovered AAA larger than 4 cm; (7) dead. The model moved forward in annual cycles over a 20-year time horizon, although the sequence of events within each cycle was carefully defined: screening, annual re-screening of small aneurysms, incidence of interval aneurysms, and ruptures occurred at subsequent days at the start of each year, whereas other-cause deaths, new aneurysms and the progression of aneurysms from small to large occurred at the end of each year. This set-up meant that all men under surveillance (state 5) whose AAA became large would be re-examined (and offered elective surgery) before the aneurysm ruptured. It also favoured screening as all ruptures occurred at the start of the year, thus having a shorter survival period than if assumed to rupture at the midpoint of the year.

The model allows for the diagnosis of AAAs by case finding in the absence of formal screening. Table 13 describes the assumptions incorporated in this model, which include the specification of only two AAA size categories and a constant growth rate of initially small to large aneurysms. Persons surviving elective surgery or a rupture were stated to be cured, presumably entering a post-AAA state, from which there is an annual incidence of developing a new AAA. The specification of an

---

**TABLE 12** The impact and likely bias of model assumptions made by Mason\textsuperscript{171}

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Impact</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal risk in attenders and non-attenders</td>
<td>Risk in attenders may be inaccurate if based on aggregate rates</td>
<td>May favour screening if non-attenders have higher risk</td>
</tr>
<tr>
<td>A constant transition probability between two AAA sizes</td>
<td>The age-specific distribution of AAA size in the smaller size state is not represented</td>
<td>Likely to favour screening, as transitions, and hence ruptures, will occur earlier in the model</td>
</tr>
<tr>
<td>There is a constant rupture rate for all large AAAs</td>
<td>The size distribution of large AAAs will vary by age</td>
<td>Likely to favour screening, as ruptures will occur earlier in the model</td>
</tr>
<tr>
<td>10-year time horizon</td>
<td>Follows men to the age of 80 years, so ruptures and survival post-80 years are not included</td>
<td>Probably favours no screening, as fewer screened men die as a result of AAA</td>
</tr>
</tbody>
</table>

---

**FIGURE 10** Decision tree structure used by Mason\textsuperscript{171}
eligible population between 60 and 80 years introduced some uncertainty as the age
distribution of the screened population is not
defined. The population of screened 60-year-olds
is likely to have a very different prevalence of
AAAs to the population of 80-year-olds and it is
not clear how the clinical parameters accounted
for the stated age range.

Law and colleagues\textsuperscript{181} presented an equation-
based model that estimated the number of lives
saved by screening, for alternative surgery
thresholds, as

\[
\text{lives saved} = (1 - \text{elective operative mortality rate}) \times \left( \text{detection rate} \times \frac{\text{number of AAA deaths}}{\text{AAA deaths}} \right) - (\text{elective operative mortality rate} \times \text{ratio of ruptured to unruptured AAAs at death} \times \text{detection rate} \times \frac{\text{number of AAA deaths}}{\text{AAA deaths}})
\]

The detection rate for a specified surgery
threshold AAA size was estimated from data
describing the distribution of the size of AAAs at
rupture, that is, the detection rate is the number of
AAAs that ruptured above the threshold size
divided by the total number of ruptures. The ratio
of ruptured to unruptured AAAs at death was
based on the proportion of AAAs above a
threshold size that ruptured prior to death. The
combination of the ratio of ruptured to unruptured AAAs at death, the detection rate and
the number of AAA deaths informed the number
of false-positive surgical interventions, that is,
incidental detection rate for AAAs was
implicitly incorporated as the analysis was based
around the number of AAA deaths.

Table 14 lists the assumptions implied from Law
and colleagues’ study. The principal limiting
assumptions appear to be that there were no
contraindications to elective surgery, there was
100% compliance with screening and there were
no ruptures during surveillance, which were all
implied by the method used to calculate the
detection rate.

St Leger and colleagues\textsuperscript{174} used a Markov model
with a time horizon of 5 years. The model
structure was not explicitly presented, although
the progression of men with an aneurysm in year
1 through a maximum of eight size-defined
aneurysm states is described. Progression is based

\begin{table}
\centering
\caption{The impact and likely bias of model assumptions made by Frame and colleagues\textsuperscript{170}}
\begin{tabular}{|l|l|l|}
\hline
Assumption & Impact & Interpretation \\
\hline
100\% screening uptake & Not able to define differential risks for attenders and non-attenders & May favour screening if non-attenders have higher risk \\
A constant transition probability between two AAA sizes & The age-specific distribution of AAA size in the smaller size state is not represented & Likely to favour screening, as ruptures will occur earlier \\
Non-age specific prevalence of AAAs & Wide age range for screening defined & Likely to favour screening if prevalence rates are increased for younger persons (more life-years to gain) \\
No small AAAs rupture during surveillance & No data required to estimate such ruptures & Favours screening \\
20-year time horizon & Follows 60-year-olds to the age of 80 years, so ruptures and survival post-80 years are not included & Probably favours no screening, as fewer screened men die as a result of AAA \\
\hline
\end{tabular}
\end{table}

\begin{table}
\centering
\caption{The impact and likely bias of model assumptions made by Law and colleagues\textsuperscript{181}}
\begin{tabular}{|l|l|l|}
\hline
Assumption & Impact & Interpretation \\
\hline
100\% screening compliance & Detection rate based on size of AAA at ruptures & Favours screening, as screening prevents all ruptures occurring in AAAs above threshold size \\
No ruptures during surveillance & & \\
No contraindications to surgery & & \\
\hline
\end{tabular}
\end{table}
on a size-specific annual AAA growth rate and annual risk of rupture. Men reaching the \( \geq 6 \) cm category received elective surgery if screened, whereas non-screened men remained at risk of rupture. An ‘other-cause’ mortality rate was not incorporated, although it was stated that background mortality was indirectly introduced through the estimation of QALYs.

It is not clear how the results of the rupture model were used, but a best guess is that the number of electively repaired AAAs estimated by the model were assigned a normal age-specific life expectancy (assumed to be 12 years), and the sum of the life expectancies was then compared with the sum of the life expectancies for the same patients in the absence of elective surgery (assumed to be 2 years). It is not clear that the non-screened rupture model informed the estimation of QALYs at all. Perhaps the non-screened rupture model only informed cost estimates for the non-screened group.

Table 15 describes the main assumptions underlying the model. A particularly questionable assumption was the choice of a 5-year time horizon, which left over 92% of the original population of people with AAAs in the no screening arm still alive (which favours no screening). The assumption that AAAs cannot rupture while under surveillance favours screening. The qualitative impact of these assumptions is mixed, which makes the interpretation of the results more difficult.

Pentikainen and colleagues\(^ {172} \) used patient-level DES to describe the pathway of persons through a screening model (Figure 11), and through current practice (Figure 12). This model used the most detailed breakdown of AAA categories. AAAs detected in the current practice model were assumed to follow the size-specific pathways described in the screening model. The assumptions behind the model are described in Table 16.

The screening model invited persons from a defined probability distribution of ages between 50 and 84 years. It appears that the assumption of an equal prevalence of AAAs across this age range was taken due to the small sample size in the study that informed prevalence estimates (a local empirical study). This assumption would have a greater impact if the model is used to inform continued screening at age 50 years once the screening programme reaches equilibrium (i.e. when screening is being offered to individuals as they reach 50 years). The assumption that no AAAs over 5 cm ruptured during surveillance

---

**TABLE 15** The impact and likely bias of model assumptions made by St Leger and colleagues\(^ {174} \)

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Impact</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-year time horizon for rupture model</td>
<td>Incidence of ruptures is underestimated</td>
<td>Favours no screening, as screening would prevent more AAA deaths</td>
</tr>
<tr>
<td>Other-cause mortality not incorporated in the ‘rupture’ model</td>
<td>Men are not at risk of dying from other causes over the 5-year time horizon</td>
<td>Favours screening, as will overestimate number of ruptures</td>
</tr>
<tr>
<td>No 6-cm AAAs rupture during surveillance</td>
<td>No data required to estimate such ruptures</td>
<td>Favours screening</td>
</tr>
<tr>
<td>All AAAs grow by a size-specific amount every year</td>
<td>There is a mismatch of growth and AAA size categories</td>
<td>Unknown bias</td>
</tr>
</tbody>
</table>

**TABLE 16** The impact and likely bias of model assumptions made by Pentikainen and colleagues\(^ {172} \)

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Impact</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal prevalence of AAAs across ages 50–84 years</td>
<td>Age-specific prevalence is not represented</td>
<td>Likely to favour screening, as more AAAs will be prevented at younger ages</td>
</tr>
<tr>
<td>AAA growth modelled as a continuous function</td>
<td>All AAAs assigned a specific size at the point of screening (in mm)</td>
<td>Intuitive representation of the disease process</td>
</tr>
<tr>
<td>AAAs over 5-cm threshold cannot rupture during surveillance</td>
<td>All 5-cm AAAs under surveillance are offered surgery</td>
<td>Favour screening</td>
</tr>
</tbody>
</table>
FIGURE 11 Model structure for AAA screening presented by Pentikainen and colleagues172

FIGURE 12 Model structure for current practice in the absence of AAA screening presented by Pentikainen and colleagues172
would appear to be easier to relax using a patient-
level simulation model as the exact time of the
next scheduled surveillance screen would be
known at the time at which an AAA grew to 5 cm
and the appropriate risk of rupture prior to that
time could be implemented.

The model structure presented by Lee and
colleagues\textsuperscript{182} is shown in
Figure 13, which
describes the transition of AAAs from size under
3 cm to between 3 and 5 cm to >5 cm. Separate
input parameters were described for AAA sizes 3–4
and 4–5 cm, so the model appears to comprise
four AAA size states. It is not clear how the size of
AAAs in the <3 cm category were distributed,
though these patients had an annual growth rate
and a separate risk of rupture.

The presented model structure does not describe
the occurrence of complications that were
described in the text, which stated that all patients
undergoing AAA surgery (elective or emergency)
could develop the following complications: renal
failure, stroke, MI or major amputation. The only
potentially inappropriate model assumption noted
is the application of a constant rupture rate to all
AAAs in the largest AAA size category, which may
misrepresent rupture rates if such rates continue
to be a function of size, as shown in Table 17.

**Comment on model structure and
assumptions**
The reviewed models of screening for AAA
demonstrated a wide range of model structures
and assumptions. The following issues are raised
as areas in which alternative approaches were
identified in the review, and which may impact on
the results of the screening model:

- time horizon
- allowance for screening uptake rates
- appropriate differentiation between AAA sizes
- appropriate cycle length for time-orientated
  models
- allowance for rupture while under surveillance
- allowance for incidental detection of AAAs
- allowance for contraindication to surgery
- modelling of AAA-related healthcare events.
The use of a limited time horizon is an obvious limitation for any model purporting to measure life-years, or QALYs, as the relevant outcome for an evaluation. It may be argued that a proportion of patients will remain alive forever in a cohort model, but there are commonly adopted techniques to get round this anomaly, such as assuming a maximum age of 100 years, that do not materially affect the results of most evaluations.

Screening uptake rates can affect both the costs and effectiveness of a screening programme as described in more detail in the section ‘Progression through undiagnosed cancer states and symptomatic presentation’ (p. 42). Costs are affected if there is a large fixed-cost component to the delivery of screening, such that the cost per screen reduces as the number of people screened increases. The effectiveness of screening may vary according to the uptake rate if those who attend and do not attend screening have different prevalence or survival rates. If these factors are incorporated, a model will provide a more accurate representation of screening, but also facilitate analyses of alternative approaches to increase uptake rates. Most of the identified modelling studies did describe a screening uptake rate, although none of them adjusted costs or prevalence by uptake.

Shorter size categories for AAAs are generally preferred in order to differentiate more accurately between alternative screening options. Most of the identified Markov models specified AAA size categories of 10 mm, starting with AAAs sized over 30 mm, although if an individual sampling modelling technique is used, it is possible to describe AAA size as a near continuous variable, for example, specifying size to the nearest millimetre. A reasonable approach is to define the size categories on the basis of the shortest categories for which data informing events related to AAA size are available, such as size-specific growth, rupture and incidental detection rates. It may also be necessary to define size categories beyond the threshold size for surgery. The advantage of the identified DES model was that it described the continuing growth of AAAs beyond the AAA threshold size for surgery, whereas other models described a single size category above the threshold, e.g. AAAs >50 mm. The application of a single rupture or incidental detection rate to all AAAs in such a category may misrepresent the progression of the AAAs above the threshold size. As time progresses, the distribution of AAAs above the threshold will likely become less right skewed, that is, the mean AAA size will increase. By applying a single rupture rate, the number of ruptures will likely be overestimated as the more appropriate lower rupture rate for smaller AAAs would allow more people to die of competing causes prior to experiencing a rupture.

Related to the choice of size categories is the choice of an appropriate cycle length for a time-orientated model, such as a Markov model. A common statement is that the cycle length should be clinically relevant. In the context of screening for AAAs, clinically relevant may be interpreted as facilitating the progression of AAAs through the defined size categories at an adequate rate; for example, if 10 mm size categories and an annual cycle length are defined, then AAAs in size category 30–40 mm will take a minimum of 2 years to grow to >50 mm.

An apparent shortcoming of most of the identified models is that they did not allow for the rupture of AAAs that were kept under surveillance following detection. There is evidence that AAAs above 30 mm have a risk of rupture. It is clear, therefore, that a proportion of persons with AAAs who are re-screened every 12 months will suffer a rupture in the intervening period. Likewise, there is evidence that a proportion of persons with a detected AAA will be contraindicated to surgery, e.g. the MASS cost-effectiveness study identified around twice as many consultations prior to surgery than episodes of elective surgery. Intuitively, the cost-effectiveness of screening will be influenced by the contraindication rate and this aspect should be modelled.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Impact</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAAs over 5-cm threshold can rupture during surveillance</td>
<td>More realistic representation</td>
<td>No bias</td>
</tr>
<tr>
<td>There is a constant rupture rate for all large AAAs</td>
<td>New and existing AAAs in the &gt;5 cm category have the same rupture rate</td>
<td>Likely to favour screening, as ruptures will occur earlier in the model</td>
</tr>
</tbody>
</table>

| TABLE 17 The impact and likely bias of model assumptions made by Lee and colleagues |
|-------------------------------------|-------------------------------------------------|-------------------------------------------------------------------------------|
| Assumption                                      | Impact                                           | Interpretation                                                                 |
| AAAs over 5-cm threshold can rupture during surveillance | More realistic representation                    | No bias                                                                        |
| There is a constant rupture rate for all large AAAs | New and existing AAAs in the >5 cm category have the same rupture rate | Likely to favour screening, as ruptures will occur earlier in the model       |
The final issue relating to model structure and assumptions concerns the modelling of AAA-related healthcare events. As presented in the section ‘Presentation of model detail and the relevancy of parameter estimates’ (p. 67), there is evidence that persons surviving surgery for AAAs have a shorter life expectancy than the general population. The causes of the shortened survival are the occurrence of other healthcare events that are related to the presence of an AAA, which implies that all persons with an AAA (either detected or not detected, and pre- or post-surgery) are at risk of AAA-related healthcare events. Lee and colleagues\textsuperscript{182} modelled four complications post-surgery (renal failure, stroke, MI and major amputation), although they did not allow for the occurrence of similar events pre-surgery, which would likely favour the no screening arm because more persons with AAAs underwent surgery in the screening group. As these events will have both cost and utility implications, a model of screening for AAA should include health states describing related healthcare events for all persons with AAAs.

**Choice of modelling technique**

The chosen model structure affects the appropriate choice of modelling technique, and the influence of the factors addressed in the previous section on the choice of modelling technique is assessed in this section. Individual sampling models handle the modelling of more complex pathways more easily than cohort models because simultaneous events that affect the progression of patients can be described as attributes that are attached to individuals as they progress through the model. In the case of modelling AAA-related health events, health states may describe progression through a series of AAA size categories, whereas AAA-related events are treated as attributes. Within each size-related health state, each individual may sample a probability of experiencing renal failure, stroke, MI and major amputation as an AAA-related event, and the experience of each event can be stored as an attribute that informs cost and utility weights for that health state, in addition to survival rates.

In a cohort Markov model the tracking of an unruptured AAA at the same time as describing the impact of the related events may cause the exponential expansion of the number of states required by the model. Lee and colleagues\textsuperscript{182} described differential annual costs for the first year and subsequent years following an MI, which required two additional states for every AAA size category. Figure 14 presents a portion of the hypothetical model structure.

Other issues that may make an individual sampling model a more appropriate form of modelling come to light when considering validation sources for the model [as discussed in more detail in the section ‘Validation (and calibration)’, p. 78]. The MASS trial is the only large-scale UK trial of screening for AAA,\textsuperscript{185} and therefore provides a key source for validating the model, which requires setting up a model to reflect the key decision parameters within the trial. The decision parameters include the specification of AAA size categories between 3 and 4.4 cm and between 4.5 and 5.4 cm; 3-monthly screens for AAAs detected in the latter category; and consideration of elective surgery for AAAs over 5.5 cm, with signs of rapid expansion (\(\geq 1\) cm per year) at a follow-up screen, or showing symptoms attributable to aneurysms. Hence setting up a model that incorporates these decision rules requires the application of alternative surveillance

**FIGURE 14 Example of Markov model health state proliferation**
schedules for AAA categories outside the commonly proposed 1 cm categories, and the ability to track fast-growing aneurysms. Both of these factors may be more easily adopted using an individual sampling model.

Presentation of model detail and the relevancy of parameter estimates

It is necessary to present sufficient detail to provide the reader with a clear understanding of the data sources and input parameter point estimates. In addition to describing the extent to which the input data were described, where possible this section also critiques the data sources and data analyses that were used to populate the identified models.

The evaluation reported by Mason\textsuperscript{171} was poorly referenced and it is difficult to judge the accuracy of the values for some of the key input parameters. Tables 18 and 19 describe details of the data sources that were presented and the interpretation of any biases introduced by the described source. In particular, details of the analysis of the referenced data sources informing AAA growth rates and rupture rates would be useful. The model’s results were shown to be very sensitive to the relative survival rates post-elective surgery for screened patients and post-rupture for non-screened patients, so more detail on the data source used to estimate the baseline relative survival rates would be useful. The authors stated that the full survival analysis is available, but it can only be presumed by the reader that the survival analysis accounts for the differential timing of events (ruptures and elective surgery) in the

<table>
<thead>
<tr>
<th>TABLE 18 Uncertainties in the input parameter values used by Mason\textsuperscript{171}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Screening uptake rates</td>
</tr>
<tr>
<td>Screening test characteristics</td>
</tr>
<tr>
<td>AAA prevalence</td>
</tr>
<tr>
<td>AAA growth rates</td>
</tr>
<tr>
<td>AAA rupture rates</td>
</tr>
<tr>
<td>AAA opportunistic detection</td>
</tr>
<tr>
<td>Contraindication rate</td>
</tr>
<tr>
<td>Elective mortality rates</td>
</tr>
<tr>
<td>Rupture survival rates</td>
</tr>
<tr>
<td>Differential post-surgery survival</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 19 Data sources for cost parameters presented by Mason\textsuperscript{171}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Screening costs</td>
</tr>
<tr>
<td>Acute surgery costs</td>
</tr>
</tbody>
</table>
screened and non-screened cohorts. It is also necessary to know whether the survival analyses were age-adjusted as patients surviving elective surgery would generally be younger than patients surviving emergency surgery.

The data sources presented by Frame and colleagues\(^\text{170}\) are described in Tables 20 and 21. Although the data sources are clear, there remains uncertainty around how particular parameter values were estimated, for example, AAA prevalence was referenced to a UK population study that estimated a prevalence of 7.8% and a Swedish study of ultrasonography in hypertensives (an \textit{a priori} high risk group), which estimated a prevalence of only 2%. It is not clear how the aggregate AAA prevalence of 5.4%, or the split between AAAs above and below the 4-cm surgical threshold were defined. Similarly, the assumptions required to estimate aggregate rates of growth for all AAAs under 4 cm to over 4 cm were not defined.

<table>
<thead>
<tr>
<th>TABLE 20</th>
<th>Uncertainties in the input parameter values used by Frame and colleagues(^\text{170})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Reference</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Screening uptake rates</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Screening test characteristics</td>
<td>Referenced, and detailed description of studies provided</td>
</tr>
<tr>
<td>AAA prevalence</td>
<td>Referenced to a UK population based study and a Swedish high-risk study</td>
</tr>
<tr>
<td>AAA growth rates</td>
<td>Referenced to 2 observation studies of AAAs \textit{in situ}</td>
</tr>
<tr>
<td>AAA rupture rates</td>
<td>Two studies referenced, no details on distribution of AAA size in studies</td>
</tr>
<tr>
<td>AAA opportunistic detection</td>
<td>Not referenced</td>
</tr>
<tr>
<td>Contraindication rate</td>
<td>Referenced to two studies, including one from the UK</td>
</tr>
<tr>
<td>Elective mortality rates</td>
<td>Appears to be referenced to two studies from the early 1980s</td>
</tr>
<tr>
<td>Rupture survival rates</td>
<td>Appears to be referenced to two studies from the early 1980s</td>
</tr>
<tr>
<td>Differential post-surgery survival</td>
<td>Appears to be referenced to two studies from the early 1980s</td>
</tr>
</tbody>
</table>

<p>| TABLE 21 | Data sources for cost parameters presented by Frame and colleagues(^\text{170}) |
|----------|-----------|----------------|</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening costs</td>
<td>Medicare reimbursement rates</td>
<td>Relevant source, although recognised as being a high estimate</td>
</tr>
<tr>
<td>Acute surgery costs</td>
<td>Referenced to economic study of AAAs</td>
<td>Unknown relevance</td>
</tr>
<tr>
<td>Post-surgery costs</td>
<td>A follow-up office visit (US$35) is not referenced</td>
<td>Unknown relevance, as application is not described</td>
</tr>
</tbody>
</table>
Other areas in which additional details on the sources informing parameter values would have been useful include the incidental detection of AAAs, which was not referenced, and survival rates post-rupture and post-elective surgery, which were loosely referenced to two relatively old papers, both of which were only two pages long.

Tables 22 and 23 present the main uncertainties around the data sources used by Law and colleagues. The data sources were generally well referenced and the data analyses clearly described, with most of the relevant data presented in tables. The relevance of some of the data sources may be questioned, particularly the surgical series and the necropsy series that date back to 1964 and 1955, respectively. However, the data are presented so the user can judge the comparability of the earlier and later series. The data sources were generally well referenced and the data analyses clearly described, with most of the relevant data presented in tables. The relevance of some of the data sources may be questioned, particularly the surgical series and the necropsy series that date back to 1964 and 1955, respectively. However, the data are presented so the user can judge the comparability of the earlier and later series.

Life expectancy post-surgery was based on life expectancy in the general population, and incorporated an increased risk of death from other vascular risks in this population. The ratio of deaths from circulatory to non-circulatory causes was based on a cohort of US patients who survived elective AAA surgery and the general US population. The estimated ratio was applied to England and Wales mortality data to estimate mean life expectancy in the UK for men aged 60, 65, 70 and 75 years, though no details of the estimation method were presented. The average number of years of life lost by men dying from a ruptured AAA is presented, presumably as a function of the age distribution of AAA deaths. A small correction may be required if the probability of elective operative death is a function of age.

Costs were attached to the number of elective surgery episodes, emergency surgery episodes and cases of failed hospital resuscitation for persons reaching hospital after rupture but dying prior to surgery. Two ultrasound screens were assumed for each man between the ages of 60 and 80 years, although a follow-up strategy for aneurysms smaller than the threshold is not defined. This may be important as the study assumes that all aneurysms that reach the threshold will be detected, which will be affected by the rescreening strategy.

St Leger and colleagues stated that further details on the “considerations” behind the parameter estimates were available from the authors, which is essential because virtually no details were provided in the paper. The author did respond to an email query about the data sources, although the information had been lost in the intervening period. Table 24 describes the parameters for which no reference details are provided.

### TABLE 22 Uncertainties in the input parameter values used by Law and colleagues

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA deaths</td>
<td>UK government mortality statistics</td>
<td>Good, contemporary reference</td>
</tr>
<tr>
<td>Size of AAA at rupture</td>
<td>Based on 3 surgical series (1964, 1972, 1993) and 2 necropsy series (1955, 1957) ( (n = 163) ), smoothed using cubic splines</td>
<td>May favour no screening if surgical studies excluded ruptures that did not make it to surgery (likely to be larger)</td>
</tr>
<tr>
<td>Ratio of ruptured to unruptured AAAs at death</td>
<td>Based on 3 necropsy studies (1955, 1957, 1977) ( (n = 160 \text{ for AAAs } &gt; 7 \text{ cm}) )</td>
<td>Unknown bias, old sources, but sufficient detail presented</td>
</tr>
<tr>
<td>Survival</td>
<td>Based on reasonable data sources, but analysis is unclear</td>
<td>Unknown bias, same life expectancies applied to elective and emergency surgery survivors</td>
</tr>
</tbody>
</table>

### TABLE 23 Data sources for cost parameters presented by Law and colleagues

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening costs</td>
<td>All referenced to single study</td>
<td>Unknown relevance, as details not provided</td>
</tr>
<tr>
<td>Acute surgery and failed resuscitation costs</td>
<td>Assumed</td>
<td>Unknown bias, difficult to estimate (and inform policy) without modelling growth rates</td>
</tr>
</tbody>
</table>
An annual risk of rupture and an annual amount of growth were defined for four size categories of aneurysm (3–3.99, 4–4.99, 5–5.99 and >6 cm). The specification of aneurysm growth as \( x \) cm per year, as a function of the existing size of the aneurysm, resulted in some inaccuracies in the model, for example, aneurysms of size 4.5–4.99 cm had an annual growth rate of 0.46 cm, and were all assumed to progress to the next size category (5–5.99 cm) by the following year. As can be seen, aneurysms of size 4.5 cm would not progress to the subsequent category within 1 year. Such inaccuracies were compounded over the course of the eight aneurysm states.

The estimation of life expectancy after the 5-year rupture model assumed that all men developing an aneurysm >6 cm did so at age 70 years. A mean life expectancy of 12 years in the non-affected population aged 70 years was assumed (based on men in England and Wales, although not referenced).

Some 80% of aortas in the smallest aneurysm category were assumed to be normal and not to grow. All other aneurysms were assumed to grow exponentially at an annual rate of 5%. Two references were quoted in the discussion as “supporting” the exponential growth model, although a separate study found no evidence of increasing absolute growth rates by AAA size,\(^{186}\) as referenced by Frame and colleagues.\(^{170}\) Such discrepancies underline the preference for undertaking systematic reviews to inform input parameters. Rupture risk was estimated as an increasing function of size, using a quadratic increasing risk function that gave a zero risk at 4 cm, a 5% annual risk at 5 cm and a 100% risk at 10 cm. The distributional form was assumed, although increasing rupture rates by size were referenced. All persons with a negative screen were assumed not to be at risk of future rupture, and hence died of other causes.

Empirical data were used to estimate separate 15-year survival curves post-surgery for elective and emergency patients. These survival curves were input directly into the model (post-15-year survival is assumed equal to the general

---

### Table 24: Uncertainties in the input parameter values used by St Leger and colleagues\(^{174}\)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening uptake rates</td>
<td>Not referenced</td>
<td>25% screening refusal rate</td>
</tr>
<tr>
<td>Screening test characteristics</td>
<td>Not referenced</td>
<td>Favours screening, as assumed to be 100% sensitive</td>
</tr>
<tr>
<td>AAA prevalence</td>
<td>Not referenced</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>AAA growth rates</td>
<td>Not referenced</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>AAA rupture rates</td>
<td>Not referenced</td>
<td>Unknown bias, size-specific rupture rates</td>
</tr>
<tr>
<td>AAA opportunistic detection</td>
<td>Not referenced</td>
<td>Favours screening, as assumed to be zero</td>
</tr>
<tr>
<td>Contraindication rate</td>
<td>Not referenced</td>
<td>Favours screening, as assumed to be zero</td>
</tr>
<tr>
<td>Elective mortality rates</td>
<td>Study from 1986 is referenced</td>
<td>Unknown bias, was the surgical procedure informing the survival rates relevant?</td>
</tr>
<tr>
<td>Rupture survival rates</td>
<td>Range of 80–94% is referenced</td>
<td>Favours screening, as 100% mortality assumed</td>
</tr>
<tr>
<td>6-cm AAs at 5 years have 2-year survival</td>
<td>Not referenced</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Differential post-surgery survival</td>
<td>Not referenced</td>
<td>Likely to favour screening, as post-surgery survival same as normal population</td>
</tr>
</tbody>
</table>
population). It was not stated whether the survival analysis accounted for age or whether a constant survival rate was applied to all patients.

Table 27 presents the data sources for the cost parameters in the model (utilities were not measured), which shows that the study used locally relevant empirical data sources.

Soisalon-Soininen and colleagues\textsuperscript{173} used the same model as Pentikainen and colleagues,\textsuperscript{172} although there appear to be some differences in the parameter estimates between the two models; for example, Pentikainen and colleagues defined rupture risk as an increasing function of aneurysm size starting from aneurysms of size 4 cm, whereas Soisalon-Soininen and colleagues defined a constant rupture risk for aneurysms larger than 5 cm (smaller aneurysms have a rupture risk of zero). Other differences between the studies included the rupture mortality rate. Both studies estimate that 60% of rupture patients died before surgery, but Pentikainen and colleagues estimated a 38% operative mortality for emergency ruptures, whereas Soisalon-Soininen and colleagues estimated a 64% 30-day operative mortality rate.

### TABLE 25 Data sources for cost and utility parameters presented by St Leger and colleagues\textsuperscript{174}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening costs</td>
<td>A pilot study and a referenced study reporting fixed and variable costs</td>
<td>Useful implementation of fixed and variable costs. Likely to favour screening, as costs have not been uprated from 1986</td>
</tr>
<tr>
<td>Surgery costs</td>
<td>An analysis of series of patients treated at a UK hospital</td>
<td>Not clear whether micro-costed, but appears to be a decent source</td>
</tr>
<tr>
<td>Utility values</td>
<td>Not referenced</td>
<td>Favours screening, as assumed to be 1 for all health states</td>
</tr>
</tbody>
</table>

### TABLE 26 Uncertainties in the input parameter values used by Pentikainen and colleagues\textsuperscript{172}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening test characteristics</td>
<td>Referenced to an editorial from 1985</td>
<td>Favours screening as assumed to be 100% sensitive</td>
</tr>
<tr>
<td>Screening uptake rates</td>
<td>Local empirical study (interpolated numbers: ( n = 322 ), male screened 132, male AAAs 32, female screened 106, female AAAs 6)</td>
<td>Relevant source, but small sample</td>
</tr>
<tr>
<td>AAA prevalence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AAA growth rates</td>
<td>Assumed, although studies giving general support to defined growth rates (although not growth rates at extremes) are referenced</td>
<td>Unknown bias of under- and overestimation of growth rates at extremes</td>
</tr>
<tr>
<td>AAA rupture rates</td>
<td>Assumed, although studies giving general support to defined rupture rates are referenced, with apologies for choosing the functional form of the hazard function</td>
<td>Unknown bias, size-specific rupture rates</td>
</tr>
<tr>
<td>AAA opportunistic detection</td>
<td>Parameter values not described</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Contraindication rate</td>
<td>Assumed, not referenced</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Elective mortality rates</td>
<td>Number of ruptured patients undergoing surgery not referenced</td>
<td>Unknown bias for proportion making it to surgery, otherwise relevant source</td>
</tr>
<tr>
<td>Rupture survival rates</td>
<td>Local empirical data estimated operative mortality (512 elective; 182 emergency operations)</td>
<td></td>
</tr>
<tr>
<td>Differential post-surgery survival</td>
<td>Survival analysis of 576 elective, and 277 emergency patients surviving 30 days after surgery with maximum 15-year follow-up</td>
<td>Relevant source</td>
</tr>
</tbody>
</table>
The post-surgery survival rates presented by the two studies were identical, so it is not clear why there was a difference in operative mortality. Both studies assumed an incidental detection rate for AAAs in the non-screened population, although the proportion was not stated by Pentikainen and colleagues (Soisalon-Soininen and colleagues reported a 63% incidental finding rate, based on local empirical data).

Lee and colleagues provided virtually no information on the data sources used to estimate input parameter values, and the input parameter values are described as weighted averages. The reader was invited to request references, which is unusual as the presentation of references is not generally subject to space constraints. A letter was sent to the corresponding author requesting further information, but no reply was received. Table 28 lists the data sources provided, which shows that a number of key parameters were assumed, including contraindication rates and incidental finding rates. In addition to the lack of information on data sources, the methods (and assumptions) for converting the set growth rates into transition probabilities, or for estimating the excess mortality risk for the complications, were not presented.

Table 29 presents the data sources for the cost and utility parameters in the model. The main uncertainties are around the sources for the cost of the complications and the utility values.

**Comment on presentation of model detail**

The adequacy of the presented information varied from a minimum level at which virtually no references to the data sources were provided, to a good standard of referencing and the actual presentation of the raw data derived from the referenced sources. That Law and colleagues presented the most detailed information on the data sources used to model the cost-effectiveness of AAA screening was obviously assisted by the relative simplicity of the modelling approach adopted, which was based around a limited set of input parameters that excluded unobservable parameters such as AAA growth rates. This approach extends to the estimation of costs where Law and colleagues simply assumed that each man underwent two screens.

The St Leger and Lee studies raise an interesting issue, however, as they invite the user to contact the authors to request additional information about their models, although upon application no further details were forthcoming. The invitation to apply for further details is one solution to journal space constraints, although this approach is only feasible if the authors have a more complete research report that can be dispatched to users. Otherwise, authors are unlikely to be able to respond adequately to enquiries occurring years after the publication of the paper when the authors’ recollection of the details will be diminished. A better solution would be for journals to facilitate the publication of additional material as a web-based appendix to the paper-based version. Space constraints will always be an issue for the publication of decision model-based evaluations, given the synthesis of data from a range of sources. Developments in the application of such models, such as the increased frequency of probabilistic sensitivity analyses that incorporate probability distributions around most input parameters, and the fact that good screening models tend to be more complex than treatment models, mean that the space constraints are likely to be felt more acutely by authors of such models. Some journals do provide such facilities (e.g., JAMA, BMJ), although the uptake of this facility appears to be limited.

Nevertheless, it may be reasonably expected that the paper-based journal version of a modelling study should at least reference the data sources used to estimate the model’s input parameters, briefly describe the methods of any data analyses...
undertaken to estimate important parameters and discuss data limitations for parameters to which the cost-effectiveness results are shown to be particularly sensitive.

Comment on relevancy of parameter estimates

The following sections present brief outlines of relevant estimates for alternative input parameters based on the sources reported in the identified studies. Unfortunately, it was not feasible to undertake a systematic review of parameter estimates in the available time frame.

Screening uptake rates

Most studies compared only one screening option, and none of the studies described screening costs as a function of uptake, so uptake rates affected only total costs and effects, not cost-effectiveness. The most relevant parameter estimates were those based on local screening studies.\textsuperscript{171-173}

Screening test characteristics

The only parameter value that did not differ across studies was the sensitivity rate for ultrasound screening for AAAs, which was assumed to be 100%. However, the only study to present a review of the effectiveness of ultrasound as a screening test for AAAs showed that the empirically estimated sensitivity is less than 100%.\textsuperscript{170}

Prevalence

Mason\textsuperscript{171} appeared to estimate prevalence by dividing observed mortality rates by the rupture

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening uptake rates</td>
<td>Assumed, not referenced</td>
<td>Favours screening, as assumed to be 100%</td>
</tr>
<tr>
<td>Screening test characteristics</td>
<td>Based on local study of 25 patients, in whom 7 AAAs were detected</td>
<td>Favours screening, as assumed to be 100% sensitive</td>
</tr>
<tr>
<td>AAA prevalence</td>
<td>Not referenced, described as a weighted average</td>
<td>Unknown bias, presented by size</td>
</tr>
<tr>
<td>AAA growth rates</td>
<td>Presented as a set growth per year (e.g. 1 mm for AAAs less than 3 cm). Not referenced, described as a weighted average</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>AAA rupture rates</td>
<td>Not referenced, described as a weighted average</td>
<td>Unknown bias, presented by size</td>
</tr>
<tr>
<td>AAA opportunistic detection</td>
<td>Assumed, not referenced</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Contraindication rate</td>
<td>Implied to be zero, not referenced</td>
<td>Favours screening, as most studies assume a positive contraindication rate</td>
</tr>
<tr>
<td>Elective mortality rates</td>
<td>Not referenced, described as a weighted average</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Rupture survival rates</td>
<td>Not referenced, described as a weighted average</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Complications rates following elective and emergency surgery</td>
<td>Not referenced, described as a weighted average</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Differential post-surgery survival</td>
<td>Excess mortality rates associated with complications referenced to three studies, but estimation process is not described</td>
<td>Unknown bias</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening costs</td>
<td>Derived from the cost accounting system at the authors’ US hospital</td>
<td>Relevant source</td>
</tr>
<tr>
<td>Acute surgery costs</td>
<td>Referenced to recent economic evaluations</td>
<td>Relevant source</td>
</tr>
<tr>
<td>Long-term complications costs</td>
<td>Not referenced, though separate costs are presented for the first year and subsequent years</td>
<td>Unknown bias</td>
</tr>
<tr>
<td>Utility values</td>
<td>Not referenced, though method for accounting for the temporary effect of elective surgery is described</td>
<td>Unknown bias</td>
</tr>
</tbody>
</table>
mortality rate to estimate the total number of ruptures. The problem with this estimation procedure is that additional AAAs would be detected by screening that would not rupture prior to death from other causes. Also, Mason did not describe how the size distribution of the prevalent AAAs was estimated.

The only other study to provide any detail on the sources used to estimate AAA prevalence is that of Pentikainen and colleagues, who obtained prevalence estimates by size of AAA from a relatively small screening study in which 38 AAAs were detected from a population of 238 high-risk individuals. Other studies reference prevalence estimates, although even after reviewing the referenced papers it is sometimes not clear how the referenced studies were used to inform prevalence rates.

Given the high sensitivity of the ultrasound screening test, screening pilot studies or screening trials are likely to provide fairly accurate estimates of age-specific AAA prevalence by size, although there may be concerns over the representativeness of attenders. However, in the context of a screening evaluation, the prevalence of AAA in the population likely to be screened may be more relevant than the full population prevalence as the non-screened population will have the same costs and benefits in the presence and absence of a screening programme. Ideally, prevalence rates in both populations would be used to inform the evaluation of increased screening uptake.

It is also important that prevalence is estimated across ages that are potentially eligible for screening. A brief review of the literature identified few relevant sources in the area of AAAs, although the Collaborative Aneurysm Screening Study Group identified a highly significant difference in prevalence rates between screening studies undertaken in the UK, Australia and Denmark, suggesting that locally derived data are important for informing prevalence. Age-specific prevalence rates were identified in a Danish population-based study, though the rates corresponding to the MASS trial were much higher than observed in the UK study (12.8% versus 5% prevalence for AAAs larger than 3 cm). Lederle and colleagues showed a highly significant difference in prevalence rates between persons who have ever smoked and those who have never smoked. The MASS trial report does not present the proportion of smokers in the screened population, so this potential difference cannot be assessed. In the absence of a systematic review of the literature, and access to patient-level data from relevant studies, the age-specific Danish prevalence figures could be adjusted downwards by applying a constant ratio of the prevalence of AAAs in the age range 65–74 years observed in the Danish and the MASS trial to the observed rates in all age groups of the Danish study, as presented in Table 30.

Other sources that are commonly used in cancer screening models are necropsy studies; although based on the sources presented by Law and colleagues, there are unlikely to be any recent such studies, which reduces their relevance due to possible birth cohort effects.

**Incidence**

Frame and colleagues assumed an incidence rate of new AAAs of 0.1% as no direct data informing incidence rates were identified; no other studies modelled incidence. Given the almost perfect sensitivity assumed for ultrasonography, it follows that repeat screening can be excluded as an option if the incidence rate is so close to zero. However, a more recent study found a 4-year incidence rate of 2.2% (95% CI 1.6 to 2.8%) in over 2300 men (mean age 66 years at second screen) who were rescreened 4 years after an initial screen that had shown them to be clear of AAA. In addition, there was a 0.4% (20/5151) rate of interim AAAs, of which only one showed strong signs of being a false-negative screening result. Lederle and colleagues concluded that a second screen after an interval of more than 8 years may provide similar yields to the prevalence screening round. This indicates that screening models should evaluate the cost-effectiveness of alternative repeat screening strategies for AAAs.

**Growth rates**

Several studies describing growth rates of AAAs were referenced, although no details of the primary data were provided. Pentikainen and colleagues developed growth and rupture risk

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Danish data</th>
<th>Adjusted data</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;29 mm</td>
<td>&gt;39 mm</td>
<td>&gt;29 mm &gt;39 mm</td>
</tr>
<tr>
<td>25–44</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>45–54</td>
<td>0.019</td>
<td>0.000</td>
</tr>
<tr>
<td>55–64</td>
<td>0.06</td>
<td>0.011</td>
</tr>
<tr>
<td>65–74</td>
<td>0.128</td>
<td>0.041</td>
</tr>
<tr>
<td>75–84</td>
<td>0.185</td>
<td>0.086</td>
</tr>
<tr>
<td>Total</td>
<td>0.082</td>
<td>0.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>&gt;29 mm</th>
<th>&gt;39 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>25–44</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>45–54</td>
<td>0.007</td>
<td>0.000</td>
</tr>
<tr>
<td>55–64</td>
<td>0.023</td>
<td>0.004</td>
</tr>
<tr>
<td>65–74</td>
<td>0.050</td>
<td>0.016</td>
</tr>
<tr>
<td>75–84</td>
<td>0.072</td>
<td>0.033</td>
</tr>
<tr>
<td>Total</td>
<td>0.032</td>
<td>0.009</td>
</tr>
</tbody>
</table>
equations that were “supported” by the literature, although they were not validated in the model.

Given the intervention strategy for detected AAAs, that is, that surgery may be delayed until the AAA reaches a size of 6 cm in some cases, and that there is a sizeable proportion of patients in whom surgery is contraindicated, there are likely to be a number of studies reporting growth rates for AAAs. Indeed, a simple MEDLINE search combining the MeSH term ‘Aortic Aneurysm, Abdominal’ with the freetext term ‘growth rates’ identified four relevant studies published since between 1996 and September 2004.\textsuperscript{190–193}

Vardulaki and colleagues,\textsuperscript{190} in particular, presented separate estimated exponential growth rates for AAAs at three initial diameters (3, 4 and 5 cm) that were shown to fit the presented screening data closely, and also histograms of the observed growth rates that show the distributions to be approximately normally distributed. A growth rate of 1.02 could be converted to transition probabilities from one AAA size to another, say 30–40 mm, using the following approach:

\[ \text{size}_{t1} = \text{size}_{t0} \left(\text{growth}^n\right) \rightarrow 40 = 30(1.02^n) \]

where \( n \) is the number of years required for the mean AAA to grow to size 40 mm. As when \( a^n = x \) then \( n = \log_a x \), then \( n = \log(40/30)/\log(1.02) = 14.53 \) years, which can be converted to an annual transition probability as \( 1 - \exp(-1/14.53) = 0.067 \).

Similar estimates can be undertaken for alternative starting AAA sizes, although this approach requires consideration of two particular issues. First, if size categories are used to describe AAA size, then alternative model ‘start’ and ‘within model’ states may be required for each category, for example, for a state ‘40–50 mm AAAs’ it may be assumed that the mean size of AAAs in this state at the start of the model is 45 mm. AAAs entering this state once the model starts will do so at size 40 mm. Therefore, alternative transition probabilities should be applied to these two groups of AAAs.

No data describing growth rates of AAAs above starting size 50 mm were identified, but the observed increase in growth rates in 30-, 40- and 50-mm AAAs may be used to estimate growth rates at larger starting sizes. Table 31 presents the set of transition probabilities assuming that the AAA growth rate increases at a constant rate, as observed between sizes 40 and 50 mm (2.9%). Table 32 presents the estimated transition probabilities if it is assumed that growth rates increase at a growing rate, as informed by the ratio of the growth rates between 40 and 50 mm to the rates between 30 and 40 mm (2.11).

TABLE 31 Estimated annual transition probabilities between alternative size categories of AAA assuming a constant increase in the AAA growth rate

<table>
<thead>
<tr>
<th>Start size (mm)</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>End size (mm)</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Annual growth rate (mm)</td>
<td>1.02</td>
<td>1.03</td>
<td>1.06</td>
<td>1.09</td>
<td>1.13</td>
<td>1.16</td>
<td>1.19</td>
</tr>
<tr>
<td>Log(end size/start size)</td>
<td>0.12</td>
<td>0.10</td>
<td>0.08</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Log(growth rate)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>N=log(end size/start size)/log(growth rate)</td>
<td>14.53</td>
<td>6.67</td>
<td>2.94</td>
<td>1.70</td>
<td>1.12</td>
<td>0.80</td>
<td>0.60</td>
</tr>
<tr>
<td>Transition probability</td>
<td>0.07</td>
<td>0.14</td>
<td>0.29</td>
<td>0.44</td>
<td>0.59</td>
<td>0.71</td>
<td>0.81</td>
</tr>
</tbody>
</table>

TABLE 32 Estimated annual transition probabilities between alternative size categories of AAA assuming an increasing increase in the AAA growth rate

<table>
<thead>
<tr>
<th>Start size (mm)</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>End size (mm)</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Annual growth rate (mm)</td>
<td>1.020</td>
<td>1.034</td>
<td>1.064</td>
<td>1.129</td>
<td>1.276</td>
<td>1.625</td>
<td>2.567</td>
</tr>
<tr>
<td>Log(end size/start size)</td>
<td>0.12</td>
<td>0.10</td>
<td>0.08</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Log(growth rate)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.05</td>
<td>0.11</td>
<td>0.21</td>
<td>0.41</td>
</tr>
<tr>
<td>N=log(end size/start size)/log(growth rate)</td>
<td>14.53</td>
<td>6.67</td>
<td>2.94</td>
<td>1.27</td>
<td>0.55</td>
<td>0.24</td>
<td>0.11</td>
</tr>
<tr>
<td>Transition probability</td>
<td>0.07</td>
<td>0.14</td>
<td>0.29</td>
<td>0.55</td>
<td>0.84</td>
<td>0.98</td>
<td>1.00</td>
</tr>
</tbody>
</table>
The observed differences according to the alternative assumptions could have an important impact on the estimated cost-effectiveness of screening. Thus, a systematic review and meta-analysis would ideally be required to populate these parameters, particularly as Frame and colleagues\(^{170}\) referenced a paper that found no evidence of an increasing growth rate, let alone an increasing increase in the growth rate.

The development of theories to inform initial estimates of such parameters, which then form the basis for the calibration of the model against external data sources, provides a more robust approach to populating screening models. None of the identified studies calibrated their models to estimate unobservable parameters, such as AAA growth rates. The process of calibration is discussed in more detail in the section ‘Model calibration’ (p. 38). In an AAA screening model, the assumed constant increase in growth rates could be varied during a process of calibration. Potential sources for calibrating or validating a model of screening for AAAs are discussed in the section ‘Validation (and calibration)’ (p. 78).

Alternatively, data synthesis techniques such as the Markov chain estimation procedure proposed for estimating non-observable transition probabilities in the colorectal cancer screening case study, which use primary data describing the incidence of alternative stages of the disease (see the section ‘Progression through undiagnosed cancer states and symptomatic presentation’, p. 31), could be applied to similar data sources concerning AAAs.

**Rupture rates**

Law and colleagues\(^{181}\) demonstrated a direct method of estimation for size-specific rupture rates based on a series of longitudinal studies reporting rupture rates by starting size of AAA. A logistic regression model was fitted to these data to estimate the annual risk of rupture; Vardulaki and colleagues\(^{190}\) stated that the analysis presented by Law and colleagues provides the best estimates of rupture rates.

**AAA opportunistic detection**

None of the identified modelling studies referenced a data source for the estimation of a non-screen detection rate of AAAs. This is a particularly difficult parameter to estimate, being ideally informed by screening trials in which the number of opportunistically detected cases in the non-screening group can be compared with the total number of detected cases in the group randomised to screening. The proportion of AAAs detected opportunistically (assuming 100% sensitivity of the screening test) would be estimated as the additional cases detected opportunistically in the no screening group divided by the number of cases detected by screening in the screening group.

There are complicating issues regarding patients identified as having aneurysms outside of the screening programme, and where they lie in relation to the screened population. Taking the figures from the MASS trial\(^{185}\), a total of 70,495 men were assessed for eligibility, of which 67,800 were randomised. Ninety-two elective operations were recorded in the control group of approximately 34,000 (0.27%); 27,000 of the 34,000 randomised to the screen arm of the trial were actually screening, and the total number of aneurysms identified requiring surgery was 322 (291 within and 31 outside protocol). If it is assumed that the 31 surgery episodes identified outside protocol were in the non-attenders, the rate of surgery in the screened group was 1.08%. The opportunistic identification of patients requiring surgery would be estimated at approximately 0.27/1.08 = 0.25.

This is a very approximate calculation and further modifications may be required to address two further issues. First, incidence in the screened group may be different to incidence in the control group. Second, the opportunistic identification of aneurysms within the trial may not be equivalent to that elsewhere, and it may be that the heightened awareness of aneurysms in the geographical area concerned in the trial may mean that this was inflated compared with other areas.

**Contraindication rates**

Frame and colleagues\(^{170}\) referenced two papers that appeared to present different estimates of the contraindication rate (10–40%), and so took a rate of 30% as the baseline estimate. No other papers referenced studies reporting contraindication rates.

**Elective and emergency operative mortality rates**

A range of studies reporting operative mortality rates (in addition to preoperative mortality rates for ruptures) were referenced, although all sources dated back to the 1980s. Pentikainen and colleagues\(^{172}\) based their estimates on a small local screening study. Alternatively, a study by Michaels\(^{184}\) was published after all of the identified models, although it was based on readily available data (hospital episode statistics) that...
provide as good a source as one might expect to find on such parameters in the UK. A total of 38,319 abdominal aortic procedures or deaths in hospital with a primary diagnosis of aortic aneurysm were identified. The elective mortality rate was 6.4% overall; postemergency operative mortality was 35%, rising to 41.6% if urgent procedures were excluded and 63.1% if non-operated cases were included.

**Postoperative survival**

Four broad approaches to modelling postoperative survival have been used. First, Frame and colleagues\(^{176}\) and St Leger and colleagues\(^{174}\) both assumed that survivors had the same survival profile as the general population. Second, Law and colleagues\(^{181}\) assumed that all operative survivors had the same survival rate, but one that was reduced compared with the general population. Third, Mason\(^{177}\) and Pentikainen and colleagues\(^{172}\) estimated separate survival curves for elective survivors and for emergency operative survivors. Finally, Lee and colleagues\(^{182}\) modelled alternative complication rates following both forms of surgery, although it is implied that age-specific annual mortality rates were applied to all health states.

From the evidence presented, the use of general population mortality would appear to be a questionable assumption, as the AAA population appears to be at increased risk of other cardiovascular events. A persuasive argument is that only the strongest survive a rupture, and so are likely to have longer mean survival than the broader collection of elective surgery survivors, as shown by Mason.\(^{177}\) However, Soisalon-Soininen and colleagues\(^{173}\) presented separate survival curves that showed elective patients to have better postoperative survival rates, which may be because the long-term effects of the rupture are more severe, or because elective surgery includes a proportion of patients whose AAA would not have ruptured before death from other causes, who may be healthier than the remainder of the AAA population. In the absence of a systematic review of postoperative survival, an assumption of equally reduced survival compared with the general population for postelective and postemergency surgical survivors would seem to be reasonable.

As noted at the end of the section ‘Model structure and assumptions’ (p. 59), all persons with an AAA may be at increased risk of AAA-related events that have cost and utility effects that should be included in an AAA screening model because there will be different numbers of such events in the screening and no screening groups. Lee and colleagues\(^{182}\) are the only authors who modelled AAA-related events, although they did not model pre-surgery event rates and did not provide any details about the data sources used to inform their specified event rates. Modelling AAA-related healthcare events involves the specification of the range of related events to be modelled, the estimation of their incidence rates, and their subsequent mortality rates. This is a substantial task, involving consultations with clinical experts and the estimation of parameters for which relevant data are scarce, which may explain the relative absence of such modelling efforts in the identified modelling studies.

**Cost parameters**

A range of sources and methods were presented for the estimation of the cost parameters, including published charges,\(^{170,182}\) references to other economic studies and micro-costed estimates of the costs of screening.\(^{171,174}\) The two examples of micro-costing are preferable as they allow the user to assess directly the relevance of the parameter estimates. They also allow the application of fixed and variable costs that could be used to adjust costs to different uptake rates.

St Leger and colleagues\(^{174}\) and Pentikainen and colleagues\(^{172}\) presented elective costs based on series of elective (23 and 35 patients, respectively) and emergency (eight and 29 patients, respectively) operations. Pentikainen and colleagues described the range of resource use items included in the analysis, unlike St Leger and colleagues. The remaining studies referenced other studies for surgical costs, with no details of the reference source provided. Law and colleagues\(^{181}\) are the only authors to include a cost of failed resuscitation for patients dying before surgery post-rupture, details of which were not provided.

Pentikainen and colleagues\(^{172}\) used data on 596 patients obtained from the Finnish National Discharge register based on the diagnosis-related group (DRG) codes for all admissions in the first 5 years following AAA surgery to describe postoperative costs (no differentiation is made between elective and emergency surgery survivors). The Finnish data source is useful, particularly as it allows episodes related to the experience of AAA to be separated from other non-related episodes (if required).

Recent guidance from NICE on methods for economic analyses states that all healthcare costs related to the primary condition should be
included. There are a wide range of conditions that could be defined as being related to AAA, which makes the modelling of the downstream costs difficult. In the absence of long-term patient-level data, which would allow a consensus-based approach to the inclusion of the observed healthcare episodes, it is necessary to model the experience of a set of health states that represent the cost (and utility) implications of elective and emergency surgery for AAA. Only Lee and colleagues\textsuperscript{182} model differential post-surgery states that allow the estimation of costs relating to renal failure, stroke, MI and major amputation.

From a UK perspective, the recent publication of the cost-effectiveness analysis undertaken alongside the MASS trial provides relevant cost estimates that can be used in an AAA screening model.\textsuperscript{195} The MASS group estimated separate costs for the invitation and reinvitation to attend screening, an initial screen and a recall screen. Although only aggregate costs per event are presented in the published paper, access to the data would enable the estimation of fixed and variable costs. A similarly detailed costing exercise was undertaken to estimate the costs of consultation before elective surgery, elective surgery and emergency surgery. Hospital admissions related to AAA within 12 months of surgery were included in the surgical costs, but no other post-surgery costs were included.

Ideally, a model should include similar states for persons with AAAs (either detected or not) as all such persons are likely to be at increased risk of AAA-related events.

**Utility parameters**

Only Lee and colleagues\textsuperscript{182} reported a true incremental cost per QALY gained of screening, which applied utility values <1 to all of the post-surgery complication states, in addition to assuming alternative numbers of days of ‘disuse’ following elective and emergency surgery. No references to the utility assumptions were presented.

As alluded to in the previous section, a potential problem with this approach is that all persons with AAAs pre-surgery are assumed to have a utility of one, but some of the complication states (e.g. MI and stroke) will be related to the presence of an AAA rather than the surgical process. Therefore, the cost and utility effects of such complications should also be modelled in the pre-surgery AAA population, otherwise the impact of the larger proportion of pre-surgery AAAs in the non-screened group will be underestimated.

The only other identified utility data were collected as part of the MASS trial, which presented utility values for persons experiencing negative and positive screening results 6 weeks after screening and 3 and 12 months post-surgery, and from a surveillance group of persons without an AAA (for comparison with the surgery group). As for the extrapolation of costs, in the absence of longer-term patient-level utility data, a screening model should describe healthcare events related to AAA that affect utility, such that appropriate utility values can be attached to these states.

**Validation (and calibration)**

The general process of validation or calibration is discussed in the section ‘Model calibration’ (p. 38). Validation and calibration are similar processes. Validation involves fully populating a model with informed values for all input parameters and then comparing the outputs from the model with relevant observations of the same outputs. If there are differences between the predicted and observed outputs, the analyst should identify likely causes, verify that the differences are in the direction expected, reassess the relevance of the model’s data sources, and if necessary, seek further data (perhaps in the form of expert elicitation).

Calibration involves populating the model’s input parameters for which relevant data have been identified, and then fitting the remaining parameter values to any observable data that describe model outputs. The wider the range of observable data the more accurate will be the validation or calibration of a model.

Surprisingly, none of the identified studies mention validation, nor do any of the studies appear to calibrate their models to populate unobservable parameters. Law and colleagues\textsuperscript{181} did not validate their model, although the model was based around age-specific AAA mortality rates, which implicitly validates the non-screening cohort. Given the weak assumptions around compliance and contraindication to surgery rates, it is unlikely that the screening cohort would be validated against an observed screened cohort.

The main criterion for data sources to inform validation or calibration is that the data source has not been used to populate the model. In the case of AAAs, where population screening is not offered outside clinical trials, nationally collected data sources can be used to validate the non-screened
arm of a screening model. Relevant sources include data describing deaths from ruptured AAA by age, which are published by the ONS, and also health service data describing the number of elective and emergency surgery episodes. Other survey data may also be available to inform the incidence of ruptures. It may be important to validate separately the predicted number of ruptures as the predicted number of deaths may be overly influenced by the chosen rupture mortality rate.

A key data source for informing the accuracy of the screened cohort is the MASS trial, although as described in the section ‘Presentation of model detail and the relevancy of parameter estimates’ (p. 67), this source may also inform a range of input parameters. However, the validation of a model’s outputs with the trial results, based on the same decision parameters as used in the trial, will still provide some reassurance as key parameters, such as growth rates, would be informed by other sources.

In the context of validating an AAA screening model to a screening data source, it is particularly important that the model matches all relevant decision parameters, which may require alterations to the size categorisation of AAAs. In the MASS trial, aortas less than 3 cm were classed as normal and received no further follow-up. Aortas between 3 and 4.4 cm were allocated to annual hospital screens and aortas between 4.5 and 5.4 cm received 3-monthly screens. Aortas over 5.5 cm, with signs of rapid expansion (≥1 cm per year) at a follow-up screen, or showing symptoms attributable to aneurysms, were assessed for elective surgery.

Cross-validation: comparison of alternative evaluations
All evaluations, and model-based evaluations in particular, should provide a comparison of their results with the results of previous evaluations. Such comparisons provide a further method of validation, where similar results derived from different evaluative processes provide additional assurances that the observed results are correct. Alternatively, if dissimilar results are observed, it is necessary to identify possible causes for the divergence, which may be due to structural assumptions about the disease process or to the values assumed for particular parameters.

Of the identified evaluations of AAA screening, St Leger and colleagues compared their results with two previously published UK-based models. Their conclusions regarding the appropriate screening policy – screening with an elective surgical threshold of 6 cm – were cited as being in agreement with the results of these evaluations, although the specific results do differ; for example, St Leger and colleagues estimate a cost per QALY of £20,700 for screening with a surgical threshold of 5 cm, whereas Mason finds screening to be dominated for the same strategy.

Soisalon-Soininen and colleagues state only that previous evaluations did not include health care costs after AAA surgery, although no comparisons of results were presented.

Lee and colleagues presented a table summarising five previous evaluations, including a dichotomous category as to whether screening was found to be cost-effective, and the following details of each study:

- study location and date of publication
- eligible population
- surgical threshold size of AAA
- study time horizon
- Markov model or not
- lifetime costs and outcomes considered
- incidental detection considered
- prevalence, risk of rupture, and growth rates of AAA considered.

The text referred to the presented table, although no additional discussion of the differences between the studies is given.

The following section includes a comparative analysis of the results presented by the identified studies, which illustrates how such analyses can inform the model user.

Presentation of model results
This section describes the baseline results presented by the identified models, and also a summary of any sensitivity analyses undertaken. Tables 34–36 in Appendix 2 summarise the decision parameter values, structural assumptions and input parameter values chosen by each study, which facilitate a comparative analysis of the presented results.

Mason estimated that screening actually reduces the average number of life-years gained, in addition to incurring extra costs, that is, screening is dominated. A range of one-way sensitivity analyses indicated that the results were extremely sensitive to certain parameters, including the annual rupture rate and the differential adjustments to post-surgery survival.
Frame and colleagues\textsuperscript{170} presented separate incremental results for ultrasound and physical examination screening for one-off screening, and two-time screening with a follow-up screen 5 years after the first screen. One-off ultrasound screening was found to be moderately cost-effective, with a cost per life-year gained of US$45,550. Only best case (incremental cost-effectiveness ratio (ICER) US$5389) and worst case (screening dominated) sensitivity analyses were presented, so it is not clear which were the most important parameters affecting cost-effectiveness. The possibility of assuming alternative prevalence rates (of small and large aneurysms) in different age groups was discussed and an illustrative example provided.

The baseline results presented by Law and colleagues\textsuperscript{181} showed a cost per life-year saved of £746. No sensitivity analyses were presented, although there was some discussion over further data that would usefully inform the precise configuration of a screening programme (it is stated that screening should definitely be provided). Such data included the risk of rupture to inform better the threshold for the offer of surgery, aneurysm growth rates to inform screening intervals, treatments to reduce aneurysm growth rates and risk indicators for surgical mortality.

St Leger and colleagues\textsuperscript{174} showed screening to be extremely cost-effective (£1206 per QALY gained). A range of one-way sensitivity analyses showed that the key parameter was the annual risk of rupture. Analysis of the offer of elective surgery to men with aneurysms ≥5 cm showed a marked increase in the cost per QALY gained (£21,000–30,000).

The baseline results presented by Pentikainen and colleagues\textsuperscript{172} showed that the cost per life-year gained from screening men was around £5500 and for women £6250. CIs were presented around the mean estimates, but these appeared to represent first-order uncertainty or simple risk (uncertainty about outcomes), rather than second-order uncertainty (uncertainty about probability distributions of outcomes), which is of limited relevance to resource allocation.\textsuperscript{190} A range of one-way sensitivity analyses showed that the most important parameters were the annual growth rate of aneurysms, preoperative rupture mortality and the annual rupture risk.

The differences between the studies of Pentikainen and colleagues\textsuperscript{172} and the Soisalon-Soininen and colleagues,\textsuperscript{173} noted in the section ‘Presentation of model detail and the relevancy of parameter estimates’ (p. 67), led to a difference in the baseline results for screening first-degree male relatives, with the latter estimating a lower cost per life-year gained of around £3600. A range of one-way sensitivity analyses showed the results to be stable. No extreme values were tested, though the parameter estimates were stated to be conservative (i.e. not favouring screening).

In the base-case analysis presented by Lee and colleagues,\textsuperscript{182} screening for AAA was cost-effective with a cost per QALY of US$11,215. Reducing the cost of screening from $259 (approximate Medicare reimbursement) to $40 (the quick screen) reduced the ICER to $6850, and screening high-risk populations improved the ICER to $8460. A threshold analysis on the rate of incidental detection found that the rate would need to be 36% to breach a cost-effectiveness threshold of $60,000 per QALY.

The baseline results of the MASS trial cost-effectiveness analysis,\textsuperscript{195} over a 4-year time horizon, was £28,400 per life-year gained, with a 95% CI of £15,000 to £146,000. When survival gain is based on all-cause mortality, the ICER reduces to £13,393. The projected cost-effectiveness over a 10-year time horizon is around £8000. The above results show that Law and colleagues\textsuperscript{181} were the most optimistic with respect to the estimated cost-effectiveness of screening for AAA, with the results of St Leger and colleagues\textsuperscript{174} in the same region. Both studies modelled a 6-cm surgery threshold, and assumed that no patients were contraindicated to elective surgery and that there was no incidental detection in the absence of screening. Both studies estimated similarly low costs relative to the other studies, particularly for the costs of screening. Differences include that Law and colleagues assumed that 18% of patients survive rupture compared with a zero survival rate, and that St Leger and colleagues assumed normal life expectancy for elective surgery survivors, while Law and colleagues describe a similarly reduced life expectancy for all surgery survivors. The latter assumptions made by St Leger and colleagues were the more favourable to screening, which suggests that their limited time horizon (5 years) and the combination of the growth rates and rupture rates (which are implicit in Law and colleagues’ approach) were sufficiently detrimental to screening to reverse the results comparison.

The ICERs presented by St Leger and colleagues for a 5-cm surgery threshold were significantly
higher than other studies using a similar threshold, such as the analyses presented by Pentikainen and colleagues\textsuperscript{172,173} and Lee and colleagues,\textsuperscript{182} which showed screening to be less cost-effective, but still well within normally accepted boundaries. The latter studies used lifetime models, which is the most likely explanation of the discordant results. There was no discernible difference in rupture rates, and it is not possible to compare post-surgery survival as Pentikainen and colleagues do not present the data. There were considerable differences between the two models in other areas. The values estimated by Pentikainen and colleagues appeared to favour screening for prevalence, and the rupture mortality rate, whereas the values used by Lee and colleagues favoured screening for growth rates, the incidental detection rate and the elective contraindication rate. The costs presented by Lee and colleagues were higher than those associated with the Pentikainen study (for any feasible exchange rate between US dollars and UK sterling), although the relative costs for elective and emergency surgery were similar to other studies. The slightly lower relative cost of elective surgery in the two US studies is unlikely to compensate for the much higher assumed cost of screening.

Frame and colleagues\textsuperscript{170} estimated a higher ICER based on a surgical threshold of 4 cm, which was chosen on the basis of available data rather than clinical reality. In addition, they estimated lower prevalence rates and relatively high incidental detection rates, contraindication rates and elective mortality rates. However, they also assumed no interval ruptures for AAAs detected below the surgery threshold, a high rupture mortality rate and normal life expectancy post-surgery.

Mason\textsuperscript{171} is the only author to find that screening was dominated by no screening, that is, costs more and produces fewer life-years. Moreover, certain model assumptions favour screening, such as a zero interval rupture rate for detected AAAs, high rupture mortality rates and no incidental detection in the non-screened cohort. Other parameters are less favourable, including the low prevalence rate, elective surgery contraindication and mortality rates, and a more favourable survival profile for emergency surgery survivors. Mason presents a total cost of screening, although it is not possible to estimate a cost per screen from the data presented. The estimated 1:0.83 ratio between emergency and elective surgery costs is the highest observed, and will favour the no screening option.

The comparison with other models should inform both the sensitivity analyses and discussion accompanying the presentation of a model, which should convince the user that the presented model is the most relevant model to address the defined policy question. This requires an assessment of the relevance of alternative approaches, and where the relative relevance of the adopted approach cannot be definitively stated, sensitivity analyses that test the impact of alternative approaches should be presented. This process is dependent on the explicit presentation of data sources and methods of parameter estimation by previous studies that allow a full assessment of the relevance of other approaches.

**Discussion**

The focus of this chapter has been on the users’ perspective of models for evaluating screening programmes, which has reviewed seven identified cost-effectiveness models of screening for AAAs with respect to four broad issues that affect the usefulness of the model from the users’ perspective:

- the relevance of the policy question(s) addressed
- the model structure and assumptions
- the choice of data sources and the presentation of sufficient information for the results to be interpreted in the context of alternative decision areas
- validation, including cross-validation with other models of screening for AAA.

The review found that most studies did not consider more than one main screening option, and the range of separate policies evaluated by individual studies indicates that there are numerous policy options that could have been assessed by each model. Three key policy parameters appear to be the eligible screening population, one-time screening or repeat screening and the AAA size threshold for surgery.

The majority of studies defined the eligible population as all men at a specified age (e.g. 70 years old), or between certain ages (e.g. 60–80 years old). An appropriate policy question should first define the optimal age at which the prevalence screen should be offered when the programme is operating in equilibrium. Second, the maximum age to which it is cost-effective to offer a prevalence screen at the point of implementation of a screening programme could also be determined.
It may also be feasible to evaluate targeted screening of high-risk groups. The broadest approach would be to specify all relevant combinations of risk characteristics by which an eligible population could be specified, for example, patients with hypertension, patients with hyperlipidaemia, patients with hypertension and hyperlipidaemia. Population-based screening should generally be included as policy makers may need to provide an economic justification for excluding the most equitable policy option.

Only one study explicitly modelled the cost-effectiveness of repeat screening. The exclusion of this option may be justified if one-off (or prevalence) screening is not found to be cost-effective, as incidence screening will likely be less cost-effective. However, most studies found one-off screening to be cost-effective, but still did not evaluate repeat screening. Few data describing incidence rates may have been available at the time of analysis of most studies, but further discussion justifying the exclusion of repeat screening as a policy option would better inform the user. Preferably, the model would evaluate repeat screening at alternative intervals.

There does not appear to be a consensus regarding the appropriate AAA size threshold above which elective surgery is offered, which varies from 4 to 6 cm. It therefore appears most sensible to test the cost-effectiveness of AAA screening given alternative treatment thresholds. There was also some variation in the size at which an AAA qualified for further surveillance, including 2, 3 and <4 cm. These options, too, could be investigated.

The above comments illustrate the range of potential policy options that could be evaluated by a good AAA natural history model that adequately addresses the following issues:

- time horizon
- allowance for screening uptake rates
- appropriate differentiation between AAA sizes
- appropriate cycle length for time orientated models
- allowance for rupture whilst under surveillance
- allowance for incidental detection of AAAs
- allowance for contraindication to surgery
- modelling of AAA-related healthcare events.

Any model estimating life-years or QALYs should cover the lifetime of the eligible population. Ideally, screening uptake rates should be linked to both the costs and the prevalence of AAAs in those attending and not attending screening, although no linkages were identified in the reviewed models.

Shorter size categories for AAAs are generally preferred in order to differentiate more accurately between alternative screening options, although a reasonable approach is to define the size categories on the basis of the shortest categories for which data informing events related to AAA size are available, for example, size-specific growth, rupture and incidental detection rates. Unlike many of the reviewed studies, it is important to continue the categorisation of AAA sizes beyond the surgery threshold size to reflect the changing distribution of AAA sizes above the threshold. If no data are available for one or more event type and a calibration approach is pursued, then a trade-off between the accurate interaction between the size categories and related events and the number of parameters to be fitted must be reached.

Related to the choice of size categories is the choice of an appropriate cycle length for a time orientated model, such as a Markov model, which should facilitate the progression of AAAs through the defined size categories at an adequate rate; for example, if 10-mm size categories and an annual cycle length are defined, then AAAs in size category 30–40 mm will take a minimum of 2 years to grow to >50 mm.

The rupture of AAAs under surveillance following detection, contraindication rates for elective surgery and the incidental detection of AAAs in the absence of an organised screening programme have an intuitive impact on the cost-effectiveness of screening and should be modelled. Another factor that has been shown to be a key uncertain parameter is the description of post-AAA survival, where there is evidence that such individuals are at increased risk of AAA-related healthcare events that influence survival. There are cost and utility implications associated with the causes of the shortened survival, such that a model of screening for AAA should include health states describing related healthcare events for all persons with AAAs.

The above issues affect the appropriate choice of modelling technique for the evaluation of screening for AAAs. Individual sampling models handle the modelling of more complex pathways more easily than cohort models because simultaneous events that affect the progression of patients can be described as attributes that are
attached to individuals as they progress through the model. As the model running time for an individual sampling model will likely be significantly longer than for a cohort model, the analyst should carefully consider the additional benefits of the more flexible approach that the individual sampling approach generally facilitates.

This chapter has also reviewed data sources to inform different categories of parameters that may be specified in a model of screening for AAA. Data sources to inform almost all aspects of an AAA screening model were identified. The primary missing data concerned AAA growth rates beyond 5 cm. The other main area of absent data concerned the modelling of AAA-related healthcare events, which were addressed by only one study. As Lee and colleagues\(^{182}\) did not describe any of the data sources used to inform this aspect of the model, it is not possible to critique their approach and the timescale of this review precluded further investigation of this aspect of the modelling process.

None of the reviewed studies undertook any form of validation or calibration. Validation is an important process for any model, although it may be considered even more important for screening models due to the role of unobservable parameters. Although potential data sources were identified for most aspects of an AAA screening model, growth rates beyond 5 cm remains an important omission. Relevant sources include data describing deaths from ruptured AAA by age, which are published by the ONS, and health service data describing the number of elective and emergency surgery episodes.

An alternative validation process is the cross-validation with previous models. The strength of a model will be increased if any variations in the model’s results can be explained by differences in the assumptions and input parameter values used by alternative models.
Introduction

Models evaluating antenatal screening programmes generally cover a shorter time horizon than models of adult screening programmes. This chapter reviews identified screening models that have evaluated antenatal screening programmes for three diseases. Risk of autosomal recessive disorders is based on the carrier status of parents, risk of chromosomal abnormalities may be based on a combination of characteristics of the mother and unborn child, and screening for infectious diseases involves the identification of the condition of interest in the mother.

The aim of antenatal screening for autosomal recessive disorders and chromosomal abnormalities is to obtain a measure of the risk that the unborn child is affected by the condition of interest. If the risk is estimated to be above a certain level, the couple (or mother alone) are presented with the estimated risk of an affected pregnancy, and offered the option of a prenatal diagnosis (PND). PND requires the analysis of amniotic fluid, either through the use of chorionic villus sampling (CVS) or amniocentesis, both of which procedures carry a risk of procedure-related spontaneous abortion. If the offer of PND is accepted, and the presence of an affected pregnancy is confirmed, the couple are offered the option of terminating the pregnancy. Appropriate counselling should be provided at all stages of the screening process.

The aim of antenatal screening for infectious diseases, such as HIV, is first to detect the disease in the mother. If the disease is detected, the mother is informed of the likelihood that the child will become infected and interventions are offered that reduce the risk of transmission.

Differences in the screening tests available for detecting disease, the screening process and the long-term outcomes have implications for the modelling approaches for evaluating alternative screening options. The following sections review identified modelling studies in each of the three antenatal screening categories.

Autosomal recessive disorders

Autosomal recessive disorders require that both parents carry the defective gene (being either asymptomatic carriers of the gene, or being affected by some form of the disorder themselves) for the pregnancy to be at risk of the disorder. If the combination of carrier traits held by the parents is indicative of a serious disorder, then the pregnancy has a one in four chance of being affected by the disorder, and a one in two chance of being a carrier of a defective gene. The main disorders of this type are the haemoglobinopathies – thalassaemia and sickle cell disorder (SCD), and cystic fibrosis. The following section reviews modelling studies of antenatal screening for haemoglobinopathies, an area which is addressed in more detail in Chapter 8.

Review of haemoglobinopathies antenatal screening models

Haemoglobinopathies are serious conditions that result in reduced life expectancy and require regular treatment. The thalassaemic disorders primarily affect persons from an Asian or Mediterranean ethnic group, whereas the SCDs mainly affect persons from a black ethnic group. In the UK, where antenatal screening is conducted at a local level and the ethnic groups at risk generally comprise the minority of the antenatal population, the relevant policy question has been whether to restrict the offer of screening to those ethnic groups at highest risk of having an affected pregnancy, or to adopt a universal screening programme in which all pregnant women are offered screening. The additional benefits of universal screening are mainly due to increased coverage of women in non-north European ethnic groups who are falsely classified as being north European in a targeted programme, rather than identifying additional cases in north European ethnic groups.

Four cost-effectiveness analyses of antenatal screening programmes for haemoglobinopathies were identified, although two of the studies were based on directly observed data and did not use a model. Cronin and colleagues describe the
Zeuner and colleagues\textsuperscript{197} undertook a review of community and detection rates for two multiethnic London screening. Phelan\textsuperscript{199} reports the observed costs as a result of screening minus the costs of treatment – the savings from the predicted treatment for affected pregnancies that are terminated. The savings from the predicted treatment at a specific screening centre in net benefit terms - the savings from the predicted treatment costs for affected pregnancies that are terminated as a result of screening minus the costs of treatment for affected pregnancies that are terminated - the savings from the predicted treatment in net benefit terms for individual health authorities.

Gallivan and colleagues\textsuperscript{200} present a feasibility study of a stochastic modelling framework for the evaluation of antenatal screening for haemoglobinopathies. Equations are presented to estimate the frequency of alternative fetal genotypes for different combinations of maternal and partner genotype, as illustrated by the following equation that describes the probability of an affected pregnancy when both the mother and her partner are carriers of the recessive gene:

\[
\delta_{ij} = \beta \varepsilon_i \left( \frac{1}{4} \Gamma_i + \sum_{k=1}^{R} \xi_{i,k} \left( \frac{\varepsilon_j}{4} + \frac{\varsigma_j}{2} \right) \right)
\]

where \(\delta_{ij}\) is the probability of an affected pregnancy with a mother from risk group \(i\) and her partner from risk group \(j\), \(\beta\) is the probability that the mother carries the recessive gene, \(\varepsilon_i\) is the probability that the partner carries the recessive gene, \(\Gamma_i\) is the probability that the partner is the true biological father, \(\xi_{i,k}\) is the probability that the biological father of a mother from risk group \(i\) is from risk group \(k\) and is different from the declared father (the partner) and \(\varepsilon_j\) and \(\varsigma_j\) are the probabilities that the biological father (if different from the declared father) is a carrier (heterozygous) or a sufferer (heterozygous) of the recessive condition, respectively.

Further equations are specified that integrate the predicted occurrence of alternative fetal genotypes with the provision of screening to estimate a range of performance measures (e.g. waiting times between screening stages, gestational ages at diagnosis) and outcomes (e.g. affected TOPs, miscarriages, false positives and negatives).

The description of the gene frequencies is not fully developed as the model assumes the presence of only a single recessive gene (which if present in both parents may lead to a serious disorder), rather than accounting for the wide range of haemoglobinopathy traits and the combinations of the different traits (between parents) that may lead to serious disorders. The derived equations would need to be considerably more complex to handle the full range of gene frequencies.

The structure of the above mathematical model and the former decision analytic approach are similar, although Gallivan and colleagues explicitly incorporate time-dependent parameters; for example, uptake rates for PND and TOP are a function of the gestational age at the time of offer,
and the costs incurred by pregnancies that spontaneously miscarry are a function of the gestational age at the time of miscarriage. However, it may be possible to adapt the decision tree approach to incorporate these factors, and the alternative methods for implementing the same model structure for the evaluation of antenatal screening for haemoglobinopathies are compared in Chapter 8.

**Chromosomal abnormalities**

Conditions caused by an abnormal chromosome constitution involve extra or missing chromosome material (either a whole chromosome or a chromosome segment). Turner’s syndrome, fragile X syndrome and neurofibromatosis type 1 are all forms of chromosomal abnormalities, although Down’s syndrome is the most common form for which antenatal screening is undertaken. The method of screening for Down’s syndrome involves estimating the level of risk through the collection of one or more types of information from the mother, and/or ultrasound examinations of the fetus. Relevant information collected from the mother includes her age and one to three biochemical tests of the maternal serum (single, double or triple test). The effectiveness of the biochemical serum tests is a function of the accuracy with which gestational age is known, so ultrasound measurement of gestational age may also be part of the screening process. Screening ultrasound for chromosomal abnormalities informs the nuchal translucency (NT) test, which measures the thickness of the translucent band at the nape of the fetus’s neck. Validated equations are available to estimate the level of risk based on combinations of screening tests. Normally, a threshold level of risk is defined (for example, a one in 250 chance that the pregnancy is affected), and women whose pregnancies are estimated to be at a higher risk than the threshold are offered PND.

**Review of Down’s syndrome antenatal screening models**

The earliest identified analysis of antenatal screening for Down’s syndrome is a cost–benefit analysis that was published in 1987, which compared the costs of screening with the estimated “averted excess lifetime costs of Down’s compared to non-Down’s individuals”. The number of affected births prevented was based on the number observed in a regional screening programme in the UK that offered PND on the basis of age alone. Referenced estimates of the effect of combining serum α-fetoprotein measurement (single test) with age to define risk levels were used to inform the comparator. The estimated lifetime costs for individuals with and without Down’s syndrome included lost parental output, own output, consumption and healthcare use, education and fostering costs. Alternative rates of replacement of terminated Down’s syndrome pregnancies with healthy children were tested in the sensitivity analysis.

Shackley compares triple serum testing versus the offer of amniocentesis on the basis of age alone. Local data described age-specific birth rates and Down’s incidence rates (and, hence, the effectiveness of an age-only screening test). Sensitivity and specificity rates for the triple test were based on a risk threshold of one in 250, and applied to the described incidence rates to estimate the number of detected Down’s pregnancies and falsely identified normal pregnancies. The analysis includes the direct costs of providing screening and the averted excess lifetime costs of Down’s syndrome compared with normal individuals. The latter includes lost parental productivity, excess consumption, educational needs, additional NHS costs, capital costs (e.g. home adaptations), adoption and fostering costs and lost individual productivity. The main result is the average cost per Down’s birth avoided (including and excluding averted lifetime costs), although the number of amniocentesis-related miscarriages is also presented.

Ganiats and colleagues compare the double and triple tests with age-based screening using a simple decision tree approach. The tree structure is not presented, but the process is described as all women are offered screening, all positive screens are offered PND (amniocentesis) and all positive PNDs are offered TOP. It is likely that the tree differentiated between women aged under 35 years and those aged 35 years and over, as the input data describes separate estimates of the number of births, the number of Down’s cases and the sensitivity rate of the triple test for these two age groups. The results of the model are presented solely as the cost per affected case detected. The impact of screening on the miscarriage rate among unaffected pregnancies is raised in the discussion, which concludes that the double and triple tests reduce the number of amniocenteses undertaken, and hence the number of screen-related miscarriages (assuming 100% take-up of PND among women aged 35 years and over in an age-alone screening programme).
Fletcher\textsuperscript{204} also uses a decision tree to compare five alternative screening options based on the offer of biochemical testing with ultrasound measurement of gestational age, direct amniocentesis or both (with biochemical testing being paid for by the mother) for different age categories of the antenatal population. Figure 15 describes the tree structure for women offered biochemical testing. The tree describes the offer and uptake of the biochemical test screening strategies, followed by the definition of high or low risk for those women undergoing screening. Uptake of amniocentesis is described for the high-risk group, which may lead to procedure-related miscarriage, or a positive or negative result. The tree stops at the detection of a Down's syndrome pregnancy, whereas the negative PND results may miscarriage after the PND, or lead to a live birth of a Down's and 'other' child.

Local data sources informed age-specific pregnancy rates, Down's syndrome prevalence and screening acceptance rates. Sensitivity and specificity rates for the triple test at different risk thresholds were based on published estimates. Financial costs to the NHS were measured (tests, amniocentesis, initial and further counselling, TOP), although averted lifetime costs were excluded because the local health authority had indicated that it would not take downstream costs (i.e. of prevented affected births) into account.

Validation involved a comparison of estimated programme costs, the number of Down's births and TOPs, and the number of amniocenteses undertaken with observed numbers in the local area. The following outcomes were collected: live Down's birth, live other birth, TOP of Down's fetus, amniocentesis-related miscarriage, Down's miscarriage, other fetus miscarriage. Fletcher raises doubt over methods for measuring aggregate preferences, preferring the presentation of separate outcomes leading to debate amongst decision-makers, thus no cost-effectiveness ratios are estimated.

Wald and colleagues\textsuperscript{205} use a decision tree-like approach to estimate the number of Down's births avoided and unaffected fetal losses. Unlike most decision tree applications, separate pathways are described for Down's syndrome and unaffected fetuses. The total number of Down's fetuses in the antenatal population was estimated, to which a detection rate (sensitivity) was applied. Acceptance rates for amniocentesis, and then TOP, and also the rate of spontaneous miscarriage for Down's syndrome pregnancies were specified. The model did not explicitly account for age effects; for example, an aggregate detection rate was assumed, although the assumption of different amniocentesis acceptance rates implicitly adjusts for a difference in the age distributions of the mothers of affected and unaffected fetuses. The results of the analysis are presented as both the ratio of Down's births avoided to fetal losses and the cost per Down's birth avoided. Extensive sensitivity analyses are presented for both results.

Vintzileos and colleagues\textsuperscript{206} compared the early application of the NT test and subsequent offer of

\[\text{FIGURE 15} \] Decision tree structure describing screening process for women offered biochemical testing (adapted from Fletcher\textsuperscript{204})
CVS to women at high risk, with a policy of offering CVS to all women aged 35 years and over. A simple equation was used to estimate age-specific thresholds for the required sensitivity of the NT test such that the net costs of both strategies were equal, given age-specific risk levels (e.g. one in 210 for women aged 35 years) and a range of false positive rates (5, 10 and 15%). The equation included the costs of the ultrasound required for the NT test, CVS PND and the lifetime cost of children born with Down’s syndrome. The last cost included the costs of medical, developmental and special educational services and also the lifetime costs associated with lost productivity. Baseline estimates for all parameters are also used to estimate the average cost per case detected, number of fetal losses (CVS-related miscarriages), and net benefits assuming 100% uptake of CVS and TOP.

Beazoglou and colleagues estimated net benefits for six combinations of available biochemical tests (three single tests, two double tests and one triple test). The triple test was evaluated with and without ultrasound-based gestational dating. Net benefits were estimated using the following equation, which relaxes some of the assumptions implied by the same group:

\[
NB_i = \left( \frac{I}{Si} + \frac{Up}{A} \right) \left( \frac{Su}{B} \right) - \left( \frac{Pi}{Fi} + \frac{Up}{A} \right) \left( \frac{Pga}{P} \right)
\]

where \( I \) is the number of affected pregnancies in the 2nd trimester, \( Si \) is the sensitivity of screening test \( i \), \( Up \) is the uptake rate for amniocentesis, \( A \) is the fetus survival rate following amniocentesis, \( Ab \) is the Down’s syndrome termination rate (following a positive PND), \( Su \) is the Down’s syndrome survival rate to term, \( Fi \) is the false-positive rate for screening test \( i \), \( Pi \) is the cost of screening test \( i \), \( Pu \) is the cost of amniocentesis and \( Pga \) is the cost of a Down’s syndrome termination.

The prevalence of Down’s syndrome in the second trimester was estimated using data describing the number of live Down’s syndrome and unaffected births, and the estimated survival rate for Down’s syndrome and unaffected pregnancies from the second trimester to term (it is not clear how the existing termination rate for Down’s syndrome pregnancies was incorporated). Women aged under 35 years and aged 35 years and over were analysed separately. Age-specific sensitivity and specificity rates were used for the triple test (implying that age-specific rates were not available for the other test combinations). The results are presented as the net benefits of alternative screening tests, although the number of amniocenteses undertaken is also presented. Sensitivity analyses describe the elasticity of individual parameters – the percentage change in the net benefit in response to a percent change in an input parameter value.

Seror and Costet compared the double and triple test for Down’s syndrome. Gaussian distributions of the marker values for both tests for normal and Down’s pregnancies were estimated using data describing the test results of over 10,000 non-Down’s cases and 63 Down’s cases. The proportion of each population that would be defined as a positive screen for different marker values informed the sensitivity and specificity of alternative PND policies (e.g. offering amniocentesis to the 5% of women at highest risk). Detection rates and false-positive serum screening results are also presented for a risk threshold of 1:250 based on observed numbers of live births for each maternal age.

Direct cost estimates were based on the resources involved in the production of ‘double’ and ‘triple’ tests by describing an optimised production process, assuming resources necessary to increase production were always available and that all equipment was dedicated to serum screening. Avoided lifetime treatment costs (based on a lifetime of care in a special hospital) were included in an analysis of ‘societal profitability’. The risk thresholds for each test were varied to identify the maximum net benefits for each test. Further analysis incorporated a ‘fetal loss risk aversion factor’ – the value attributed to the loss of an unaffected fetus compared to the value attributed
to a diagnosed case of Down’s syndrome, where the latter value is apparently defined as the avoided treatment costs. Seror and Costet state that a risk threshold of one in 250 implies that the decision-maker attributes the same value to the birth of an affected child as to the miscarriage of a healthy fetus. It is not clear if this statement is simply based on an assumed miscarriage rate of 0.4%, or whether a more complex calculation was devised.

Christiansen and Larsen\textsuperscript{211} evaluated the double test followed by either immediate diagnostic test (CVS or amniocentesis) (e.g. if risk >1:65), no further test (e.g. if risk <1:1000), or further screen by NT measurement (e.g. if risk <1:65), compared with alternative screening strategies in the first and second trimesters. Separate distributions of serological markers and NT in the first and second trimesters are identified. Presumably, the NT distribution is correlated to the marker distributions as Monte Carlo simulations were undertaken in which values were sampled from the relevant marker distribution and the NT distribution, to allow the estimation of the final risk for a particular pregnancy. Risk values based on the sampled serological (double) test marker \(a\) were combined with the likelihood ratio (Down’s syndrome:nor mal fetus) derived from the NT measurement \(r\) to give the final risk level \(ar\). Using the NT distribution and the equation for the distribution of the NT log(MoM) (multiples of the median of normal values – the statistic used to calculate risk levels) in normal and Down’s syndrome pregnancies, a threshold value of \(a\) is established that any observed NT test result will not raise the final risk above the specified threshold (in this case, one in 400), hence NT measurement is not undertaken. Similarly, an upper risk threshold for \(a\) is estimated, above which any observed NT test result will not lower the final risk below the specified threshold. Direct screening and associated costs are presented, and also a conservative estimate of £35,000 for the treatment and care costs per case of live-born Down’s syndrome, although the averted costs are not included in the presented ICERs.

Gallivan and Utley\textsuperscript{212} present an illustrative mathematical model of the cost-effectiveness of NT screening, followed by CVS for PND, which included equations for estimating various screening-related outcomes. Six pregnancy categories were defined: normal or Down’s live birth, normal or Down’s spontaneous miscarriage and normal or Down’s TOP not related to Down’s. For each pregnancy category, equations were defined to estimate the following outcomes, which are all described as a function of gestational age: NT tests correctly indicate the presence of Down’s syndrome, NT tests wrongly indicate the presence of Down’s syndrome, CVS indicates the presence/absence of Down’s or causes miscarriage as a function of gestational age. The following equation describes the probability that CVS has been undertaken and indicated the presence of Down’s syndrome by time \(t\) during gestation (a zero false-positive rate is assumed for CVS, so the number of detected cases of Down’s is described):

\[
W(t) = \sum_{i=1}^{6} \delta_i a_i(T_N) a_i(T_C) q_i(T_C)
\]

where \(\delta_i\) is the proportion of pregnancies in each of the six pregnancy states described above \((i = 1, \ldots, 6)\), \(a_i\) is the screening uptake rate, \(a_i(T_N)\) is the probability of a positive NT test at time \(T_N\), \(a_i(T_C)\) is the probability that a positive CVS is undertaken at time \(T_C\) and \(q_i(T_C)\) is the probability that a fetus is alive at time \(T_C\).

No results are presented, although it is stated that the approach is stochastic, using probability techniques to reflect patient-to-patient differences, diagnostic inaccuracies and the occurrence of adverse events. There is also the potential for applying analytical optimisation methods.

**Infectious diseases**

Antenatal HIV screening is the principal example of an antenatal screening programme for an infectious disease. The screening process differs from that described for the other forms of antenatal screening in that the objective of screening is not to identify an affected fetus, and possibly to terminate affected pregnancies. Antenatal HIV screening does not require prenatal diagnosis of the fetus; diagnosis is only required of the mother. Although it is possible that women who are identified as HIV positive may choose to terminate their pregnancy, the primary objective of antenatal HIV screening is to prevent the vertical transmission of HIV to the infant.

Modelling the cost-effectiveness of antenatal HIV screening to the point of diagnosis is simpler than for autosomal recessive or chromosomal abnormalities, as only the mother is tested, although more detail may be required post-diagnosis in order to model the effectiveness of the preventive measures adopted. The following section reviews modelling studies of antenatal screening for HIV.
Review of HIV antenatal screening models

Ecker\textsuperscript{213} evaluated antenatal HIV screening using decision analysis, although the tree structure is not presented. It appears that a simple structure describes the acceptance rate for screening, followed by the four screening outcome states (true positive, true negative, false positive, false negative). False-negative and unscreened HIV-positive women have a probability of vertically transmitting HIV. The relative risk of transmission associated with zidovudine is applied to the probability of transmission for true positive women. The probabilities used in the model were derived from literature, and ranges are presented for each parameter. Screening costs, treatment costs for false-positive women and the costs of early treatment for HIV are included (on the assumption that women may not have presented until later in the course of the disease without screening). The lifetime costs of treating an HIV-positive infant are also included.

Nakchbandi and colleagues\textsuperscript{214} compared the effectiveness of mandatory with voluntary HIV testing of pregnant women. A decision tree describes the probability of opting out of PNC for both screening programmes (leading to alternative perinatal death rates), and women accepting or rejecting HIV testing under a voluntary programme. Input parameter values were obtained from the literature or estimated (by experts, presumably). Utility values were attached to each of the three outcomes: 1 for a healthy infant, 0 for a dead infant and 0.1 for an HIV-infected infant (estimated by dividing the median life expectancy of an HIV-affected newborn by average life expectancy). The results are presented as the threshold deterrence rate (the percentage of women deterred from seeking PNC due to mandatory HIV testing) at which voluntary screening increases utility. The number of infants spared HIV infection is also presented. This model did not include effects on the mother of knowledge of her HIV status, nor the impact of other transmission preventative actions.

Myers and colleagues\textsuperscript{215} also compared voluntary with mandatory testing for HIV during pregnancy (both following universal counselling). However, this study assumes that mandatory testing has no effect on the uptake of PNC, and that the same proportion of women testing positive under both screening options would accept zidovudine treatment (though these assumptions are tested in the sensitivity analysis). Termination rates were also assumed to be unaffected by a positive result.

The tree is not presented, but the model appears to describe sequential test results for the enzyme-linked immunosorbent assay (ELISA) and the Western blot screening test. HIV-positive women have a probability of transmission, to which a relative risk reduction is applied for true-positive women. The model also differentiates between women presenting before and after 34 weeks (lower treatment effectiveness is assumed for later presenting women). A similar range of costs to those used by Ecker\textsuperscript{213} are included (costs of early detection, false positives and lifetime treatment for HIV-positive infants).

Ades and colleagues\textsuperscript{216,217} estimated the cost-effectiveness of universal versus selective (high-risk) antenatal screening for HIV from a UK perspective (the previous papers were all from a US perspective). The technical report describes a summary tree that describes the pathway of the aggregate antenatal population, including nodes describing whether HIV status is known, unknown HIV is detected, pregnancies to HIV-positive women are terminated and continued pregnancies result in an HIV-positive child. Two sub-trees describe the identification rate for unknown HIV-positive pregnant women and outcomes of interventions to reduce transmission, respectively. The identification sub-tree splits the population into four risk groups, each of which has a separate prevalence and screening compliance rate. The intervention sub-tree describes the proportions of women who accept each of eight combinations of three interventions (zidovudine therapy, Caesarian delivery and bottle feeding). The identification rates and transmission rates for each intervention combination (including no intervention) for the four groups were combined and fed back into the main model to estimate the aggregate outcomes for the full antenatal population.

Paediatric and maternal costs and life-years were combined to estimate the net benefit of antenatal HIV screening, assuming that the decision-maker is willing to pay £10,000 to gain an additional life-year. The impact of screening on the prognosis of detected and undetected HIV-positive mothers and also the lifetime effects of screen-detected and non-screen-detected HIV-infected infants are included. This study incorporates the costs associated with a higher termination rate in detected HIV-positive women, although the impact of the terminations on life-years lost and treatment costs avoided are not included.

Postma and colleagues\textsuperscript{218} estimated the cost-effectiveness of universal voluntary HIV screening
in the UK. Outcomes included the life-years gained from earlier treatment of detected HIV-positive women (1 year, reflecting the benefit of starting antiretroviral therapy earlier), and in infants in whom HIV infection is avoided (70 years, assuming the life expectancy of an HIV-infected infant to be 7 years). Methods for estimating the effectiveness of screening in detecting HIV-positive women and in reducing transmission rates are not described, although a model to estimate the lifetime costs of treating HIV-positive infants is described, which includes four stages of HIV infection (indeterminate, asymptomatic, symptomatic and AIDS). The time spent in each state is assumed to be exponentially distributed, indicating the use of a Markov model. The benefits of following HIV-infected infants from birth are not included.

Zaric and colleagues compared voluntary antenatal screening, neonatal screening and antenatal plus neonatal screening with current practice (where HIV screening can be requested), including the option of providing the newborn infant with antiretroviral therapy to reduce the probability of transmission. A decision tree described the pathway of pregnant mothers accounting for the proportion of HIV-infected women who have prior awareness of their status, the proportion accepting PNC, and then accepting HIV screening. The tree described six outcomes: mother HIV+ treated early, infant HIV+ treated early; mother HIV+ treated early, infant HIV+ treated late; mother HIV+ treated late, infant HIV+ treated late; mother HIV+ treated early, infant HIV−; mother HIV+ treated late, infant HIV−; and mother HIV−, infant HIV−. Life expectancies for infected and non-infected newborns and for infected mothers are referenced. The base case assumed no improvement in life expectancies for infected mothers or infected infants due to early detection, although improvements of up to 4 years were tested in the sensitivity analysis.

Immergluck and colleagues evaluated (implied mandatory) universal, voluntary, and no antenatal screening for HIV in Chicago. The study described transmission rates in the complete absence of antiretroviral therapy, when both mother and infant receive therapy, and when only the infant receives the intervention. The impact of breast feeding is not included. A decision tree model described the pathway of patients accepting or rejecting screening, their subsequent screening outcome state (true or false positive or negative), the acceptance of treatment and the associated probabilities of infection. Average life spans and costs for affected and unaffected infants were added to the respective end-points of the model.

### Discussion

The review of antenatal screening models identified that the following outcomes were usually reported:

- birth of an unaffected child
- birth of an affected child
- termination of an unaffected pregnancy due to false-positive test results
- termination of an affected pregnancy
- PND-related miscarriage of an unaffected pregnancy
- PND-related miscarriage of an affected pregnancy.

Additional outcomes included total costs of the screening programme, the provision of informed choices to parents with affected pregnancies and the number of cases of unnecessary anxiety caused by false-positive test results.

The combination of the relatively short time horizon and a range of relevant outcomes has made the decision tree the most commonly applied modelling technique for the evaluation of antenatal screening. Some studies have not explicitly structured the antenatal screening process, using simple equations to estimate relevant outcomes, such as multiplying the disease incidence rate by the sensitivity of the screening test to estimate the number of affected pregnancies detected. These approaches involve the same calculations, although the decision tree estimates the range of outcomes simultaneously and provides an explicit representation of the process being modelled. Therefore, the decision tree may be preferred for simple model structures.

However, other studies have highlighted structural issues that may increase the complexity of the screening process beyond the feasible limits of a decision tree. Gallivan and colleagues describe possible time-dependent parameters in antenatal screening models, primarily related to components of the screening process, such as screening test characteristics and uptake rates, which may vary as a function of the gestational age of the pregnancy. Zeuner and colleagues also found that a decision tree could not handle the necessary subgrouping of the eligible population. In both these cases, more complex
mathematical models describing the relationship between input parameters and the relevant outcomes were adopted.

Earlier studies of Down’s syndrome estimated the net benefits of screening by defining the benefits as the cost savings due to the avoidance of affected births, though the processes for the estimation of lifetime costs were not explicitly presented. More recent modelling studies in these areas have tended to describe a range of short-term outcomes associated with antenatal screening, such as affected pregnancies detected, and prenatal diagnosis-related miscarriages of affected and unaffected pregnancies. Where the informed offer of the termination of an affected pregnancy is a key objective, the estimation of conventional long-term outcomes such as (quality-adjusted) life-years gained may be considered inappropriate. There are complex moral and ethical issues around the effects of screening on the unborn child, the parents (and siblings, etc.) and subsequently born healthy children who may be regarded as ‘replacements’ for terminated affected pregnancies. Currently, the preferred process of interpretation appears to be an implicit approach in which decision-makers are expected to apply their own weights to the range of screening outcomes. Modelling the lifetime treatment costs of affected children may inform decision-makers, though the accuracy of the prediction will diminish as the expected life expectancy increases.

The case for modelling the lifetime pathways of HIV-affected and unaffected infants is stronger for antenatal HIV screening than for the other forms of antenatal screening because the main recipient of the benefits associated with antenatal HIV screening is the infant who gains from the avoidance of the transmission of HIV. The gain to the parents from having a healthy child is analogous to the external effect on family and friends of improved health in any individual, which is not normally incorporated into utility-based measures of health outcome. The modelling of antenatal screening for HIV may be viewed as a hybrid of antenatal and neonatal screening – a model should describe the process of defining the risk of disease antenatally, whereas the effectiveness of interventions aimed at reducing the burden of disease should be modelled as a standard treatment model that predicts the long-term health benefits. As noted above, modelling lifetime treatment pathways for children is subject to vast uncertainties, and these uncertainties should be clearly expressed.

The benefit of some screening programmes for autosomal recessive disorders and chromosomal abnormalities may include the early detection of disease in affected pregnancies that are not terminated, for example, SCDs in a haemoglobinopathies screening programme. However, the description of the cost per QALY gained based on the proportion of pregnancies that are not terminated does not represent the full impact of the screening programme.
Chapter 8
Modelling antenatal screening programmes: a case study evaluation of antenatal screening for haemoglobinopathies

Introduction

The aim of the case study evaluation presented in this chapter is to compare the use of decision trees and analytical mathematical models for the evaluation of antenatal screening programmes. Decision trees are the simplest of the commonly used decision modelling techniques, and they are generally considered to be best suited to modelling situations in which the relevant events occur over a short period. Antenatal screening primarily covers a period of less than 9 months, describing the maximum duration of a pregnancy. In the context of decision analytic modelling, this is a relatively short period, and the assumed use of decision trees to evaluate antenatal screening programmes appears reasonable.

Gallivan and colleagues presented the use of analytic mathematical models as an alternative to decision trees for the evaluation of antenatal screening programmes. Mathematical models develop explicit equations to describe the relationship between input parameters and the outcome parameters of interest to a screening evaluation. Preliminary applications of the mathematical modelling technique have been developed for antenatal screening for Down’s syndrome and haemoglobinopathies. These studies suggest that the analytic approach has several advantages, including the more manageable handling of complex antenatal screening programmes, and increased transparency as the influence of particular assumptions or parameter values is explicit in the specified equations. It is also stated that direct models may provide better insight into the structure of a problem and the relative importance of different factors.

Importantly, Gallivan and colleagues recognise that the alternative approaches are capable of incorporating exactly the same model structures, assumptions and data inputs. Thus, the relative advantages of the alternative modelling approaches will be process related, such as the ease with which the model is built and verified, and understood by users.

Criteria for comparison

The following criteria are defined, which are based on issues raised in various published guidelines for the conduct of decision analytic models:

- **Transparency**: It should be possible for a user to examine the structure of a model, so that they are able to understand the way in which the model works, and how the results are arrived at.
- **Interpretability**: The results of the model should be clear and interpretable for the decision that they are being used to inform.
- **Resource use to build the model**: Resource use comprises time and expertise. It is obviously a benefit if the same level of complexity can be represented using a simpler approach that requires less time to develop than the other.
- **Verification**: The process of verification ensures that the internal workings of a model are correct, that is, that the model estimates the expected outputs from whatever parameter values are input.
- **Time taken to run the model**: The time taken to analyse this particular model may be significant if probabilistic sensitivity analyses are required, or individual results for different localities are specified.

Background

The haemoglobinopathies are a range of genetically inherited disorders of red blood cell haemoglobin (Hb), which comprise the SCDs and the thalassaemias. The most common SCD is sickle cell anaemia, which is also usually the most severe form. SCDs can affect any organ in the body and produce a wide range of symptoms. The main symptoms of SCDs are anaemia, pain or infection. In the UK, the most common and important acute events include painful crisis (the episodic
exacerbation of pain, anaemia or jaundice), pneumococcal sepsis, splenic sequestration, acute chest syndrome, stroke and acute anaemia. In the worst cases, these symptoms can be life-threatening.

The most common type of thalassaemia is β-thalassaemia major, which usually presents in the first year of life with progressive haemolytic anaemia: α₀-Thalassaemia hydrops fetalis is relatively rare in the UK but it is associated with maternal morbidity and mortality during pregnancy and is almost invariably fatal in utero or shortly after birth.

Hb disorders follow an autosomal-recessive pattern of inheritance. This means that an abnormal Hb gene must be inherited from both parents for the child to be affected. There is a one in four chance of an individual being affected if both parents are carriers of an abnormal Hb gene. The six different abnormal Hb genes considered in this study are HbS, HbC, HbD, HbE, β-thal and α₀-thal. There are many other unusual Hb traits but these are very rare in the UK, and the six traits considered here represent the most commonly encountered types in the UK. If the fetus inherits a trait from only one parent then it is a carrier of the disorder (heterozygote) and will be healthy. Even if the fetus inherits a trait from both parents (homozygote or compound heterozygote), it might still be healthy, since many of the genetic combinations are not clinically significant.

The prevalence of all of the haemoglobinopathy traits varies significantly depending on the ethnic origin of an individual; these traits affect mainly black, Asian and Mediterranean ethnic groups. In general, all non-north European ethnic groups are considered to be at high risk. In a universal antenatal screening programme, all pregnant women are eligible for screening. A selective antenatal screening programme, however, aims to identify high-risk groups through a set of questions designed to establish the ethnic origin of the mother. Testing is offered to all women identified as being non-north European and/or with a known low mean corpuscular haemoglobin (MCH) level (which is measured automatically as a part of general antenatal obstetric care). A low MCH level (generally less than 27 pg) is associated with β-thal and α₀-thal traits. In effect, all women are screened for thalassaemia traits.197

Model structure

The same model structure is assumed for both modelling approaches. The following general assumptions have been made:

- The antenatal population is composed of 12 ethnic groups. They are based on the Census output classifications, which have been extended and are as follows: black Caribbean, black African, black Other, Indian, Pakistani, Bangladeshi, Chinese, Other Asian, Other, Cypriot, Italian and north European.
- All women and partners in the antenatal population are either non-carriers, or are carriers of one of six significant haemoglobinopathy traits: HbS, HbC, HbD, HbE, β-thal and α₀-thal.
- Heterozygous women and partners are not considered separately in the model because the additional complexity was considered disproportionate to the accuracy gained from modelling the small numbers of non-symptomatic individuals.
- The ethnic origin of the partners of women in the antenatal population is derived from a 12 × 12 matrix, that is, women from each ethnic origin may have a partner from any of the 12 ethnic origins.
- Each pregnant woman carries one fetus.

Figure 16 is a flow diagram showing the stages involved in the screening process by which pregnancies are defined. Women presenting after the end of the second trimester (26 weeks’ gestation) are ineligible for screening, and non-north European women (with normal MCH) are ineligible for a selective programme. In addition to the misclassification of women in a selective programme, eligible women may not be offered screening due to a lack of knowledge and training in this area amongst the midwives or time restrictions.

Acceptance rates for screening vary by ethnic group for both mother and partner screening. Partner screening uptake rates are also allowed to vary by disease category, that is, SCD and thalassaemia. The screening test is highly accurate, although the model allows for the possibility of a false-negative screen result. If the father is not screened for any reason, then the mother passes straight to stage 9, and is offered a PND. The model allows for the possibility of the declared partner not being the biological father. If the declared partner is a carrier, then the couple proceed through the screening process and an affected fetus would not be missed. If the declared partner is either a non-carrier or a carrier of a trait that produces only non-significant combinations when combined with the mother’s trait, then an at-risk pregnancy will be missed.
FIGURE 16 Screening pathway for antenatal screening for haemoglobinopathies
There are some data suggesting that the earlier the PND is offered during the pregnancy, the more likely a couple are to accept it. PND and TOP acceptance rates are described as a function of ethnic group, diagnosed disease and the time of offer. This means that the model can be used to investigate the effect of changes on the way in which screening is offered, such as it being offered in primary rather than secondary care.

The possibility of pregnancy loss for reasons unrelated to screening is described as the final point in the diagram. The model describes the probability that miscarriages occur at some point prior to each key stage (i.e. the maternal carrier test, the paternal carrier test, PND and TOP), such that a diminishing proportion of these pregnancies are assumed to survive as far as each of the four key stages, which affects the estimated screening costs.

Development of the decision tree

The following sections describe the different components of development process for the decision tree that was built to evaluate antenatal screening for haemoglobinopathies.

The decision tree pathways

The starting point for the decision tree is the actual risk status of the fetus. These initial stages are shown in Figure 17. The father referred to is the true biological father, so the risk status of the pregnancy is known at the start of the tree, but the possibility of the non-biological father being screened is considered at subsequent branches.

Three different ‘sub-trees’ follow. In the case where the mother is not a carrier, and the pregnancy is therefore not at-risk irrespective of the father’s genotype, the remainder of the tree describes the probability that women are screened and that the non-affected birth continues to term (no false-positive test results are assumed), as shown in Figure 18.

For carrier women there are two separate ‘sub-trees’ depending on whether the pregnancy is at-risk or not. Figure 19 presents an example of the sub-tree for pregnancies that are not at-risk as the true father is not a carrier of a significant Hb trait. The tree describes pathways leading to the termination of an unaffected pregnancy in cases where the non-biological father is screened and is found to have a significant Hb. Figure 19 is repeated six times, once for each of the significant haemoglobin traits. Figure 20 shows the case where the pregnancy is at-risk, which is repeated seven times, to reflect all possible clinically relevant combinations of Hb traits.

Implementation

Microsoft Excel was chosen as the most suitable software in which to implement the decision tree, due to the unusually large size of the decision tree and the increased flexibility that Excel offers, compared with specialist software. The number of variables that affect the performance of the screening programmes resulted in many different branches of the tree and the large size of the decision tree was one of the main difficulties of implementation. If the decision tree was built conventionally as one big tree, then it would have been unmanageable. The tree needed to consider 12 ethnic groups for the mother and the father, plus seven possible haemoglobinopathy traits for each individual. Combining these parameters to estimate the true prevalence of affected pregnancies in an antenatal population would require 7056 branches. To overcome these problems the decision tree was adapted, and a solution was found using macros written in Visual Basic for Applications. A decision tree was developed that described the screening pathways for one of the 144 ethnic group combinations. For the first maternal ethnic group, the macro loops through each of the 12 possible paternal ethnic groups, collecting the results for each group as it goes along. This cycle of the twelve paternal ethnic groups is then repeated for the remaining 11 maternal ethnic groups.

The decision tree is contained in a single worksheet, which is linked to six other worksheets within the same Excel file that contain the input data for the model. At the end of each pathway in the decision tree, the overall path probability is calculated by multiplying the probabilities of every branch along that path. Adjacent columns calculate the path cost, by summing the individual costs that are accumulated along the path, and model outcomes, by summing the relevant path probabilities.

Verification

Verification describes the process of checking that the model produces outputs that are consistent with the parameters values input to the model. First, manual checks of the Microsoft Excel equations were undertaken to verify that each path summed to the correct outcome. This is a time-consuming and difficult task and the fact that the
decision tree considers only one ethnic group combination at a time effectively means that the number of paths that require checking has been divided by 144, which is of great benefit.

Further verification involved setting all of the parameters to simplified values, the outputs for which could be estimated by hand, for example, the following input parameter set was estimated:

- Proportions of $\alpha_\theta$- and $\alpha_4$-thalassaemia carriers in the Chinese ethnic group set to one.
- Size of Chinese antenatal population set to 1000.
- All Chinese women have Chinese partners.
- All other ethnic groups contained no haemoglobinopathy traits.
- General failure to screen rates set to 0.5.
- Misclassification rates set to zero.
- Probability of miscarriage set to zero.
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FIGURE 19 Sub-tree: mother carrier, but pregnancy not at risk
FIGURE 20 Sub-tree: at-risk pregnancy
Similar checks were also carried out by setting the proportions of the other traits to one in other ethnic groups, so that the α-thalassaemia, β-thalassaemia and SCD calculations could all be checked.

Development of the analytic model

Defining the model

The development of the analytic model was based on a theoretical model published as a working paper, and also through discussions with the authors (Gallivan S, Clinical Operational Research Unit, University College London: personal communication, 2004). The CORU work on screening for haemoglobinopathies considered only one haemoglobinopathy trait, although it did account for heterozygous individuals with two haemoglobinopathy traits. The case study evaluation developed the pregnancy categories and equations presented in the CORU working paper to incorporate six different haemoglobinopathy traits, which even after excluding heterozygous individuals resulted in 92 pregnancy categories. An example of the equations for the probabilities of a fetus belonging to each of the 92 pregnancy categories is shown for the probability of a fetus belonging to category 2 (unaffected fetus, where the mother is a carrier of HbS trait and the father has two normal Hb genes), when the mother is from ethnic group \( i \) and the declared father is from ethnic group \( j \):

\[
\theta_{2,ij} = S_{fi} A_{mj} \left[ 1 - \sum_{k=1}^{K} \chi_{i,k} \left( \frac{Sm_k}{4} + \frac{Cm_k}{4} + \frac{Dm_k}{4} + \frac{\beta m_k}{4} \right) \right]
\]

where \( S_{fi} \) is the probability of a woman from ethnic group \( i \) being a carrier of HbS, \( A_{mj} \) is the probability of a man from ethnic group \( j \) not being a carrier, \( \chi_{i,k} \) is the probability that the true biological father of a child of a mother from ethnic group \( i \) is different from the declared father and from ethnic group \( k \) and \( Sm_k, Cm_k, Dm_k \) and \( \beta m_k \) are the probabilities of a man from ethnic group \( k \) being a carrier of HbS, HbC, HbD and \( \beta \)-thal, respectively.

Pregnancies are divided into two categories, those which in the absence of screening would result in a live birth, and those that do not result in a live birth due to spontaneous miscarriage or stillbirth. Separate sets of analytical expressions were developed to describe each of the following outcomes for births that proceed to term and for pregnancies that miscarry:

- maternal blood samples tested
- maternal blood samples tested with a positive result
- paternal blood samples tested
- paternal blood samples tested with a positive result
- PNDs
- PNDs with a positive result (total number and also split by disorder)
- positive PNDs followed by TOP
- PND-induced miscarriages
- affected fetuses lost due to a PND-induced miscarriage
- unaffected fetuses lost due to a PND-induced miscarriage.

Implementation

The analytic model was implemented in Visual Basic for Applications together with Microsoft Excel. The data are entered into the Excel worksheets and the calculations are completed by Visual Basic code, which outputs the results to separate Excel worksheets. There are several different subroutines within the Visual Basic code. The first few subroutines assign values to the parameter variables in the code by reading the input data from the worksheets. Another subroutine calculates the probability of a fetus belonging to each pregnancy category. Figure 21 gives an example of how the pregnancy category equations were implemented in Visual Basic code.

Other subroutines calculate the frequency of the relevant outcomes, using the pregnancy category probabilities estimated in the previous subroutine. Separate subroutines were specified for universal screening and selective screening. Some of the initial calculations for universal screening were relatively simple, but they quickly become more complicated. The code for the selective screening calculations is more complicated again, as separate calculations were required for the north European ethnic group.

Verification

Two approaches to the verification of the analytic model were used. First, the code was written such that some of the outcomes were calculated in two different ways. For instance, the total number of true-positive PNDs was estimated as the sum of the true-positive SCD, β-thal and α-thal results, in addition to estimating the total number directly. Comparing the two results makes it possible to
perform a simple check on the calculations, and this process was repeated wherever possible throughout the development of the model.

Post-development verification involved the testing of convenient sets of input parameter values, for which the outputs of the model could be compared with output calculations by hand, as described in the verification process for decision trees.

**Incorporating the time dependences**

In the original decision tree, there was no allowance for the fact that PND and TOP acceptance rates may be dependant on the gestational age at which they are offered. It was, however, similarly straightforward to incorporate the additional complexities of the time-dependent uptake rates in the decision tree as in the analytic model. An extra worksheet was added to the Excel files of both models, which contained the probability distributions of the gestational ages at which different aspects of the screening process are offered for each ethnic group. Estimates of the gestational age-specific uptake rates were combined with probability distributions describing the time-of-offer for PND and TOP to estimate a weighted uptake rate for PNDs and TOPs for each ethnic group. The estimated aggregate uptake rate was specified as a single input parameter.

The original model also assumed that miscarriages occurred at the end of the screening process, that is, all miscarriage pregnancies incurred all relevant screening costs. The analytic model links the probability distribution describing the time of miscarriage to the probability distributions describing the time of offer and associated uptake rates. A similarly external approach to the estimation of costs associated with miscarriages is applied to the decision tree model, whereby the full model is analysed for the pregnancies that continue to term and the costs incurred by the set of miscarriages were added to estimate the total costs. This approach actually simplifies the model structure as the ‘spontaneous miscarriage’ branches of the tree are removed.
Discussion

The main hypothesised advantage of the analytic alternative to decision trees for the evaluation of antenatal screening programmes was the improved handling of complicating factors, such as large numbers of branches, and the incorporation of time dependent parameters, such as miscarriage rates and acceptance rates for PND and TOP. To implement these factors, pragmatic adaptations to the decision tree approach were required, including the use of programming code to restrict the physical representation of the decision tree to one of a possible 144 sub-trees, and the external analysis of time-dependent parameters to inform aggregate parameter values. However, the decision tree retained the principle advantages of the approach, such as the high level of transparency and the explicit representation of possible pathways through the screening process. In contrast, for an unfamiliar user, the analytic model appears to produce the results almost from nowhere, since the model is completely contained in the Visual Basic code.

For this reason, if non-analysts want to be able to follow the logic of the model, then the decision tree approach may be preferred (although a basic understanding of Microsoft Excel would still be required). It may be beneficial to study user perspectives of both models, which could investigate the users’ views with respect to self-analysis of the models, in addition to the understanding of written and verbal presentations of the models, particularly in a decision-making context. Alternatively, these issues may be context specific and should be considered at the point of contract between the research funder and the analyst.

There does not appear to be any significant difference in the time taken to build the two different models, although it is difficult to make a direct comparison since they were built separately by different analysts. The analytic model does have an advantage at the verification stage, however, since it is possible to calculate the outcomes in different ways in order to check that the results ‘add up’ (see the section ‘Verification’, p. 102). This means that many errors became immediately apparent during the development of the analytic model, but this was not possible in the decision tree. Although it may be easier to detect errors in the code of the analytic model, locating and correcting the errors is more difficult. It can often be due to something as simple as a bracket being in the wrong place, which can be very hard to find in thousands of lines of code. It is often a simpler process in the decision tree, where the model consists only of the Excel equations in the cells. Therefore, although it is generally harder to detect errors in the decision tree, it is usually easier to correct them once they have been identified.

Another advantage of the analytic model is that it takes less time to run. This becomes particularly apparent when running the model for all local authorities in England and Wales. The analytic model takes approximately 15 minutes to do this, whereas the decision tree takes approximately 30 minutes. If the model is to be converted to a probabilistic model in the future, then an analytic model might be the best option. The impact of the running time advantage of the analytic model may also be related to use of the model; for example, a shorter running time may be a significant advantage for the interactive presentation of the model where alternative input parameter values suggested by the audience are tested on the spot.

On balance, it seems that neither approach is significantly superior to the other. The main advantage of the decision tree is that it has greater transparency than the analytic model, whereas the main advantage of the analytic model is that it has a shorter running time. It would be beneficial to carry out further research into user perspectives of the different models in order to identify how important the issue of model transparency is, and whether this is an over-riding concern. The significance of this factor will likely be affected by the extent to which the model is to be distributed, and analysed, by non-expert analysts.

None of the antenatal screening programmes reviewed in the previous chapter involved the same level of pathway complexity as the haemoglobinopathy models presented in this chapter. The evaluation of the full range of screening options for Down’s syndrome involves different forms of complexity with respect to the time at which women are screened, due to the relationship between the combined sensitivity and specificity of different screening tests and the gestational age at which the tests are undertaken. The representation of these relationships in a decision tree would require the linked estimation of the test characteristics, and also the uptake rates for PND and TOP, using a similarly pragmatic approach as described for the haemoglobinopathies case study.
In general, it seems reasonable that the choice between the decision tree and the mathematical modelling approaches should be based largely on the personal experience and preferences of the analyst, as knowledge of model building and verification techniques may be viewed as the most important aspects of model development. Less complex model structures are easier to verify and will have insignificant running times, such that a decision tree may be regarded as the most appropriate modelling technique.
Chapter 9
Valuing screening specific outcomes

Introduction
This chapter reviews the published literature on valuing the benefits of screening. The benefits of screening programmes are frequently described in terms of the results of cost-effectiveness analyses, which have focused on benefits such as life-years gained. Screening may have additional value by providing information. This may be in the form of reassuring information of true negative status, or even if the information is not most favourable. Lange and colleagues found that some women were willing to pay for information on autosomal dominant polycystic kidney disease (ADPKD) carrier status of their unborn child even if they were unwilling to abort the baby whatever the outcome. There may be less direct benefits from screening, such as feelings of empowerment and control due to participation.

Potential disbenefits to screening include temporary anxiety associated with the invitation and waiting for the results, or anxiety due to receiving a false-positive result. Mooney and Lange suggest that among other possible disbenefits of screening programmes is that they force the population to make decisions they would not have had to make in the absence of the existence of the screening programme. For example, if a woman makes a decision not to make use of a screening programme for cervical cancer, and she is then diagnosed with cervical cancer, she may suffer regret from her previous decision. Mooney and Lange also point out that, when screening programmes are only available to certain populations, those who are excluded may feel deprived because they are aware that there is a screening programme that is not available to them.

There is also the possible anxiety that may be associated with the earlier diagnosis of disease. In extreme cases, individuals may never suffer symptoms because they die from another cause before symptoms occur. Harvel commented that latent carcinomas of the prostate were found in 30–35% of autopsied men above the age of 50 years in Norway, and Etzioni and colleagues estimated that around 75% of prostate cancers would never be diagnosed before death (although this would evidently change if they were detected by screening). Most of the reviewed screening studies applied non-screening specific utility values to clinical health states, but one issue that needs to be addressed is whether screen detection alters the utility values associated with disease states.

The purpose of the review reported in this chapter was to determine the extent of previous research into the quality of life effects of the effects of screening in terms of true-positive, false-positive, true-negative and false-negative screening outcomes. Of particular interest were studies that obtained actual utility values or those that used generic health status measures that could be converted into utility values. The following section describes the search methodology, followed by the results of the search strategy. Included studies are then reviewed in detail to identify utility estimates that might be useful for economic evaluations in this area. The findings are discussed and recommendations made regarding the strengths and weaknesses of existing evidence and where future research might best be focused.

Methods
The search terms are described in Appendix 1, and included search terms that covered health state utility elicitation [including standard gamble (SG), time trade-off (TTO) and visual analogue scale (VAS)], preference-based measures of health (e.g. EQ-5D, HUI) and the Short Form with 36 Items (SF-36) (for which there are algorithms for deriving preference-based measures). The terms quality-adjusted life-years (QALYs) and disability-adjusted life-years (DALYs) were also used. The search was run in the Ovid MEDLINE database from 1966 to February Week 4 2004. The search detected a total of 350 papers. The abstracts were read and any papers deemed possibly relevant were selected and read. A total of 34 papers were selected in this way. The Harvard Catalogue of Preference Scores was also searched, which identified a further 26 papers.

The papers selected from the above sources were obtained and read. Studies were included if they either attempted to measure utility values for
outcomes of screening or they provided values from a generic health status measure which could be converted to utilities.

Results

Out of a total of 60 papers, 10 comprised non-empirical discussion of issues relating to screening.223,225,229–236 One study was a cost-effectiveness analysis exploring cost per life-year gained.237 Six studies turned out not to be about screening.238–243 A further 25 studies related to screening, but incorporated utility values either from the literature or author- or expert-based estimates.165,166,168,174,244–264 A further study was unclear about the utility values they obtained,158 and another study obtained non-screening specific disease state utilities.265

Seventeen studies involved the authors actually obtaining utility or health status values relating to screening outcomes, and were therefore considered relevant to this review.125,222,234,266–279 The papers are summarised in Table 33 in terms of screening disease, outcome, descriptive system, valuation method, valuation source and perspective of source (i.e. as users or hypothetically as prospective patients or members of the general population).

Descriptions of the relevant studies

De Haes and colleagues267

de Haes and colleagues used a sample of “experts” comprising 12 breast cancer experts and 15 public health employees to value 15 health states in the context of cases identified by breast cancer screening, including separate states for ‘screening attendance’ and the ‘diagnostic phase’. The health state descriptions covered physical, psychological and social aspects and were based on a review of the empirical literature into the effects of screening. The states were valued by a VAS, in which 0 corresponded to the worst imaginable quality of life and 100 to the best imaginable quality of life. The authors converted VAS values to TTO scores using the function $1 - (1 - \text{VAS}) \times 1.82$. The median utilities were used for the analysis.

This was an interesting attempt to take account of the psychological consequences of screening for breast cancer, although the empirical link to data is questionable in places. The use of percentages in the descriptions is difficult to justify since these domains are not measured on scales with ratio properties. Another concern is that a sample of experts was used to value the states, which may not be representative of the general population. The transformation of VAS into TTO is far from ideal and has been criticised in the economics literature (for a review, see Brazier and colleagues281). Nonetheless, the paper provides a direct attempt to quantify the importance of psychological outcomes alongside the more conventional clinical outcomes.

De Koning266

De Koning and colleagues refer to the same data as reported by de Haes and colleagues,267 but they focused on true-positive and false-positive screening results, and therefore focused on treatment phases incurred as a result of screen-detected cancers, and further investigations of false-positive results. The same limitations arise as described for Haes and colleagues.

Dominitz and Provenzale125

Dominitz and Provenzale explored preferences for health-related quality of life (HRQoL) associated with screening for CRC. They interviewed four groups of patients who had not undergone CRC screening (62), about to be screened by FSIG (24), about to be screened by colonoscopy (114) and with CRC (46). Values were elicited using TTO to trade time in the described state for time in perfect health in units of days over a hypothetical life expectancy of 20 years for the following scenarios:

- 5-yearly screening for CRC by FSIG
- 5-yearly screening for CRC by colonoscopy
- 5-yearly screening for CRC by colonoscopy, but with one episode being complicated by perforation requiring surgery.

Units of years were traded for the following health states:

- living in the respondent’s current health state
- living with colon cancer
- living with a colostomy.

The unscreened group were willing to trade more days to avoid all screening methods than the other three groups. The only significant difference in health state valuations between the four patient groups was between median values for current health given by the groups about to undergo colonoscopy screening and the colorectal cancer group ($p < 0.05$). The authors identified the high level of variability in valuations within each patient group, and suggested that preferences for screening could be very individual, and therefore different types of screening might suit different people, depending on their preferences.
<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Screening topic</th>
<th>Outcomes</th>
<th>Descriptive system</th>
<th>Valuation method</th>
<th>Valuation source (n)</th>
<th>Perspective</th>
<th>Outcome Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>de Haes et al.267</td>
<td>1991</td>
<td>Breast cancer</td>
<td>TP, FP</td>
<td>Health states</td>
<td>VAS transformed to TTO</td>
<td>27 experts</td>
<td>Experts</td>
<td>Experts</td>
</tr>
<tr>
<td>de Koning et al.266</td>
<td>1991</td>
<td>Breast cancer</td>
<td>TP, FP</td>
<td>Health states</td>
<td>VAS transformed to TTO</td>
<td>27 experts</td>
<td>Experts</td>
<td>Experts</td>
</tr>
<tr>
<td>Dominitz and Provenzale25</td>
<td>1997</td>
<td>CRC</td>
<td>Screening process</td>
<td>Vignettes</td>
<td>TTO</td>
<td>62 non-screened</td>
<td>Patients</td>
<td>Non-patients</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24 screened (FSIG)</td>
<td></td>
<td>Screening participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>114 screened (colonoscopy)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>46 CRC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cantor et al.274</td>
<td>1995</td>
<td>Prostate cancer</td>
<td>TP, FP</td>
<td>Health states</td>
<td>TTO</td>
<td>10 healthy men</td>
<td>General population</td>
<td>General population</td>
</tr>
<tr>
<td>Volk et al.275</td>
<td>1997</td>
<td>Prostate cancer</td>
<td>TP, FP</td>
<td>Health states</td>
<td>TTO</td>
<td>10 healthy husbands</td>
<td>General population</td>
<td>General population</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10 healthy wives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Krahn et al.268</td>
<td>1994</td>
<td>Prostate cancer</td>
<td>TP</td>
<td>Health states</td>
<td>TTO</td>
<td>10 physicians</td>
<td>Experts</td>
<td>Experts</td>
</tr>
<tr>
<td>Johnston et al.222</td>
<td>1998</td>
<td>Breast cancer</td>
<td>TP, FP, TN, FN</td>
<td>Vignettes</td>
<td>TTO and VAS</td>
<td>440 women of screening age</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td>Gerard et al.279</td>
<td>1999</td>
<td>Breast cancer</td>
<td>TP, FP, TN, FN</td>
<td>Vignettes mapped to EQ-5D</td>
<td>TTO</td>
<td>440 women of screening age</td>
<td>General population</td>
<td></td>
</tr>
<tr>
<td>Essink-Bot et al.270</td>
<td>1998</td>
<td>Prostate cancer</td>
<td>TN, FP</td>
<td>SF-36 and EQ-5D</td>
<td>Non-preference-based and TTO</td>
<td>600 screened</td>
<td>Patients</td>
<td>General population</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>235 non-screened</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cormier et al.276</td>
<td>2002</td>
<td>Prostate cancer</td>
<td>TN</td>
<td>SF-36</td>
<td>Non-preference-based</td>
<td>220 relatives of cancer patients</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td>Edelman et al.277</td>
<td>2002</td>
<td>Diabetes</td>
<td>TN, TP</td>
<td>SF-36</td>
<td>Non-preference-based</td>
<td>1253 screened</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td>Hensley et al.271</td>
<td>2003</td>
<td>Ovarian cancer</td>
<td>TP</td>
<td>SF-36</td>
<td>Non-preference-based</td>
<td>147 high-risk women</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td>Rumbold and Crowther273</td>
<td>2002</td>
<td>Gestational diabetes mellitus</td>
<td>TP, TN, FP</td>
<td>SF-36</td>
<td>Non-preference-based</td>
<td>158 pregnant women</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td>Fry et al.272</td>
<td>2001</td>
<td>Ovarian cancer</td>
<td>TN</td>
<td>SF-36</td>
<td>Non-preference-based</td>
<td>27 oophorectomised women</td>
<td>Users</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>28 screened women</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shackley and Cairns269</td>
<td>1996</td>
<td>Cystic fibrosis</td>
<td>Ex ante probabilities</td>
<td>Vignettes</td>
<td>SG</td>
<td>52 women</td>
<td>General population</td>
<td></td>
</tr>
<tr>
<td>Cairns et al.278</td>
<td>1996</td>
<td>Cystic fibrosis</td>
<td>Ex ante probabilities</td>
<td>Vignettes</td>
<td>SG</td>
<td>52 women</td>
<td>General population</td>
<td></td>
</tr>
<tr>
<td>Hall et al.234</td>
<td>1989</td>
<td>Breast cancer</td>
<td>TP</td>
<td>Vignettes</td>
<td>Healthy year equivalents (TTO)</td>
<td>44 women (non-patients)</td>
<td>General population</td>
<td>Patients</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>60 women (patients)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FN, false negative; FP, false positive; TN, true negative; TP true positive.
This seems to be a well-conducted study using a recognised choice-based valuation technique. The only possible limitation is that the sample for some groups is rather small. It does not provide general population valuation, although these are likely to be closer to those of the unscreened group.

**Cantor and colleagues**\(^{274}\)

Cantor and colleagues explored the effects of the treatment-related adverse events, incurred as a result of prostate cancer screening, including impotence, incontinence, gynecomastia (development of breasts), urethral stricture, rectal injury and death. The authors collected utility values for these states from a small sample of 10 married men of approximately 50 years of age and in good health, from a Texas medical centre. The TTO method was used to elicit these values, which identified impotence as having the highest mean value and rectal injury the lowest value. The results of the corresponding cost-effectiveness model were found to be sensitive to changes in these utility values, showing that the decision whether or not to screen for prostate cancer is dependent on the preferences of men.

As the authors point out, these results were based upon preferences of men in a primary care setting. The results may not be representative of men in specialty clinics who have either been referred by their physician or self-referred, and who therefore may be at a higher risk of prostate cancer. It is also the case that the sample was very small.

**Volk and colleagues**\(^{275}\)

Volk and colleagues followed up the Cantor study,\(^ {274}\) using the same study sample, but also interviewing the wives of the 10 men originally interviewed. Utilities of husbands and wives were elicited separately, and then elicited together as a couple. The cost-effectiveness model showed that the optimal screening strategy in terms of maximising quality-adjusted life expectancy was no screening for seven out of 10 husbands, compared with a screening strategy for nine out of 10 of the wives. The wives appeared to wish to maximise quantity of life for their husbands, paying less attention to quality than the husbands paid on their own account. In fact, utilities elicited from wives on behalf of their husbands were consistently higher than the utilities elicited from the men except for thromboembolisms, for which the mean male utilities were higher. The utilities from the couples were between those for the men and their wives. When the ‘couple’ utilities were fitted, the results were the same as for the husbands’ utilities.

Like the study by Cantor and colleagues, this study did not take into account the possible short-term psychological aspects of screening, such as anxiety or regret, and it suffers from a very small sample size.

**Krahn and colleagues**\(^ {268}\)

Krahn and colleagues considered the cost per QALY of one-off prostate cancer screening, including utilities elicited from 10 physicians using TTO. This was a very small physician sample and the effects of the screening process itself were not considered.

**Johnston and colleagues**\(^ {222}\)

Johnston and colleagues constructed five descriptions of health states: good health (as for a woman of a similar age to the interviewee), true negative, false positive, true positive and false negative. A total of 440 women aged 40–64 years were interviewed. Health states were described in bullet format and described receipt of the invitation, the waiting time between the invitation and the appointment, the process of screening, and also quality of life associated with breast cancer treatment for the true-positive and false-negative outcomes. These descriptions were based on the findings of a literature review. The TTO and the VAS methods were used for comparison. Women were also asked to rank the health states before valuing them. Interestingly, 9.8% ranked false positive as preferable to true negative, with some women indicating that they would feel additional reassurance that they were indeed cancer free from the extra tests conducted due to the false-positive result. Some 7.6% of the sample ranked the false-negative result above the true-positive result, although it may be that these women would not attend for screening.

The findings of the study were varied according to the method used. According to the TTO results, the differences between the two permanent states (true positive and false negative) were not statistically significant, whereas there were significant differences between the two temporary states (true negative and false positive) according to the t-test and Wilcoxon (\( p < 0.05 \)). The VAS results produced some different results, such as the false-positive state being given a lower value than the true-positive state according to both mean and median values. The true-negative and false-positive states and the true-positive and false-negative states were significantly different for both means and medians (\( p < 0.05 \)).
large difference between the true-negative and false-positive results may in part be due to the use of alternative anchor points between the two temporary states. There appeared to have been some possibility of cognitive overload in the valuation processes, particularly for the VAS method, to which some respondents gave values of worse than death to one or more of the screening outcomes (including the true-negative one).

Gerard and colleagues\textsuperscript{279}
Gerard and colleagues extended the study by Johnston and colleagues,\textsuperscript{222} using the same sample, to map the TTO scores for the screening outcomes to the EQ-5D scale. The majority of the sample (75.7\%) judged the true-negative state to be equal to the EQ-5D state of full health (11111), although the true-negative state was mapped on to a total of 12 EQ-5D states by different individuals. The false-positive state was mapped on to 18 EQ-5D states. The true-positive state was mapped to 20 EQ-5D states and the false-negative state to 19 EQ-5D states.

This study shows that different individuals within the sample frequently interpreted the condition-specific breast screening outcome descriptions differently. This must raise some concerns about the accuracy of the descriptions in the vignettes. It would have been better to have administered the EQ-5D to patients in the relevant states which would have shown the range of experiences captured in the simple vignettes. The TTO, VAS and EQ-5D data obtained from Johnston and colleagues\textsuperscript{222} and Gerard and colleagues\textsuperscript{279} also show how different results can be obtained from different valuation methods, but this is not a new discovery.

Essink-Bot and colleagues\textsuperscript{270}
The study by Essink-Bot and colleagues took a different approach to that used by the studies described above. Rather than using utility elicitation tools to value hypothetical health states, they used SF-36 and EQ-5D descriptive systems to obtain health status and HRQoL values for men at multiple points between receiving an invitation to prostate cancer screening and being informed of their screening results. The authors also included the State–Trait Anxiety Inventory (STAI), which is a 40-item questionnaire designed to measure anxiety due to specific situations and also the degree to which an individual is anxiety-prone by nature. The authors hoped to use the results to determine the extent to which participants of screening for prostate cancer were affected in the short term by the screening test itself or a biopsy if this was required. The sample size at the beginning of the study was 600 screened men and 235 non-participants of screening. The times at which screened men were surveyed were designated as follows:

- T1 (3 weeks prior to screening, SF-36 and EQ-5D data obtained)
- T2 (in the waiting room prior to screening, STAI and EQ-5D data obtained)
- T3 (1 week after being notified of a negative result, STAI and EQ-5D data obtained)
- T4 (during the 2-week period between biopsy and receipt of the result, STAI and EQ-5D data obtained)
- T5 (1 week after receiving a clear result from the biopsy, SF-36, EQ-5D and STAI data obtained).

Small but significant improvements were observed in comparisons of SF-36 scores at T3 and T1 for true-negative results and at T5 and T1 for false-positive results. No significant differences were found between the EQ-5D scores tested between time periods T3:T1, T3:T2, T5:T1, T4:T2 and T5:T4. Comparisons between STAI scores indicated that mean anxiety scores improved between receiving the true-negative results and awaiting screening (T2), and there was also an improvement between receiving the clear result from the biopsy and the period while awaiting the result of the biopsy.

From these results, it appears that, according to the EQ-5D, the screening process itself, and whether participants received a true-negative or a false-positive result, made no difference to HRQoL. This was despite a considerable proportion of respondents reporting pain and/or discomfort during the screening and biopsy procedures.

This study would seem to provide the most conclusive evidence to date that the screening process does impact on HRQoL, although whether the overall impact is positive cannot be understood from this study alone since it does not examine all possible screening outcomes and its T1 already incorporates an element of prescreening anxiety. This study has the advantage that it actually records the way people responded to the experiences during the process rather than people trying to imagine what it is like.

Cormier and colleagues\textsuperscript{276}
Cormier and colleagues also studied the effects on HRQoL and anxiety of screening for prostate
cancer. They asked a sample of 220 sons or brothers of men with prostate cancer, who were undergoing familial prostate cancer screening, to complete SF-36 and STAI questionnaires prior to screening, after screening, and after receiving negative results.

The statistical analyses used both linear and quadratic changes in HRQoL over time. There were significant increases in HRQoL over the dimensions of general health, vitality and mental health for the linear model \((p < 0.05)\), and the quadratic model noted a significant increase in the score for role emotional \((p < 0.05)\). The STAI score improved over time according to both the linear and quadratic models \((p < 0.05)\), implying that members of the sample grew less anxious from the beginning to the end of the screening process. The authors determined that “moderate anxiety deterioration and minimal HRQoL deterioration” occurred in approximately 20% of the sample during the whole screening process. Factors associated with deterioration in HRQoL included being aged between 50 and 60 years, more than two relatives with prostate cancer, a high-level anxiety trait, a high educational level and no children currently living at home.

The study shows that over the screening process there are some small and yet significant changes in HRQoL. However, again the baseline measurements may incorporate some screening anxiety so the overall impact of the screening is not known.

**Edelman and colleagues\(^{277}\)**
Edelman and colleagues examined the effects of screening for diabetes on HRQoL 1 year after the screening process, looking particularly at the effect of labelling people. A total of 1253 individuals without known diabetes were screened by a blood test, 94% of whom were men; 56 individuals were screened positive for diabetes. Scores were lower 1 year later for those screening positive and negative. It is not possible to say that the decline was due to screening, as the sample had aged a year and many had illnesses other than diabetes, and a multivariate analysis indicated that co-morbidity was the major predictor of HRQoL. The impact of false-positive or false-negative results is not discussed, and since this study did not collect SF-36 data closer to the time of screening than 1 year later, it is unknown whether screening may have had short-term effects that could have disappeared by the time the data was collected after 1 year.

**Hensley and colleagues\(^{271}\)**
Hensley and colleagues compared pre- and post-menopausal women who were at high risk of developing ovarian cancer in terms of HRQoL, cancer-related anxiety, depression and perceptions of their risks of developing ovarian cancer. A total of 147 high-risk women who were being screened twice annually were asked to complete the SF-36, the Impact of Events Scale (a measure of cancer-related anxiety), and a measure for depression from the Centre for Epidemiologic Studies. Respondents were also asked to rate their perception of their lifetime risk of ovarian cancer compared with other women of a similar age and family history, and also to rate their perceptions of their lifetime risk on a scale from 0 to 100. They completed these assessments at each screening attendance.

The authors did not provide much detail around the SF-36 results, just stating that “general health-related quality-of-life scores on the SF-36 ranged from 61 to 88, indicating generally good quality of life among cohort participants. There were no differences in quality-of-life scores between pre- and postmenopausal women”. The authors commented that the SF-36 scores were comparable to the general population. It would have been very interesting to have more information on the SF-36 as it may have provided information on HRQoL during the screening process.

**Rumbold and Crowther\(^{273}\)**
Rumbold and Crowther conducted a prospective study of women being automatically screened for gestational diabetes mellitus (GDM) in Adelaide, Australia. They collected SF-36 data, data on anxiety using a six-item short-form of the STAI, and data on depression using the Edinburgh Postnatal Depression Scale. Women were also asked about their perception of health, their concerns for the health of their baby, adequacy of information about the screening test and diagnostic test and their overall experience of being screened.

A cohort of women were followed through pregnancy, and were questioned prior to screening, after screening and after receipt of results in early pregnancy, and in late pregnancy. Some women who gave consent after screening positive were also included. Although women screening positive were more likely to rate the screening experience negatively, there was no difference in choosing whether to be screened again in a future pregnancy, with approximately half of both groups saying they would. The
majority of women thought the tests had been explained adequately.

There were no significant differences in STAI or depression scores between women screened positive and negative, and there were no differences in concern for the health of the baby between screening groups. After screening in early pregnancy, those screened positive scored significantly higher on vitality, but lower on general health perceptions. Screened negative women were more likely to rate their health as “much better than 1 year ago”. In late pregnancy, those with negative tests scored significantly higher for social functioning than those who received positive or false-positive test results. The authors felt that the fact that women screening positive were more likely to rate their health less well was not so much because they were unhealthier, but more due to their perceptions being altered as a result of the screening test. The findings of this study were that screening had a negative impact on health perceptions in women screening positive, although the degree to which this matters was not discussed.

**Fry and colleagues**

Fry and colleagues conducted a postal retrospective study to compare 27 women who had elected to have an oophorectomy 1–5 years previously due to high familial risk with 28 high-risk women who had elected to undergo ovarian screening. The authors collected SF-36 data, information on menopausal symptoms, the General Health Questionnaire, a questionnaire to assess cancer-related worry, a questionnaire to assess sexual adjustment and a questionnaire on body image and gender identity. Women who had undergone oophorectomy rated their mental health, role emotional, social functioning and bodily pain significantly lower on the SF-36 than those who had elected to be screened. The role emotional and social functioning scores remained significantly lower after removal of those in the sample who had previously suffered from breast cancer. The authors concluded that a larger study was required, and their sample was indeed very small.

**Shackley and Cairns**

Shackley and Cairns were interested in exploring the issue of screening in terms of the value of information gained rather than merely the values attached to screening health states. They chose the area of antenatal screening for cystic fibrosis (CF) and undertook interviews with 52 women aged between 18 and 45 years, with no current pregnancy, and no knowledge of CF-carrying status. During the interview, each respondent answered six SG questions. For each question each woman was handed a card which described the risk that her hypothetical baby would be born with CF. She was told that an amniocentesis would inform her as to whether or not her child had CF. A series of cards describing risks associated with amniocentesis were given to her to read, and the level of risk ($p$) at which she was indifferent between the risk of abortion and the indeterminate screening probability. From this it was possible to calculate the utility of the information ($1 - p$).

Applying this utility information to populate a screening decision tree, screening was preferred to not screening by 69% of the sample, with 29% preferring not to be screened and 2% being indifferent. The median expected utility value of screening was 0.999755 and of not screening 0.999000. Although this is a very small difference, it proved to be highly statistically significant using the Wilcoxon matched-pairs signed-ranks test ($p = 0.0004$).

**Cairns and colleagues**

Cairns and colleagues describe further data from the sample used by Shackley and Cairns. They used the utility values obtained to calculate utilities for two types of screening programme for CF: stepwise screening and couple screening. The median expected utilities for stepwise screening, couple screening and no screening for the group overall were 0.99975, 0.99972 and 0.999 respectively. The preferred screening strategy depended on whether all women were screened. If all women (including those who preferred no screening) were screened, the stepwise screening would yield the highest expected utility. However, if only those women for whom screening is preferred are considered, couple screening is the preferred strategy. Shackley and Cairns and Cairns and colleagues made the assumption that the order of preference is full information about the CF status of the fetus, partial information and finally abortion brought on by amniocentesis. However, since it is possible that some women would prefer not to have full information, the study ought to have begun by asking women to rank these scenarios.

**Hall and colleagues**

Hall used healthy-year equivalents (HYEs) to measure utilities for breast cancer scenarios to assess the cost–utility of a mammography screening programme in Australia, arguing that
existing generic preference-based measures were not relevant to the outcomes being considered. They used a single-stage TTO to assess HYEs in 104 women, 44 of whom served as a community sample and the remaining 60 of whom had suffered from breast cancer. Scenarios comprised type of surgery (radical or conservative), physical health (good or poor) and mental health (good or poor). Scenarios ending in death from breast cancer were valued significantly lower than those ending in death from unspecified cause, but type of surgery did not appear to have a significant effect on utility. Hall assumed that utility would not depend on whether cancers were screen-detected or not, and therefore did not value the screening process itself. The study focused on true positives.

Discussion

The studies described in the previous section differed widely. The size of the sample informing different studies varied greatly. Indeed, some of the small sample studies may be considered pilot studies. Some studies obtained utilities from health professionals, whereas others elicited utilities from screening participants themselves. There is evidence that clinicians give different values to health states from those given by patients, often rating patient health higher than the patients would rate their own health.\(^{284}\) NICE requires general population values for assessing cost-effectiveness for their reference case and this may limit the usefulness of some of the data. Other researchers used members of the general population.

A wide variety of methods were used to elicit preferences. Whereas some studies used traditional health economic evaluation techniques such as SG, TTO and VAS to obtain utilities for hypothetical states (e.g. Shackley and Cairns\(^ {269} \)), other studies used generic HRQoL measures such as SF-36 to value current health at different points in the screening process (e.g. Rumbold and Crowther\(^ {273} \)). The EQ-5D has also been used (e.g. Essink-Bot and colleagues\(^ {270} \)), which is valued using the TTO. As Johnston and colleagues\(^ {222} \) and Gerard and colleagues\(^ {279} \) showed, different methods of valuing the same data (VAS, TTO and values mapped to EQ-5D) produced different results. Hall and colleagues\(^ {234} \) used a TTO-based version of the HYE to explore the utility of hypothetical health profiles for mammography screening. This variation in methods makes it difficult to compare across studies.

Some of the studies (e.g. Essink-Bot and colleagues\(^ {270} \)) looked at the effects of screening in the short term, whereas other studies (e.g. Edelman and colleagues\(^ {277} \)) looked at the effects in the longer term. Although longitudinal studies are better than cross-sectional studies (where differences are difficult to interpret), there remains the problem that at baseline the population prior to screening has already been alerted to the problem and so may have artificially lowered scores.

The use of vignettes has the attraction that it means the researcher is able to make the content more relevant to the screening state. However, there are real concerns that these vignettes may not be representative of the variance of experience that would be reflected in a longitudinal study of patients undergoing screening. However, those studies that follow-up patients through the screening process have tended to rely on generic measures of health status since only these provide the preference-based scores required for economic evaluation. However, it is unclear whether the SF-36 and EQ-5D instruments are sensitive enough to detect changes in HRQoL specific to screening. As Hall\(^ {234} \) notes, generic measures do not always capture the types of changes in HRQoL that screening might produce. Hall was referring specifically to the Rosser scale, although similar might be said of the SF-36 and EQ-5D. The EQ-5D asks about the five dimensions of mobility, self-care, usual activities, pain or discomfort, anxiety or depression. The first three are unlikely to be affected by the screening process, although it is possible that screening could cause some pain or discomfort, or cause anxiety or depression. However, there may be disutility associated with screening that would not fit into these classifications.

The findings from the longitudinal studies were difficult to interpret. Essink-Bot and colleagues\(^ {270} \) found that, according to SF-36 scores, HRQoL improved after screening for prostate cancer, and this was after both true-negative and false-positive results. However, Rumbold and Crowther\(^ {273} \) found that pregnant women being screened for gestational diabetes gave higher scores for some of the SF-36 dimensions if screened negative than false positive. As argued earlier, the baseline assessment may incorporate the prospect of screening.

This review has identified considerable gaps that exist in the evidence on screening outcomes. One of the reasons for this is the difficulty of
undertaking research in this area. The vignettes approach suffers from the necessary trade-off between the adequate description of the range of consequences of different actions and the dangers of cognitive overload, whereas longitudinal studies tend to be already contaminated by the very existence of a screening programme. Well-designed studies should be able to obtain descriptive quality-of-life data describing the consequences of different screening effects, and generic preference-based measures could be used, with the SF-36 seeming to be better able to detect in true-negative and false-positive cases, or perhaps one based on a more specific descriptive system.

Screening outcomes differ considerably by programme, and so the research would have to be specific to disease and programme. Such studies need to be large in scale and properly controlled (for example, obtaining baseline health state utility values without the immediate prospect of screening). The extent to which such research is required for economic models needs to be determined through rigorous value of information analysis.

There are other methods of valuing the benefits of screening, such as willingness to pay or discrete choice experiments, though this review was restricted to evidence for use in cost-effectiveness models, and hence to studies using recognised health state valuation methods or preference-based measures (plus the SF-36 due to the possibility of deriving a preference-based index).

**Conclusion**

Existing studies provide little data for populating economic models. Few of the studies looked at the whole range of screening outcomes. Since the studies varied in methods, samples and screening programmes, it is difficult to pool the results of different studies that looked at different aspects of screening utilities. Much of the previous research has used sample sizes that were too small for the results to be generalisable. They either used vignettes that are hard to validate in the absence of longitudinal data or they were longitudinal studies suffering from having baseline values that are already contaminated by the prospect of screening.

However, the evidence does suggest that the psychological consequences of true-negative and false-positive results can have statistically significant effects on HRQoL in some cases. These effects seem to be modest at the individual level, although over a population they may be important. Also at an individual level, there are a number of important side-effects and complications from diagnosis and treatment that would need to be counted in any assessment of the costs and benefits of screening. Where value of information analysis finds the value of one or more of these outcomes to be sufficiently important for a given proposed screening programme, then properly controlled large-scale longitudinal studies should be undertaken using either a generic preference-based measure or a more specific preference-based measure developed for the task.
Chapter 10

Guidelines and good practice for model-based cost–utility analyses of screening programmes

Introduction

These guidelines are designed to assist modellers in ensuring the quality of model-based cost–utility analyses of healthcare screening programmes. There are various guidelines informing the conduct of decision analytic modelling in health technology assessment,2–4 which have recently been reviewed to produce a synthesised set of guidelines and an accompanying checklist.5 The screening modelling guidelines presented in this chapter focus on issues that are specific to the modelling of screening programmes.

The guidelines have been defined by the authors of this report, and are informed by the findings from the review of screening models, the application of the reported case study evaluations, and discussions over the course of the review with health economists and operational researchers with experience of modelling screening programmes (as detailed in the Acknowledgements).

The guidelines are presented under the following broad categories:

1. research question
2. general modelling approach
3. model structure
4. modelling technique
5. model population
6. validation and calibration
7. issues specific to antenatal screening.

The research question

The research question defines the boundaries of the modelling approach.

1.1. Cost–utility analysis of the lifetime costs and QALYs is appropriate for most screening programmes.

1.2. Practicalities of implementation should be clarified prior to defining the research question, for example, if repeat (incident) screens, non-constant screening intervals or varying screening policy by birth cohort are not feasible, then such options should be excluded from the research question.

The general modelling approach

Natural history modelling is the preferred general approach. These models describe disease progression from the point at which disease becomes detectable to death. When a screening model is laid on top of the natural history model, the course of the natural history is altered through the detection of disease at an earlier stage.

The main advantage of the natural history approach is that it permits the evaluation of screening options that have not been observed in primary research. Only estimates of test sensitivity and specificity are required. The non-natural history models included in the review tended to have less intuitive pathways due to difficulties incorporating the timing and frequency of screening and related activities. The main disadvantage of the natural history approach is the input data requirements, which usually include various parameters that are not directly observable. These issues are addressed in the section ‘Model population’ (p. 119).

2.1. The evaluation of a prevalence (one-time) screening programme is generally simpler than the evaluation of incidence (repeat) screening programmes as the model is only concerned with disease that is detectable at a specific age. If prior opinion indicates that any form of screening is unlikely to be cost-effective, a simple prevalence screening model (e.g. a decision tree model) incorporating assumptions that favour no screening may be used as a hurdle to the development of a more complex modelling evaluation.

2.2. Models that extrapolate observed intermediate end-points to estimate lifetime costs and QALYs may be used when all relevant screening programmes have been observed.

2.3. Natural history models should be used to evaluate the lifetime costs and QALYs of repeat screening programmes.
screening programmes when one or more of the relevant screening programmes have not been directly observed.

**The model structure**

The ISPOR Task Force\(^2\) states that “the model structure should be consistent both with a coherent theory of the health condition being modelled and with available evidence regarding causal linkages between variables” (p. 11) and that “[t]he structure of the model should be as simple as possible, while capturing underlying essentials of the disease process and interventions” (p. 12).

More complex model structures may incorporate important additional aspects of the disease natural history, although any benefits should outweigh the consequences of additional unobservable input parameters and increased complexity in implementing the model. No direct comparisons of more detailed and less detailed screening model structures were identified to inform empirically areas in which more realistic representations of the disease process may be most beneficial, so the following points relate to general issues of good practice.

3.1. The process of defining a model structure is an iterative process that involves a review of existing screening models; feedback to clinical experts; expert guided review of the natural history literature; feedback to experts with draft model structure; and discussions between clinical experts and informed analyst about the strength of assumptions, calibration requirements and the feasibility of model development.

3.2. To assist the explicit process of model development, a complex model structure should be initially defined. The iterative process can inform areas in which simplifying assumptions that reduce model complexity can be justified.

3.3. Disease states at the point of clinical presentation should represent prognostic indicators that influence treatment choices and treatment effectiveness; for example, a breast cancer screening model may describe health states as a function of tumour size, nodal status, oestrogen receptor status and menopausal status. If discrete states are used, the categorisation should reflect the relationship between the prognostic indicator and treatment choices and treatment effectiveness.

3.4. The categorisation of disease states may be informed by data available to populate the model, or data describing output parameters against which the model can be calibrated.

3.5. Whynes and colleagues presented a linear regression analysis investigating the impact of stage at diagnosis on age at death, and a Cox regression analysis determining the hazard ratio by participation in screening.\(^{132}\) Where possible, similar analyses should be undertaken to assess the sensitivity of a model’s disease categorisation to differences in prognosis between screen-detected and clinically presenting patients.

3.6. The post-diagnosis section of the model should describe disease progression to death using treatment models that are representative of current treatment patterns for different stages of the disease. There are two broad approaches to integrating treatment models with screening models:

- Separate treatment models are defined for each separate clinical presentation state.
- A single treatment model describes the possible progression of patients from the earliest point of clinical presentation through subsequent stages to death, in addition to enabling patients to enter the model at each subsequent stage.

3.7. Evidence suggests that screening attenders may have different characteristics to non-attenders,\(^{270}\) which may influence some disease parameters (e.g. disease incidence or progression).\(^{137}\) The model structure should incorporate these effects, either by:

- assigning individuals characteristics that influence screening uptake and disease parameters, or
- facilitating alternative disease parameters for attenders and non-attenders.

**The modelling technique**

The most commonly applied modelling techniques to describe lifetime costs and effects (either life-years or QALYs gained) are cohort Markov models and individual sampling simulation models (either Markov models or DES). More recently, some complex mathematical models have analysed the cost effectiveness of screening.

Cohort Markov models provide a straightforward approach to describing relatively simple model structures that remain within the bounds of the Markovian (no memory) assumption. Additional flexibility can be incorporated through the inclusion of additional health states, although
their feasible application may be limited by the expansion in the number of health states required. The following are factors that increase the number of health states included in a cohort Markov screening model:

- time-in-state dependent transition probabilities
- transition probabilities influenced by past events
- transition probabilities influenced by individual attributes
- separate disease components within individuals.

Individual sampling Markov models and DES can overcome the above limitations of the cohort approach by storing relevant characteristics and aspects of individuals' pathways as attributes that influence future pathways, for example, the number of years that an individual remains in a particular state may determine the transition probability applied in the next cycle. Individual sampling models can have significantly longer running times, especially when probabilistic sensitivity analyses are required.

4.1. The choice of modelling technique is largely dependent on the defined model structure. Individual sampling simulation models may provide more flexibility in their representation of a screening decision problem, but any benefits should outweigh the consequences of the need to assess variability in addition to uncertainty.

4.2. The modelling techniques required to implement alternative model structures should not influence the defined model structure, although in practice resource constraints (time and analytic expertise) may inform some structural choices.

4.3. More complex mathematical models that describe input parameters as continuous variables require further development to estimate the cost–utility of screening directly, or to inform a more detailed representation of the preclinical section of a natural history model (with a traditional state-based model describing pathways post-clinical presentation).

4.4. Another potential modelling option is mixtures of Markov models, which addresses heterogeneity within a population by assigning individuals to different clusters, where each cluster has a different Markov model. As a patient enters the eligible population for a screening programme, they are assigned to a particular cluster with some probability and the pathway for that individual is then generated from a Markov model with parameters specific to that cluster.

**Model population**

The sections below consider a range of input parameters that are of particular relevance to screening models.

5.1. In the absence of longitudinal observational studies, age-specific incidence rates and progression rates for preclinical disease should be calibrated to age-specific prevalence rates of different stages of preclinical disease (informed by population-based studies using a gold standard diagnostic test, or by autopsy studies). Incidence rates based on the assumption of linear progression between prevalence rates at different ages fail to account for disease progression in the interim period.

5.2. To reduce the number of unobserved parameters, time-varying probability distributions, such as the Weibull distribution, should be considered rather than the estimation of a separate incidence rate for each age group.

5.3. The most appropriate methodology to estimate sensitivity and specificity of relevant screening tests will vary according to characteristics of the disease and the screening study. The disease lead time affects the accuracy of the work-up and follow-up method, and selection procedures for diagnostic evaluation may vary by screening study. A suggested hierarchy of alternative study designs is as follows:

1. population-based studies comparing screening test(s) with a reference standard test
2. ‘screening’ before and independently from diagnostic evaluation
3. ‘screening’ patients with known disease
4. diagnostic work-up of test-positive individuals and the follow-up of test-negative individuals to identify missed cases
5. diagnostic work-up of test-positive individuals and test-negative individuals, and the application of a work-up bias correction method
6. synthesis of the observed (age-specific) screen-detection rate with (age-specific) estimates of prevalence.

5.4. Methods for pooling multiple estimates of screening test characteristics include the summary receiver operating characteristic (ROC) approach, and bivariate models of sensitivity and specificity. The summary ROC approach can be modified to obtain correlated estimates of sensitivity and specificity, but requires complex Markov chain Monte Carlo methods. The bivariate model
approach provides an additional ability to incorporate explanatory variables and can now be analysed using standard statistical packages.285

5.5. Input parameters for post-diagnosis disease progression, costs and utility values should reflect current treatment options. Existing models used to evaluate interventions at different stages post-diagnosis can be linked to the natural history model.

5.6. The screening model should incorporate the fixed and variable costs of screening programmes, so that the fixed cost is applied regardless of uptake, while the variable cost is applied to each screened individual.

5.7. Data describing screening uptake rates by screening test and screening round should be sought.

5.8. Evidence of differential disease prevalence and progression rates in populations accepting and declining the offer of screening should be sought.

5.9. Evidence of utility effects specific to the screening tests under evaluation should be sought and incorporated into the model, at a minimum, in the sensitivity analysis.

Validation and calibration
Validation assesses the accuracy of a model by comparing the outputs of a fully populated model to observed data. Calibration involves fitting a model to observed data describing outputs of the model in order to populate unobserved input parameters. All natural history screening models contain unobservable input parameters, although the review identified studies that estimated values for unobservable parameters using extrapolations of observed growth rates, expert opinion or previously developed theories.

6.1. Data-based estimation of parameter values is generally preferred, although the advantages of this approach are only realised when the model is validated.

6.2. Output parameters include age- and stage-specific incidence and prevalence of clinical disease and disease-specific mortality rates. Consideration should be given to the comparability of the output data obtained. The relevance of alternative data sources can be reflected by weighting the output data.

6.3. The estimation of a reference case input parameter set is not recommended. A preferred calibration process involves predicting output parameters for a large number of input parameter sets, with the accuracy of each set’s predictions represented as a weight. If multiple outputs are predicted, a weighted sum of the weights across all the outputs is used to describe the likelihood that each input parameter set is the most accurate set of input parameters. The main analysis of the model involves sampling a large number of input parameter sets according to the weights attached to each input parameter set, from which mean values and probability distributions of cost-effectiveness can be derived.

6.4. Cross-validation with other screening models should be undertaken. The validity of a model will be increased if variations in the outputs of alternative models can be explained by differences in the assumptions and input parameter values.

Issues specific to antenatal screening
7.1. Outcomes of antenatal screening programmes in which the termination of affected pregnancies is an option include the number of cases detected, informed choices provided and affected pregnancies terminated. It is also important to describe the number of false-positive screens that result in screening-related miscarriages and terminations of unaffected pregnancies. The complex moral issues involved mean that the estimation of QALYs is inappropriate for such screening evaluations.138 The relevance of estimating the long-term cost impact of terminating affected pregnancies should be discussed with the policy maker, where appropriate. Otherwise, such costs should be presented separately for the potential consideration by the user.

7.2. The estimation of the lifetime costs and QALYs is appropriate for the evaluation of antenatal screening in which the early detection of a condition is the primary outcome of interest (e.g. antenatal HIV screening). The large uncertainties around predicting lifetime effects for newborns should be incorporated in the analysis.

7.3. The inclusion of time dependent input parameters in antenatal screening models should be considered, particularly in relation to the uptake of prenatal diagnosis and terminations of pregnancy.

7.4. Decision trees should be used to model simple antenatal screening pathways due to their high level of transparency. Adapted decision trees incorporating a partial programming approach or fully programmed models are similarly effective for representing more complex antenatal screening model structures.
Chapter 11
Assessment checklist

Introduction
The checklist is designed to assist users and reviewers to assess the quality and relevance of model-based cost-utility analyses of healthcare screening programmes. The assessment checklist is informed by the guidelines and good practice reported in Chapter 10, which were examined to identify a set of issues against which the quality of a screening model could be assessed.

The checklist
The checklist covers the same categories as used to define the guidelines in Chapter 10:

1. research question
2. general modelling approach
3. model structure
4. modelling technique
5. model population
6. validation and calibration
7. issues specific to antenatal screening.

The research question
1.1. If not evaluating antenatal screening, does the model estimate the lifetime costs and QALYs of alternative screening programmes? If not, what justifications are presented?

1.2. Does the research question include the evaluation of all relevant screening options, in particular, repeat (incident) screens? If not, what justifications are presented?

The general modelling approach
2.1. Is a natural history model used to describe disease progression from preclinical incidence to death, with alternative screening programmes overlaid? If not, is this because only observed screening programmes, or only prevalence (one-time) screening programmes are evaluated?

The model structure
3.1. Is the process of defining the model structure explicitly described?

3.2. Are any simplifying assumptions that reduce model complexity justified?

3.3. Are the prognostic indicators by which disease states are defined justified in terms of their impact on treatment choices and treatment effectiveness?

3.4. Is the categorisation of the prognostic indicators by which disease states are defined justified? Is the sensitivity of the disease categorisation to differences in prognosis between screen-detected and clinically presenting patients analysed and/or discussed?

3.5. Does the post-diagnosis section of the model describe disease progression to death using treatment models that are representative of current treatment patterns for different stages of the disease?

3.6. Does the model facilitate the alternative representation of disease incidence and progression for screening attenders and non-attenders?

The modelling technique
4.1. Is the choice of modelling technique justified? If an individual sampling simulation model is used, are the reasons for not using a cohort Markov model (i.e. areas of increased complexity) described?

4.2. If more complex mathematical modelling approaches are used, do they adequately represent the cost and utility effects of alternative health states?

Model population
5.1. Are preclinical disease incidence and progression rates appropriately estimated, either using longitudinal observational studies or calibrated to age-specific prevalence rates, and not estimated by experts or based on the assumption of linear progression between prevalence rates at different ages?

5.2. Are the numbers of unobserved parameters for the specified model structure minimised, for example, are time-varying probability distributions used rather than separate incidence rates for each age group?

5.3. Are inclusion criteria for studies informing screening test sensitivity and specificity rates
justified on the basis of the characteristics of the disease (e.g. disease lead time affects the accuracy of the work-up and follow-up method), and the conduct of alternative study types (e.g. selection procedures for diagnostic evaluation may vary by screening study)?

5.4. Do the methods for pooling multiple estimates of screening test characteristics control for heterogeneity between studies?

5.5. Do input parameters for post-diagnosis disease progression, costs and utility values reflect current treatment options?

5.6. Are the fixed and variable costs of screening programmes incorporated?

5.7. Are screening uptake rates described as a function of screening test and screening round?

5.8. Was evidence of alternative disease prevalence and progression rates in populations accepting and declining the offer of screening sought? If found, was it incorporated in the model?

5.9. Were utility effects specific to the disease and screening tests under evaluation sought and incorporated in the model?

Validation and calibration

6.1. If the model was not calibrated, was it validated?

6.2. Are the output parameters used to calibrate or validate the model relevant to the perspective of the evaluation?

6.3. Are the number of output parameters and the quality of the available data informing their estimation discussed in relation to the calibration of the model?

6.4. Does the main analysis of the model sample a large number of input parameter sets according to the weights attached to each input parameter set, from which mean values and probability distributions of cost-effectiveness are derived?

6.5. Are the results of the model compared with those of other screening models, and differences in the outputs of alternative models explained by differences in the assumptions and input parameter values?

Issues specific to antenatal screening

7.1. If evaluating antenatal screening, does the model describe the range of important outcomes, including cases detected, affected pregnancies terminated, screening-related miscarriages and terminations of unaffected pregnancies?

7.2. If the early detection of a condition is the primary outcome of interest, does the model estimate lifetime costs and QALYs? If not, is the justification around the large uncertainties around predicting lifetime effects for newborns?

7.3. Does the model include time-dependent input parameters (e.g. in relation to the uptake of prenatal diagnosis and terminations of pregnancy)? If not, is the exclusion justified?

7.4. Is the choice of modelling technique justified? If adapted decision trees incorporating a partial programming approach or fully programmed models are used, are the reasons for not using a simple decision tree (i.e. areas of increased complexity) described?
Chapter 12
Conclusions

The review of methods for the model-based cost-utility analysis of screening programmes identified the natural history modelling approach as the preferred general method of evaluation for screening programmes. State transition models have generally been used to represent disease natural histories, with individual sampling models more prevalent than in treatment intervention evaluations. No comparative methodological studies were identified, so no empirical data were available to inform the relative merits of alternative methodologies. The defined guidelines and assessment checklist are informed, therefore, by theoretical interpretations of the impact of alternative approaches to different components of the modelling process when applied to the cost-utility analysis of screening programmes.

Recommendations for further research

Areas for further research are listed below. They are based on methods with the potential to improve the accuracy of screening models, and to respond to the needs of model users.

More complex mathematical modelling approaches have great potential as an alternative or adjunct to state-based modelling techniques for the evaluation of the cost-utility of screening programmes. Research is needed into the development of such models for the full evaluation of the cost-effectiveness of screening, in addition to a hybrid formation in which such techniques may be best suited to modelling the preclinical phases of disease.

There is scope for developing more comprehensive and explicit methods for calibrating models, which describe correlations between input parameters.

Empirical estimates of differences in the mean and probabilistic outputs of less complex cohort Markov models and more complex individual sampling models, using the same data sources, would be of interest. Such comparisons may inform general areas in which simplifying assumptions are justified.

The direct utility effects of screening are under-researched, and may have a significant effect on the estimated cost-utility ratios. More primary screening studies should incorporate utility measurements in their protocol.

The review of screening models has identified that more complex models may have greater relative benefits in the area of screening than in other areas of evaluation. Further research is needed into the extent to which policy makers view transparency as an important characteristic of screening models, and whether existing methods of verification and validation are sufficient.
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**Search strategy (example from MEDLINE)**

1. exp Technology Assessment, Biomedical/
2. technology assessment.tw.
3. exp Mass Screening/
4. screening.tw.
5. industrial maintenance.tw.
6. 1 or 2 or 3 or 4 or 5
7. exp Cost-Benefit Analysis/
8. cost utilit$.tw.
9. cost effective$.tw.
10. cost benefit$.tw.
11. exp Program Evaluation/
12. exp Research Design/
13. research priorit$.tw.
14. priorit$ research.tw.
15. cost$.ti.
16. economic$.ti.
17. exp Models, Theoretical/
18. exp Models, Econometric/
19. exp Models, Economic/
20. exp Models, Statistical/
21. exp Logistic Models/
22. exp Decision Making/
23. exp Decision Making, Organizational/
24. exp Decision Support Techniques/
25. exp Decision Trees/
26. decision model$.tw.
27. decision analy$.tw.
28. delay time model$.tw.
29. 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 or 18 or 19 or 20 or 21 or 22 or 23 or 24 or 25 or 26 or 27 or 28
30. 6 and 29
31. exp Health Services Research/
32. 30 and 31

**Sources searched**

**Electronic databases**

- Embase (WebSPIRS) 1980–2003
- MEDLINE (Ovid) 1966–2003

**Other sources**

The Internet and the SchARR Library Catalogue were searched in order to identify discussion papers and other grey literature.

**Screening and utility values literature search**

**Search terms in Ovid MEDLINE from 1966 to February Week 4 2004**

1. value of life/.4231
2. quality adjusted life year/.1762
3. quality adjusted life.tw..1206
4. (qaly$ or qald$ or qale$ or qtime$).tw..919
5. disability adjusted life.tw.190
6. daly$.tw..257
7. health status indicators/.7965
8. (sf36 or sf 36 or short form 36 or shortform 36 or sf thirtysix or sf thirty six or shortform thirtysix or shortform thirty six or short form thirtysix or short form thirty six).tw..3277
9. (sf6 or sf 6 or short form 6 or shortform 6 or sf six or sf six or shortform six or short form six).tw.577
10. (sf12 or sf 12 or short form 12 or shortform 12 or sf twelve or sf twelve or shortform twelve or short form twelve).tw..357
11. sf16 or sf 16 or short form 16 or shortform 16 or sf sixteen or sf sixteen or shortform sixteen or short form sixteen).tw.22
12. sf20 or sf 20 or short form 20 or shortform 20 or sf twenty or sf twenty or shortform twenty or short form twenty).tw.241
13. (euroqol or euro qol or eq5d or eq 5d).tw.422
14. (hql or hqol or h qol or hrqol or hr qol).tw..949
15. (hye or hyes).tw.43
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16. health$ year$ equivalent$.tw..30
17. health util$.tw..361
18. (hui or hui1 or hui2 or hui3).tw..258
19. disutili$.tw..42
20. rosser.tw..45
21. quality of wellbeing.tw..2
22. qwb.tw..88
23. standard gamble$.tw..286
24. (time trade of$ or time trade-of$).tw..248
25. TTO.tw..153
26. health state util$.tw..53
27. health state val$.tw..59
28. health val$.tw..261
29. visual analog$ scale.tw..6548
30. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 or 18 or 19 or 20 or 21 or 22 or 23 or 24 or 25 or 26 or 27 or 28 or 29.26101
31. *Mass screening/.21965
32. screening.ti..47612
33. 31 or 32.54391
34. 30 and 33.350
Appendix 2

Summary tables of modelling studies of screening for AAA

Tables 34 and 35 summarise the cost parameters, and the decision parameter values, structural assumptions and input parameters, of the studies reviewed in Chapter 6.

**TABLE 34 Main cost estimates reported by AAA screening studies**

<table>
<thead>
<tr>
<th>Cost event</th>
<th>Mason, 1993</th>
<th>Frame et al., 1993</th>
<th>Law et al., 1994</th>
<th>St Leger et al., 1996</th>
<th>Soisalon-Soininen et al., 2001</th>
<th>Lee et al., 2002</th>
<th>MASS 1995</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(UK£)</td>
<td>(US$)</td>
<td>(UK£)</td>
<td>(UK£)</td>
<td>(UK£)</td>
<td>(UK£)</td>
<td>(UK£)</td>
</tr>
<tr>
<td>Initial screen</td>
<td>?</td>
<td>150</td>
<td>4.6</td>
<td>3.36</td>
<td>105</td>
<td>259 (40)</td>
<td>20.8</td>
</tr>
<tr>
<td>Elective surgery</td>
<td>3,000</td>
<td>27,000</td>
<td>4,000</td>
<td>2,371</td>
<td>6,266</td>
<td>16,013</td>
<td>6,909</td>
</tr>
<tr>
<td>Emergency surgery</td>
<td>3,600</td>
<td>52,000</td>
<td>6,000</td>
<td>3,914</td>
<td>9,294</td>
<td>28,338</td>
<td>11,176</td>
</tr>
</tbody>
</table>

*Cost values are not presented by Pentikainen and colleagues, but may be assumed to be similar to those presented by Soisalon-Soininen and colleagues. The presented costs are converted to UK£ at 8.73 Finnish Marks = £1.*

* $40 is the cost of the ‘quick-screen’ evaluated by Lee and colleagues.*

---
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### TABLE 35  Screening for abdominal aortic aneurysms modelling study characteristics

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparators</th>
<th>Model type</th>
<th>Threshold for surgery</th>
<th>Aneurysm size</th>
<th>Test characteristics</th>
<th>Prevalence/incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mason, 1993&lt;sup&gt;171&lt;/sup&gt;</td>
<td>One-time ultrasound screening to men aged 70 years</td>
<td>Decision tree</td>
<td>5 cm</td>
<td>3.5–5 and &gt;5 cm</td>
<td>100% sensitivity and specific</td>
<td>Prevalence rates: 5.3% (3.5–5 cm), 1.6% (&gt;5 cm). Incidence not modelled</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on aneurysm management study</td>
<td>Based on aneurysm management study</td>
<td>Not referenced</td>
<td>Not referenced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frame et al., 1993&lt;sup&gt;170&lt;/sup&gt;</td>
<td>One-time ultrasound or physical examination screening of men aged 60–80 years</td>
<td>20-year Markov model with annual cycles</td>
<td>4 cm</td>
<td>&lt;4 and &gt;4 cm</td>
<td>100% sensitivity and specific for ultrasound, 35% and 97% for physical examination, respectively</td>
<td>Prevalence rates: 3.1% (&lt;4 cm), 2.3% (&gt;4 cm). Incidence 0.1% per year</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on available data, recognising that 5 cm is the common threshold</td>
<td>Based on available data describing rupture rates</td>
<td>Ultrasound sensitivity rates below 100% are referenced (with test results confirmed by surgery)</td>
<td>Prevalence based on screening studies of hypertensive patients and normal populations. Incidence rate is assumed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law et al., 1994&lt;sup&gt;181&lt;/sup&gt;</td>
<td>Non-specified frequency of ultrasound screening of men aged 60–80 years</td>
<td>Equation-based model&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6 cm</td>
<td>&lt;3, –3.9, –4, –5, –6 and &gt;6 cm</td>
<td>86% sensitivity using a 6-cm threshold. The number of excess operations undertaken is estimated using the ratio of ruptured to unruptured aneurysms in 3 necropsy studies</td>
<td>Not relevant. Model uses AAA mortality rates directly</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on sensitivity and specificity of different thresholds</td>
<td>Used solely to estimate sensitivity and specificity</td>
<td>Threshold detection rates based on smoothed (using cubic splines) data on distribution of ruptured aneurysm sizes in surgical and necropsy series</td>
<td>AAA-specific mortality rates obtained from Office of Population Censuses and Surveys</td>
<td></td>
<td></td>
</tr>
<tr>
<td>St Leger et al., 1996&lt;sup&gt;174&lt;/sup&gt;</td>
<td>One-time ultrasound screening for AAA in men aged 65–74 years</td>
<td>5-year Markov model with annual cycles</td>
<td>6 cm</td>
<td>&lt;3, –3.9, –4.9, –5.9 and &gt;6 cm for prevalence</td>
<td>100% sensitivity and specific implied</td>
<td>Prevalence rates: 5.3% (3–3.9 cm), 1.4% (4–4.9 cm), 0.5% (5–5.9 cm), 0.6% (&gt;6 cm)</td>
</tr>
<tr>
<td>Sources</td>
<td>Assumption</td>
<td>Implied to fit growth rates data</td>
<td>Not referenced</td>
<td>Based on various screening studies</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Comparators</th>
<th>Model type</th>
<th>Threshold for surgery</th>
<th>Aneurysm size</th>
<th>Test characteristics</th>
<th>Prevalence/incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pentikainen et al., 2000</td>
<td>One-time ultrasound screening for AAA for first-degree relatives, aged between 50 and 84 years</td>
<td>Lifetime (first-order?) simulation model</td>
<td>5 cm</td>
<td>2–2.5, –3, –5, &gt;5 cm</td>
<td>100% sensitivity and specific implied</td>
<td>Prevalence rates: 13.4% (2–2.5 cm), 1.7% (2.5–3 cm), 1.7% (3–5 cm), 7.2% (&gt;5 cm)</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on two screening studies</td>
<td>Based on local data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soisalon-Soininen et al., 2001</td>
<td>One-time ultrasound screening for AAA for first-degree relatives, aged between 50–84 years</td>
<td>Decision model, same structure as Pentikainen et al.</td>
<td>5 cm</td>
<td>2–2.5, –3, –5, &gt;5 cm</td>
<td>100% sensitivity and specificity implied</td>
<td>Prevalence rates: 13.4% (2–2.5 cm), 1.7% (2.5–3 cm), 1.7% (3–5 cm), 7.2% (&gt;5 cm)</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on local data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee et al., 2002</td>
<td>One-time ultrasound or 'quickscreen' screening for 70-year-old male patients with a high prevalence of AAA</td>
<td>Lifetime Markov model with annual cycles</td>
<td>5 cm</td>
<td>&lt;3, –4, –5 and &gt;5 cm</td>
<td>Both screening tests are 100% sensitivity and specificity</td>
<td>Prevalence rates: 3.01% (3–4 cm), 2.52% (4–5 cm), 1.47% (&gt;5 cm)</td>
</tr>
<tr>
<td>Sources</td>
<td>“Available on request”</td>
<td>“Available on request”</td>
<td>Based on local study of 25 patients, in whom 7 AAAs were detected</td>
<td></td>
<td></td>
<td>“Available on request”</td>
</tr>
<tr>
<td>Mason, 1993</td>
<td>20% of small aneurysms will not grow, 80% grow to &gt;5 cm at 10% per year</td>
<td>Aneurysms &gt;5 cm rupture at a rate of 5% per year</td>
<td>No interval cases or natural detection assumed</td>
<td>60% die before surgery, 50% die due to surgery. Total 80% mortality</td>
<td>25% contraindicated, 5% operative mortality</td>
<td>Survival curves for elective and emergency surgery survivors compared to normal all-cause mortality to estimate relative risk of death for the two groups. The relative risks are applied over a 10-year time horizon</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on a study describing the natural history of AAAs</td>
<td>Based on a study describing prognosis of AAAs</td>
<td>Not referenced</td>
<td>Not referenced</td>
<td>Referenced</td>
<td>Based on prognostic factors study</td>
</tr>
</tbody>
</table>

TABLE 35 Screening for abdominal aortic aneurysms modelling study characteristics (cont’d)
<table>
<thead>
<tr>
<th>Study</th>
<th>Growth rates</th>
<th>Rupture rates</th>
<th>Interval and incidental presentations</th>
<th>Rupture mortality rates</th>
<th>Surgery contraindication and elective mortality</th>
<th>Post-surgery survival</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame et al., 1993</td>
<td>6% of aneurysms &lt;4 cm become &gt;4 cm per year</td>
<td>Aneurysms &gt;4 cm rupture at a rate of 6% per year</td>
<td>No interval cases assumed. 33% incidental rate&lt;br&gt;Assumed to be same as for normal population</td>
<td>62% die before surgery, 50% die due to surgery. Total 81% mortality</td>
<td>30% contraindicated, 5% operative mortality</td>
<td>Assumed to be same as for normal population</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on a study looking at surgical decisions following ultrasound</td>
<td>Reference missing</td>
<td>Not referenced</td>
<td>Based on single surgery impact study</td>
<td>Referenced</td>
<td>Not referenced</td>
</tr>
<tr>
<td>Law et al., 1994</td>
<td>Not relevant. Model uses AAA mortality rates directly</td>
<td>Logistic regression estimated the risk of rupture by size, although not used in cost-effectiveness analysis</td>
<td>Not relevant. Screening effectiveness is based on aneurysm size at rupture, AAA mortality rates used directly</td>
<td>18% survive rupture</td>
<td>Not mentioned</td>
<td>Ratio of the ratio of circulatory to non-circulatory causes of death in post-AAA surgery survivors to that of the general population for the normal population</td>
</tr>
<tr>
<td>Sources</td>
<td>Not relevant</td>
<td>13 studies describing ruptured aneurysms in patients in whom aneurysms were observed without intervention</td>
<td>Not relevant</td>
<td>Aggregation of 6 rupture outcome studies (5 UK studies)</td>
<td>–</td>
<td>Based on 15 US case series</td>
</tr>
<tr>
<td>St Leger et al., 1996</td>
<td>Annual growth rates of 0.26, 0.46 and 0.66 cm for sizes 3–3.9, 4–4.9 and 5–5.9, respectively</td>
<td>Annual rupture rates of 0.6, 3.5 and 10% for sizes 4–4.9, 5–5.9 and &gt;6 cm, respectively</td>
<td>Interval ruptures in aneurysms 4–4.9 and 5–5.9 cm modelled. No natural detection assumed</td>
<td>0% survive rupture</td>
<td>0% contraindicated, 5% operative mortality</td>
<td>Normal life expectancy estimates are applied to the model-estimated number of AAA-related deaths prevented</td>
</tr>
<tr>
<td>Sources</td>
<td>Based on various natural history studies</td>
<td>Based on various natural history studies</td>
<td>–</td>
<td>Based on same surgery impact study&lt;br&gt;Operative mortality referenced</td>
<td>Based on single screening study</td>
<td></td>
</tr>
</tbody>
</table>

*continued*
**TABLE 35** Screening for abdominal aortic aneurysms modelling study characteristics (cont’d)

<table>
<thead>
<tr>
<th>Study</th>
<th>Growth rates</th>
<th>Rupture rates</th>
<th>Interval and incidental presentations</th>
<th>Rupture mortality rates</th>
<th>Surgery contraindication and elective mortality</th>
<th>Post-surgery survival</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pentikainen et al., 2000[72]</td>
<td>80% of small aneurysms will not grow. All other aneurysms grow at 5% per year</td>
<td>Quadratic increasing risk function: 0% risk at 4 cm, 5% annual risk at 5 cm and 100% risk at 10 cm</td>
<td>Interval ruptures in aneurysms 3–5 cm modelled. Natural detection is not described</td>
<td>60% die before surgery, 38% die due to surgery. Total 75.2% mortality</td>
<td>20% contraindicated, 4% operative mortality</td>
<td>Separate 15-year survival curves for elective and emergency patients</td>
</tr>
<tr>
<td>Sources</td>
<td>Two references “support” exponential growth, although limitations recognised</td>
<td>Distributional form is assumed, increasing rupture rates by size referenced</td>
<td>–</td>
<td>Implied based on Finnish data</td>
<td>Operative mortality based on Finnish data</td>
<td>Based on local data</td>
</tr>
<tr>
<td>Soisalon-Soininen et al., 2001[73]</td>
<td>80% of small aneurysms will not grow. All other aneurysms grow at 5% per year</td>
<td>Aneurysms &gt;5 cm rupture at a rate of 5% per year</td>
<td>Interval ruptures in aneurysms 3–5 cm modelled. 63% natural detection for elective surgery</td>
<td>86% total mortality</td>
<td>20% contraindicated, 4% operative mortality</td>
<td>Separate 15-year survival curves for elective and emergency patients</td>
</tr>
<tr>
<td>Sources</td>
<td>Various studies referenced</td>
<td>Conservative assumption based on four studies</td>
<td>Incidental presentations based on local data</td>
<td>Based on local data</td>
<td>Operative mortality based on Finnish data</td>
<td>Based on local data</td>
</tr>
<tr>
<td>Lee et al., 2002[82]</td>
<td>Annual growth rates: 1 mm (3 cm), 2.6 mm (3–4 cm), 4 mm (4–5 cm)</td>
<td>Annual rupture rates: 0.1% (3 cm), 0.6% (3–4 cm), 2.3% (4–5 cm), 7.0% (&gt;5 cm)</td>
<td>6.6% per year</td>
<td>30-day mortality 49%</td>
<td>0% contraindicated, 4% operative mortality</td>
<td>All patients undergoing surgery may develop the following complications: renal failure, stroke, MI or major amputation. An annual excess mortality risk is attributed to the first 3 complications</td>
</tr>
<tr>
<td>Sources</td>
<td>Described as weighted averages, ‘available on request’</td>
<td>Described as weighted averages, ‘available on request’</td>
<td>‘Available on request’</td>
<td>Described as weighted average, ‘available on request’</td>
<td>Operative mortality described as weighted average, ‘available on request’</td>
<td>Incidence of complications described as weighted averages, ‘available on request’. Excess mortality risk referenced to three relevant studies</td>
</tr>
</tbody>
</table>

---

6 Simple equation-based model, incorporating AAA deaths, threshold aneurysm size, sensitivity and specificity and ratio of ruptured to non-ruptured aneurysms.
7 It is not clear how aneurysms are assumed to present; for example, do 33% of aneurysms reaching 4 cm present at that time?
8 Same surgical intervention study as referenced by Frame and colleagues,[70] which shows overall mortality rate between 80 and 90%.
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