
Health Technology Assessment 2010; Vol. 14: No. 25
DOI: 10.3310/hta14250

Health Technology Assessment
NIHR HTA programme
www.hta.ac.uk

Executive summary

Avoiding and identifying errors in 
health technology assessment models: 
qualitative study and methodological 
review

J Chilcott,* P Tappenden, A Rawdin, 
M Johnson, E Kaltenthaler, S Paisley, 
D Papaioannou and A Shippam
School of Health and Related Research (ScHARR), Regent Court, Sheffield, 
UK

*Corresponding author

A
vo

id
in

g 
an

d 
id

en
ti

fy
in

g 
er

ro
rs

 in
 H

T
A

 m
od

el
s:

 
qu

al
it

at
iv

e 
st

ud
y 

an
d 

m
et

ho
do

lo
gi

ca
l r

ev
ie

w

Copyright notice
© 2010 Queen's Printer and Controller of HMSO

HTA reports may be freely reproduced for the purposes of private research and study and may be included in professional journals provided that suitable acknowledgement is made and the reproduction is not associated with any form of advertising

Violations should be reported to hta@hta.ac.uk

Applications for commercial reproduction should be addressed to NETSCC, Health Technology Assessment, Alpha House, University of Southampton Science Park, Southampton SO16 7NS, UK
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Executive summary

Background

The National Institute for Health and Clinical 
Excellence (NICE) in England and Wales and 
similar structures elsewhere are required to 
make health policy decisions that are relevant, 
evidence-based and transparent. Decision-analytic 
modelling is well placed to support this process. 
The key role that models play is, however, reliant 
on their credibility. Credibility in models depends 
on a range of factors including the coherence of 
the model with the beliefs and attitudes of the 
decision-makers, the decision-making framework 
within which the model is used, the validity of the 
model in being an adequate representation of the 
problem in hand and the quality of the model. A 
recent study investigating the quality of models 
used to support national policy-making in Australia 
reported that 203 of 247 models reviewed were 
considered by the investigators to be flawed in 
some respect.

Errors in mathematical decision models or 
simulation exercises are a natural and unavoidable 
part of the software development process. However, 
little attention has been paid to the processes 
involved in model development. Good practice 
guidance either acknowledges the absence of 
methodological and procedural guidance on 
model development and testing or makes no 
reference to the issue. Numerous error avoidance/
identification strategies could be adopted, 
potentially impacting upon the whole range 
of disciplines involved in the decision support 
process, including information specialists, health 
economists, statisticians, systematic reviewers 
and operational research modellers. However, it 
is difficult to evaluate the merits of strategies for 
improving the credibility of models without first 
developing an understanding of error types and 
causes. This study seeks to understand the nature 
of errors within HTA models, to describe current 
processes for minimising the occurrence of such 
errors and to develop a first classification of errors 
to aid discussion of potential strategies for avoiding 
and identifying errors.

Aim and objectives

The study aims to describe the current 
comprehension of errors in the HTA modelling 
community and to generate a taxonomy of model 
errors to facilitate discussion and research within 
the HTA modelling community, on strategies for 
reducing errors and improving the robustness of 
modelling for HTA decision support.

The study has four primary objectives:

1. to describe the current understanding of errors 
in HTA modelling, focusing specifically on:
i. types of errors
ii. how errors are made

2. to understand current processes applied by the 
technology assessment community for avoiding 
errors in the development, debugging models 
and critically appraising models for errors

3. to use HTA modellers’ perceptions of model 
errors together with the wider non-HTA 
literature to develop a taxonomy of model 
errors

4. to explore potential methods and procedures 
to reduce the occurrence of errors in models.

In addition, the study describes the model 
development process as perceived by practitioners 
working within the HTA community; this emerged 
as an intermediate objective for considering the 
occurrence of errors in models.

Methods

The study involved two parallel methodological 
strands. The first strand involved a methodological 
review of literature discussing model errors. The 
second strand comprised in-depth qualitative 
interviews with 12 HTA modellers, including 
representatives from academic and commercial 
modelling sectors. All qualitative data were 
analysed using the Framework approach. 
Descriptive and explanatory accounts were used to 
interrogate the data within and across themes and 
subthemes.
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The themes identified within the analysis are:

• organisation, roles and communication
• the model development process
• definition of error
• types of model error
• strategies for avoiding errors
• strategies for identifying errors
• barriers and facilitators.

Results
Current understanding of 
modelling errors in the HTA 
community
There is a general consensus that an important 
part of the definition of what constitutes an error is 
its impact on decision-making. This indicates that 
a pragmatic approach is generally taken across the 
HTA modelling community. Despite this implied 
common outlook, there was no common language 
used in the discussion of modelling errors and 
inconsistency in the perceived boundaries of what 
constitutes an error. When asked explicitly about 
the definition of model error, there was a tendency 
for interviewees to exclude matters of judgement 
from being errors and focus on ‘slips’ and ‘lapses’. 
However, discussion of slips and lapses comprised 
less than 20% of the discussion on types of errors. 
When considering how individual elements of 
the modelling process might contribute to flaws 
in decision-making, interviewees devoted 70% of 
the discussion to softer elements of the process 
of defining the decision question and conceptual 
modelling, mostly the realms of judgement, skills, 
experience and training.

Although the original focus of the study concerned 
model errors, when considering methods of 
improving modelling practice it may be more 
useful to refer to modelling risks rather than the 
more black and white term modelling errors. 
Several interviewees discussed concepts of 
validation and verification, with notable consistency 
in interpretation. Verification was taken to mean 
the process of ensuring that the computer model 
correctly implemented the intended model, 
whereas validation meant the process of ensuring 
that a model is fit for purpose (hence subsuming 
verification). The qualitative analysis highlights 
considerable variation in modelling practice across 
the HTA modelling community, particularly in 
terms of the demonstration of explicit conceptual 
modelling before implementation. Methodological 
literature suggests that overall validity comprises 

conceptual model validity, verification of the 
computer model, and operational validity of the 
use of the model in addressing the real-world 
problem. In the absence of explicit conceptual 
modelling, the concept of overall model validity 
breaks down.

The methodological literature on verification 
and validation of models makes reference to the 
Hermeneutic philosophical position that recognises 
that objectivity is unachievable and suggests 
that meaning is created through intersubjective 
communication. The literature proposes that it is 
the interaction between the modeller and client in 
developing mutual understanding of a model that 
establishes a model’s significance and its warranty. 
This position highlights that model credibility is 
the central concern to decision-makers in using 
models as an input to the decision-making process. 
This highlights the point that the concept of model 
validation should not be externalised from the 
decision-makers and the decision-making process.

A taxonomy of HTA modelling 
errors

Interviewees collectively demonstrated examples of 
all major error types identified in the literature on 
errors in end-user developer spreadsheet systems. 
Broad error domains include: (1) errors in the 
description of the decision problem; (2) errors in 
model structure; (3) errors in the use of evidence; 
(4) errors in the implementation of the model; 
(5) errors in the operation of the model; and (6) 
errors in the presentation and understanding of 
results. Each error domain contains a breakdown 
of error types and their potential root causes. The 
HTA errors classifications were compared against 
existing classifications of model errors identified 
within the literature.

Current strategies for avoiding 
errors

The qualitative analysis suggests that a range of 
techniques and procedures are currently used to 
avoid errors in HTA models. Importantly, there 
is some overlap between methods used to identify 
errors and methods used to avoid errors in models. 
Strategies for error avoidance are loosely defined as 
either processes or techniques; the former relate to 
issues in the model development process, whereas 
the latter relate to techniques of implementation. 
Generally, the ‘techniques’ are explicit and can be 
interpreted as relating to how something should 
be done, for example, implementing a specific 
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model layout. Conversely, the ‘processes’ recognise 
an unfulfilled requirement and acknowledge that 
something should be done as part of the model 
development process, yet in many cases this is not 
accompanied by a clear strategy for achieving the 
required goal. Current methods for avoiding errors 
include: engaging with clinical experts, clients and 
decision-makers to ensure mutual understanding, 
producing written documentation of the proposed 
model, explicit conceptual modelling, e.g. using 
diagrams and sketches, stepping through skeleton 
models with experts, ensuring transparency in 
reporting, adopting standard housekeeping 
techniques, and ensuring that those parties 
involved in the model development process 
have sufficient and relevant training. Clarity and 
mutual understanding were identified as key 
issues. Current strategies supporting these aspects 
of model development are expressed as process 
requirements, for example, establishment of long-
term clinical input and iterative negotiation with 
the decision-maker or client may be used to avoid 
errors in the description of the decision problem. 
Although a number of techniques were suggested 
by the interviewees, for instance, sketching out 
clinical pathways, their use appears to be partial, 
and the extent of their use appears to vary 
considerably between individual modellers. Despite 
an acknowledgement of the importance of these 
methods, their current implementation is not 
framed within an overall strategy for structuring 
complex problems.

Current strategies for 
identifying errors in HTA 
models
Methods for identifying errors in HTA models 
include checking face validity, assessing whether 
model results appear reasonable, black-box 
testing strategies, testing internal consistency and 
predictive validity, checking model input values, 
double-programming and peer review. These 
strategies largely relate to specific techniques 
(rather than processes) that may be applied by 
third-party scrutiny. However, the specific target 
of the techniques, i.e. the types of error that the 
technique is intended to identify, is not always clear. 
The majority of methods may be used to identify 
symptoms of errors; however, the root cause may be 
entirely unclear. This represents a considerable 
challenge in the peer review of models. The 
same may be true of certain black-box validation 
techniques; only the tests of the underlying logic 
of the model guarantee the presence of an error. 

Those error identification methods which do map 
directly to specific aspects of the taxonomy are 
diagnostic in nature; mismatches in model results 
and expectations are indicative of the presence 
of model error. Those aspects which map to any 
or all points in the taxonomy are effectively non-
specific model screening methods; the presence of 
differences between models and prior expectations 
are not necessarily the result of a model error.

Recommendations

• Published definitions of overall model validity 
comprising conceptual model validation, 
verification of the computer model, and 
operational validity of the use of the model 
in addressing the real-world problem are 
consistent with the views expressed by the HTA 
community and are therefore recommended 
as the basis for further discussions of model 
credibility.

• Discussions of model credibility should focus 
on risks, including errors of implementation, 
errors in matters of judgement and violations 
– violations being defined as puffery, fraud or 
breakdowns in operational procedures.

• Discussions of modelling risks should reflect 
the potentially complex network of cognitive 
breakdowns that lead to errors in models 
and subsequent failures in decision support. 
Existing research concerning the cognitive 
basis of human error should be brought into 
the examination of modelling errors.

• There is a need to develop a better 
understanding of the skills requirements for 
the development, operation and use of HTA 
models.

• The qualitative interviews highlighted a 
number of barriers to model checking. 
However, it was indicated that increasing time 
and resources would not necessarily improve 
model checking activities without a matched 
increase in their prioritisation.

• The authors take the view, as supported 
within the methods literature, that it is the 
interaction between the modeller and client in 
developing mutual understanding of a model 
that establishes a model’s significance and its 
warranty. This position highlights that model 
credibility is the central concern to decision-
makers in using models. It is crucial then that 
the concept of model validation should not be 
externalised from the decision-makers and the 
decision-making process.
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Research recommendations
Verification and validation
Most modellers instinctively take a pragmatic 
approach to developing model credibility. Further 
research on the theory of model verification and 
validation is required to provide a solid foundation 
for (1) the model development process and (2) 
processes for making evidence-based policy and 
guidance.

Model development process

Further research is required in the model 
development process. Two specific areas were 
identified:

• techniques and processes for structuring 
complex HTA models, developing mutual 
understanding and identifying conflicting 
perceptions between stakeholders in the 
decision problem

• development of the model design process 
and mechanisms for reporting and specifying 
models.

Errors research
There is little evidence to suggest that models 
are improving in reliability. Further research 
is required to define, implement and evaluate 
modifications to the modelling process with the 
aim of preventing the occurrence of errors and 
improving the identification of errors in models. 
Mechanisms for using National Institute for Health 
Research-funded model developments to facilitate 
this research could be pursued, for example, by 
providing research funding for the specification 
and evaluation of enhanced modelling methods 
within National Institute for Health Research-
funded studies.
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