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Objectives: To compare user satisfaction and acceptability, reliability and validity of three 
different methods of assessing the surgical skills of trainees by direct observation in the 
operating theatre across a range of different surgical specialties and index procedures.
Design and setting: A 2-year prospective, observational study in the operating theatres of 
three teaching hospitals in Sheffield.
Methods: The assessment methods were procedure-based assessment (PBA), 
Objective Structured Assessment of Technical Skills (OSATS) and Non-technical Skills for 
Surgeons (NOTSS). The specialties were obstetrics and gynaecology (O&G) and upper 
gastrointestinal, colorectal, cardiac, vascular and orthopaedic surgery. Two to four typical 
index procedures were selected from each specialty. Surgical trainees were directly 
observed performing typical index procedures and assessed using a combination of two 
of the three methods (OSATS or PBA and NOTSS for O&G, PBA and NOTSS for the other 
specialties) by the consultant clinical supervisor for the case and the anaesthetist and/or 
scrub nurse, as well as one or more independent assessors from the research team.
Outcome measures: Information on user satisfaction and acceptability of each 
assessment method from both assessor and trainee perspectives was obtained 
from structured questionnaires. The reliability of each method was measured using 
generalisability theory. Aspects of validity included the internal structure of each tool and 
correlation between tools, construct validity, predictive validity, interprocedural differences, 
the effect of assessor designation and the effect of assessment on performance.
Results: Of the 558 patients who were consented, a total of 437 (78%) cases were 
included in the study: 51 consultant clinical supervisors, 56 anaesthetists, 39 nurses, 
2 surgical care practitioners and 4 independent assessors provided 1635 assessments 
on 85 trainees undertaking the 437 cases. A total of 749 PBAs, 695 NOTSS and 191 
OSATSs were performed. Non-O&G clinical supervisors and trainees provided mixed, but 
predominantly positive, responses about a range of applications of PBA. Most felt that 
PBA was important in surgical education, and would use it again in the future and did 
not feel that it added time to the operating list. The overall satisfaction of O&G clinical 
supervisors and trainees with OSATS was not as high, and a majority of those who used 
both preferred PBA. A majority of anaesthetists and nurses felt that NOTSS allowed them 



vi Abstract

to rate interpersonal skills (communication, teamwork and leadership) more easily than 
cognitive skills (situation awareness and decision-making), that it had formative value and 
that it was a valuable adjunct to the assessment of technical skills. PBA demonstrated high 
reliability (G > 0.8 for only three assessor judgements on the same index procedure). OSATS 
had lower reliability (G > 0.8 for five assessor judgements on the same index procedure). 
Both were less reliable on a mix of procedures because of strong procedure-specific 
factors. A direct comparison of PBA between O&G and non-O&G cases showed a striking 
difference in reliability. Within O&G, a good level of reliability (G > 0.8) could not be obtained 
using a feasible number of assessments. Conversely, the reliability within non-O&G cases 
was exceptionally high, with only two assessor judgements being required. The reasons 
for this difference probably include the more summative purpose of assessment in O&G 
and the much higher proportion of O&G trainees in this study with training concerns (42% 
vs 4%). The reliability of NOTSS was lower than that for PBA. Reliability for the same 
procedure (G > 0.8) required six assessor judgements. However, as procedure-specific 
factors exerted a lesser influence on NOTSS, reliability on a mix of procedures could be 
achieved using only eight assessor judgements. NOTSS also demonstrated a valid internal 
structure. The strongest correlations between NOTSS and PBA or OSATS were in the 
‘decision-making’ domain. PBA and NOTSS showed better construct validity than OSATS, 
the year of training and the number of recent index procedures performed being significant 
independent predictors of performance. There was little variation in scoring between 
different procedures or different designations of assessor.
Conclusions: The results suggest that PBA is a reliable and acceptable method of 
assessing surgical skills, with good construct validity. Specialties that use OSATS may 
wish to consider changing the design or switching to PBA. Whatever workplace-based 
assessment method is used, the purpose, timing and frequency of assessment require 
detailed guidance. NOTSS is a promising tool for the assessment of non-technical skills, 
and surgical specialties may wish to consider its inclusion in their assessment framework. 
Further research is required into the use of health-care professionals other than consultant 
surgeons to assess trainees, the relationship between performance and experience, the 
educational impact of assessment and the additional value of video recording.
Funding: The National Institute for Health Research Health Technology Assessment 
programme.
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Glossary

Annual review of competence progression (ARCP)  A postgraduate school (deanery) process 
that scrutinises each trainee’s suitability to progress to the next stage of, or to complete, a training 
programme. It is usually held annually, but some specialties have more frequent reviews in 
the early years of training. Foundation programmes have a similar annual review process. The 
review panel, which includes the programme director, bases its recommendations on evidence 
in the trainee’s portfolio of experience and competencies gained, together with the reports of the 
supervisor(s). The ARCP is not in itself an assessment exercise.

Appraisal  An individual and private planned review of progress between trainee and clinical 
supervisor that focuses on achievements, future learning and career guidance. Appraisal forms 
part of the initial, interim and final meetings that trainees have with their educational or clinical 
supervisor during a placement.

Assessment  The process of measuring a trainee’s knowledge, skills, judgement or professional 
behaviour against defined standards. Assessment should be as objective and reproducible as 
possible. A reliable test should produce the same or similar score on two occasions or by two 
assessors. The validity of a test is determined by the extent to which it measures what it sets out to 
measure and its educational impact. Assessments can be referenced in two ways:

■■ Criterion referenced refers to an absolute standard, i.e. the trainee’s performance against a 
benchmark. Such a benchmark might be the ability to perform a procedure competently 
without help from the assessor.

■■ Norm referenced ranks a trainee’s performance against all the others in the same cohort, i.e. 
satisfactory for that level of training. Norm-referenced assessments are inherently more 
difficult to determine and, whenever possible, should not be used.

Assessment can have different and multiple purposes, including determining a level of 
competence, aiding learning through constructive feedback, measuring progress over time or 
certifying competence. Assessments can be categorised as for or of learning, although there is a 
continuum between these two poles.

Assessment for learning  Is primarily aimed at aiding learning through constructive feedback 
that identifies areas for development. Alternative terms are formative or low-stakes assessment. 
Lower reliability is acceptable for individual assessments as they can and should be repeated 
frequently. This increases their reliability and helps to document progress. Such assessments are 
ideally undertaken in the workplace.

Assessment of learning  Is primarily aimed at determining a level of competence to permit 
progression of training or certification. Such assessments are undertaken infrequently (e.g. 
examinations) and must have high reliability as they often form the basis of pass/fail decisions. 
Alternative terms are summative or high-stakes assessment.

Assessment system  An assessment system (or assessment programme) is designed to ensure 
that trainees learn the knowledge, skills, judgement and professional behaviours required 
by a training syllabus. The combination of an assessment system and a syllabus are the key 
components that specifically address assessment practice within a curriculum. Contemporary 
best practice favours assessment systems that are multifaceted and assess an appropriate 
spectrum of a syllabus in a reliable way. This is done through a blueprint.
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Assessor  An experienced health-care professional (HCP) who undertakes an assessment. 
Assessors require training in the relevant assessment methodology and should normally be 
competent (preferably expert) in the knowledge, skill, judgement or professional behaviour that is 
being assessed. Training is not required for HCPs who provide ratings for multisource feedback.

Blueprint  A template used to define the content of a syllabus or an assessment in terms of key 
competencies. This can help to ensure that the assessments used in the assessment system cover 
all the competencies required by the syllabus.

Certification  The process by which governmental, non-governmental or professional 
organisations or other statutory bodies grant recognition to a trainee who has met certain 
predetermined standards specified by the organisation and who voluntarily seeks such 
recognition.

Clinical supervisor  A senior doctor (trainer) responsible for overseeing a trainee’s clinical 
work and providing constructive feedback during a training placement. Some training schemes 
appoint an educational supervisor for each placement. The roles of clinical and educational 
supervisor may then be merged.

Competence  A trainee’s ability to perform a particular activity to the required standard (i.e. 
that required for patient safety), while being observed in the workplace or in a controlled 
representation of the workplace (e.g. in simulation). Competence comes from experience 
combined with constructive feedback and reflective practice (self-assessment/insight). 
Competence is a prerequisite for satisfactory performance in real life, although many doctors 
progress to a higher level of excellence during their career. A competent doctor may perform 
poorly for many reasons including tiredness, stress, illness or a lack of resources.

Competencies  A set of abilities that includes knowledge, skills, judgement and professional 
behaviours.

Construct  A construct is an attribute, proficiency, ability or skill that exists in theory and has 
been observed to exist in practice, such as ‘surgical skill’. Constructs are vital within assessment 
theory as they provide the underpinning framework for establishing assessment design and 
validity.

Curriculum  A curriculum is a statement of the aims and intended learning outcomes of an 
educational programme. It states the rationale, content, organisation, processes and methods of 
teaching, learning, assessment, supervision and feedback. If appropriate, it will also stipulate the 
entry criteria and duration of the programme.

Educational agreement  A mutually acceptable educational development plan drawn up jointly 
by the trainee and his or her educational supervisor. The content of the educational agreement 
will depend upon the aspirations of the trainee (as laid out in their personal development plan), 
the learning outcomes required by the curriculum and the opportunities available during the 
placement. A structured learning plan is an alternative term. The learning outcomes that have 
been achieved should be signed off by the educational or clinical supervisor at the end of each 
placement.

Educational impact  See Consequential validity (under Validity).
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Educational supervisor  A senior doctor (trainer) responsible for the overall supervision and 
management of a trainee’s educational programme during a training placement or series of 
placements. The educational supervisor is responsible for the trainee’s educational agreement.

Experience  Exposure to a range of medical practice and clinical activity.

Formative assessment  See Assessment for learning.

Generalisability theory   Generalisability theory was developed by Cronbach as an extension of 
classic reliability theory and of his own procedure for calculating Cronbach’s alpha. The theory 
holds that none of the variation across scores is random, but all the variance can be attributed to 
one or other factor (e.g. the stringency of the assessor, the ability of the trainee, etc.). The G-study 
uses variance component analysis to estimate how big an effect each relevant factor has on the 
assessment score. The D-study then combines these variance components using equations that 
express the reliability of the assessment. For example, if the score varies greatly across trainee 
identity (and therefore, presumably, ability), but varies little across the cases that a trainee 
performs or across judge identity (and therefore, presumably, stringency), then the assessment 
will be calculated to be reliable. Where reliability is calculated for the observed population of 
trainees, judges and cases the figure is called a reliability coefficient. Where the variances are 
used to extrapolate beyond the observed sample by mathematical modelling, the figure is called 
a generalisability coefficient. This kind of analysis supersedes the classic estimation of ‘reliability’ 
on the basis of single sources of variation such as ‘inter-rater’ reliability or ‘test, retest’ reliability 
because it evaluates all these sources of error simultaneously in an overlapping experiment that 
uses all the available data. For this reason, too, the coefficients are lower than those produced by 
classic reliability tests because all the sources of error are combined.

High-stakes assessment  See Assessment of learning.

Learning outcomes  The competencies to be acquired by the end of a period of training.

Low-stakes assessment  See Assessment for learning.

Multisource feedback  An important tool for obtaining evidence about interpersonal and 
communication skills, judgement, professional behaviour and clinical practice. All those working 
with a trainee (including trainers, fellow trainees and senior nurses) are asked to rate the trainee’s 
performance in various domains such as teamwork, communication, decision-making, etc. 
towards the end of a training placement. These ratings are collated and fed back to the trainee by 
his or her supervisor. This forms an important part of the appraisal process. Alternative terms are 
peer review or 360° feedback (often incorrectly called 360° appraisal)

Peer review  See Multisource feedback.

Performance  The application of competence in real life. In the case of medicine, it denotes 
what a trainee actually does in his or her encounters with patients, their relatives and carers, 
colleagues, team members, other members of staff, etc. Performance is not the same as knowing 
or being able to do everything. On the contrary, it may well be about knowing what you do not or 
even cannot know – in other words, knowing your own limitations.

Personal development plan (PDP)  A prioritised list of educational needs and intended learning 
outcomes compiled by a trainee prior to meeting with the educational supervisor. The PDP is an 
integral part of reflective practice and self-directed learning.
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Placement  The period of postgraduate medical training in one specialty at one training 
institution. In the early years of training there is often more than one placement per year (e.g. 
three 4-month placements in the foundation programme). There may be a different educational 
supervisor for each placement or one for the whole year. In the latter case, day-to-day supervision 
will be overseen by a clinical supervisor.

Portfolio  A collection of evidence documenting a trainee’s learning and achievements during 
his or her training. The trainee takes responsibility for the portfolio’s creation and maintenance. 
Portfolios have traditionally been paper based but many training programmes are moving 
to electronic (web-based) portfolios. In the UK, portfolios are used routinely as a Record of 
In-Training Assessment (RITA), which forms the basis for the annual review of progress. This 
process is now termed the ARCP.

Professionalism  Adherence to a set of values comprising statutory professional obligations, 
formally agreed codes of conduct, and the informal expectations of patients and colleagues. Key 
values include acting in the patient’s best interest and maintaining the standards of competence 
and knowledge expected of members of highly trained professions. These standards will include 
ethical elements such as integrity, probity, accountability, duty and honour. In addition to medical 
knowledge and skills, medical professionals should present psychosocial and humanistic qualities 
such as caring, empathy, humility and compassion, social responsibility and sensitivity to people’s 
culture and beliefs. Professionalism is demonstrated by professional behaviour.

Programme director  A senior doctor with overall responsibility for a postgraduate training 
programme (foundation or specialty), which includes a number of trainees and their respective 
trainers.

Reliability  Expresses a trust in the accuracy or provision of the correct results. In the case of 
assessments, it is an expression of precision and discrimination. There are several important 
dimensions of reliability. These include:

■■ Equivalence or alternate-form reliability is the degree to which alternate forms of the kind of 
assessment produce congruent results.

■■ Homogeneity is the extent to which various items in an assessment legitimately link together 
to measure a single characteristic.

■■ Inter-rater reliability refers to the extent to which different assessors give similar ratings for 
similar performances.

■■ Intra-rater reliability is concerned with the extent to which a single assessor would give 
similar marks for almost identical performance.

Review  Consideration of past events, achievements and performance. This may be either a 
formal or an informal process and can be an integral part of appraisal, assessment and feedback.

Reflective practice  A process of evaluating one’s own achievements, behaviour, professional 
performance and competencies. Reflective practice is an important part of self-directed and 
lifelong learning and requires insight into one’s own areas of development. An alternative term is 
self-assessment.

RITA  Record of In-Training Assessment. A portfolio of assessments that are carried out during 
training, which is used throughout UK postgraduate medical education. It is important to note 
that the RITA is not an assessment in its own right, nor is it a review of progress, although it is 
likely to be used as a source of evidence, gained through assessment, that informs the ARCP.
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Self-directed learning  The method of learning used by successful adult learners who take 
responsibility for their own learning. Such learning is usually goal motivated and relevant, 
i.e. applicable to their work or other responsibilities. Adult learners may not be interested in 
knowledge for its own sake.

Skill  The ability to perform a task to at least a competent level. A skill is best (most efficiently) 
gained through regular practice (experience) combined with reflective practice (self assessment/
insight) and constructive feedback.

Standards  In medical education standards may be defined as ‘a model design or formulation 
related to different aspects of medical education and presented in such way to make possible 
assessment of graduates’ performance in compliance with generally accepted professional 
requirements’. Thus, a standard is both a goal (what should be done) and a measure of progress 
towards that goal (how well it was done).

Summative assessment  See Assessment of learning.

Syllabus  A list, or some other kind of summary description, or course contents or topics that 
might be tested in examinations. In modern medical education, a detailed curriculum is the 
document of choice and the syllabus would not be regarded as an adequate substitute, although 
one might usefully be included as an appendix.

360° feedback  See Multisource feedback.

Trainee  Any doctor participating in an educationally approved postgraduate medical training 
programme (foundation or specialty).

Trainer  A senior doctor who provides educational support for a more junior doctor (trainee). 
Trainers include clinical and educational supervisors. All trainers require training in teaching 
and assessment methods, including giving constructive feedback. Educational supervisors require 
additional training in appraisal and career guidance.

Training  The ongoing, workplace-based process by which experience is obtained, constructive 
feedback provided and key competencies achieved.

Triangulation  The principle, particularly important in workplace-based assessment (WBA), that 
whenever possible evidence of progress, attainment or difficulties should be obtained from more 
than one assessor, on more than one occasion, and if possible using more than one assessment 
method.

Utility  Utility refers to an evaluation, often in cost–benefit form, of the relative value of using an 
assessment, or using one kind of assessment rather than another. An assessment with good utility 
must have high reliability, validity and educational impact. It must also be acceptable to assessors 
and trainees (covert surveillance may be reliable but it is probably unacceptable in most cases) 
and feasible (there is no point in developing a ‘perfect’ assessment that is too difficult or expensive 
to use).

Validity  In the case of assessment, validity refers to the degree to which a measurement 
instrument truly measures what it is supposed to measure. It is concerned with whether the right 
things are being assessed, in the right way, and with a positive influence of learning. There are 
many different dimensions of validity including:
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Content validity  An assessment has content validity if the components reflect the abilities 
(knowledge, skills or behaviours) that it is designed to measure.

Face validity  Related to content validity. Face validity can be described from the perspective of 
an interested lay observer. If he or she feels that the right things are being assessed in the right 
way, then the assessment has good face validity.

Construct validity  The extent to which the assessment, and the individual components of the 
assessment, test the professional constructs on which they are based. For instance, an assessment 
has construct validity if senior trainees achieve higher scores than junior trainees.

Predictive validity  This refers to the degree to which an assessment predicts expected outcomes. 
For example, a measure of attitudes (behaviour) towards preventive care should correlate 
significantly with preventive care behaviours.

Consequential validity (educational impact)  This is an important aspect of the validity of 
assessment. It refers to the effect that an assessment has on learning, and in particular on what 
trainees learn and how they learn it. For example, they might omit certain aspects of a syllabus 
because they do not expect to be assessed on them, or they might commit large bodies of factual 
knowledge to memory without really understanding them in order to pass a test of factual recall, 
and then forget them soon afterwards. Both these behaviours would indicate that the assessment 
has poor educational impact because both lead to poor learning behaviours.

WBA  Workplace-based assessment. The assessment of performance based on what a trainee 
actually does in the workplace. The main aim of WBA is to assess those aspects of real day-to-day 
performance that a remote-controlled assessment of competence cannot assess. It is very well 
suited to the purpose of aiding learning (assessment for learning) by providing trainees with 
constructive feedback. Trainees can use the same methodology to assess themselves (reflective 
practice). The assessments help the supervisor to chart a trainee’s progress during a placement. 
Although the principal role of each assessment is for learning, the entire collection can be used to 
inform the ARCP.

In most of its UK implementations, WBA is trainee led, the trainee choosing the method, 
timing, activity and assessor under the guidance of the supervisor according to the learning 
outcomes laid out in the educational agreement. Trainees are encouraged to use as many different 
assessments and assessors as possible, as this improves reliability.

Most WBAs are designed to help the assessor provide objective, constructive feedback 
immediately after the activity. Although many WBAs are web based, the forms can be 
downloaded and a paper copy used for the assessment and feedback. The trainee can then upload 
the results on to the website for authorisation by the assessor.

Multisource feedback is a unique form of WBA in that it uses a collection of untrained raters, 
and the feedback based on the collated ratings is subsequently fed back to the trainee by the 
supervisor. Thus, it has aspects of assessment of and for learning.
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List of abbreviations

ANTS	 Anaesthetist’s Non-technical Skills
ARCP	 annual review of competency progression
ASA	 American Society of Anesthesiologists
AVR	 aortic valve replacement
ATIS	 adjusted total item score (PBA)
ATTS	 adjusted total task score (OSATS)
ATGS	 adjusted total generic score (OSATS)
CBA	 competency-based assessment
CCT	 Certificate of Completion of Training
CDS	 communication/teamwork domain score (NOTSS)
CUSUM	 cumulative sum
DDS	 decision-making domain score (NOTSS)
EWTD	 European Working Time Directive
GMC	 General Medical Council
GI	 gastrointestinal (surgery)
GS	 global score (NOTSS)
HDU	 high-dependency unit
IA	 independent assessor
ICU	 intensive care unit
ISCP	 Intercollegiate Surgical Curriculum Programme
LDS	 leadership domain score (NOTSS)
Mini-PAT	 Mini-Peer Assessment Tool
MTAS	 Medical Training Application Service
NOTSS	 Non-technical Skills for Surgeons
O&G	 obstetrics and gynaecology
OCAP	 Orthopaedic Curriculum and Assessment Project
OpComp	 Operative Competency (form)
OSATS	 Objective Structured Assessment of Technical Skills
PMETB	 Postgraduate Medical Education and Training Board
PBA	 procedure-based assessment
RITA	 Record of In-Training Assessment
RCOG	 Royal College of Obstetricians and Gynaecologists
SAC	 Specialty Advisory Committee
SCP	 surgical-care practitioner
SDS	 situation awareness domain score (NOTSS)
ST	 specialty training
WBA	 workplace-based assessment

All abbreviations that have been used in this report are listed here unless the abbreviation is well 
known (e.g. NHS), or it has been used only once, or it is a non-standard abbreviation used only 
in figures/tables/appendices, in which case the abbreviation is defined in the figure legend or in 
the notes at the end of the table.
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Executive summary

Background

Until recently, surgical training in the UK was based upon an apprenticeship model. Trainees 
undertook many years of training and were required to pass knowledge-based exams before 
becoming consultants. Surgical skills were not formally assessed. The Postgraduate Medical 
Education and Training Board now requires all postgraduate medical specialties to provide 
comprehensive curricula, in which the competencies defined in the syllabus are blueprinted to 
an assessment system. The introduction of the European Working Time Directive (EWTD), 
a shorter duration of training and UK NHS service pressures also demand the development 
of more efficient surgical training methods, in which supervised training opportunities are 
maximised.

Surgical specialties have introduced workplace-based assessment (WBA) to assess the surgical 
skills of trainees in the operating theatre. Some, including the Royal College of Obstetricians 
and Gynaecologists, have adapted an existing method, called Objective Structured Assessment 
of Technical Skills (OSATS). The Orthopaedic Curriculum and Assessment Project (OCAP) 
and the Intercollegiate Surgical Curriculum Programme (ISCP) have developed a new method 
called procedure-based assessment (PBA), which also predominantly assesses technical skills. 
The University of Aberdeen, in collaboration with the Royal College of Surgeons of Edinburgh, 
has developed a behavioural rating system called Non-technical Skills for Surgeons (NOTSS). 
This is designed to rate non-technical skills including situation awareness, communication and 
teamwork, decision-making and leadership.

The purpose of assessment can be to aid learning (assessment for learning, or formative) and/or 
to demonstrate achievement (assessment of learning, or summative). Whatever the purpose, the 
principal consideration of a well-designed and -evaluated assessment system is to ensure that the 
assessment methods adopted are valid, reliable and acceptable and have educational impact.

Objective

The primary aim of the study was to compare the user satisfaction and acceptability, reliability 
and validity of three WBA methods for assessing the surgical skills of trainees in the operating 
theatre (PBA, OSATS and NOTSS) across a range of different surgical specialties and index 
procedures.

Methods

This was a prospective, observational study conducted over 2 years within the operating theatres 
of three teaching hospitals in Sheffield.

The methods selected for study were PBA, OSATS and NOTSS as these address different aspects 
of surgical performance (technical and non-technical skills) and are used in differing assessment 
and training contexts in the UK. The specialties selected were obstetrics and gynaecology 
(O&G), upper gastrointestinal surgery, colorectal surgery, cardiac surgery, vascular surgery and 
orthopaedic surgery. Two to four typical index procedures were selected from each specialty.
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Surgical trainees in the chosen specialties were directly observed performing typical index 
procedures on patients who, along with the trainees, had given their informed consent to 
participate in the study. Trainees were assessed using a combination of two of the three methods 
(OSATS or PBA and NOTSS for O&G as this specialty was the only one using OSATS; PBA and 
NOTSS for the other specialties) by the clinical supervisor (or consultant supervisor) for the case 
and the anaesthetist and/or scrub nurse, as well as one or more independent assessors from the 
research team.

The aim was that at least two assessors would assess each surgical trainee undertaking at least 
two different index procedures in his or her specialty on at least two occasions, equating with 
a minimum of eight assessments per trainee. This sampling strategy was designed to allow the 
estimation of variation in trainee performance between individual cases and types of index 
procedure and differences in case complexity, as well as variability in assessor stringency and 
subjectivity. Furthermore, the procedures would be assessed as close together as possible for an 
individual trainee to avoid any significant training effect. In this way, the study methodology was 
orientated to provide performance-focused assessments most suited to reliability analysis.

Generalisability theory provides a reliability estimate. It is not a hypothesis test and does not 
therefore include an accepted approach for power calculation. However, to produce dependable 
reliable estimates it is essential to sample each relevant factor, principally trainees, cases and 
assessors, as widely and representatively as possible. An overall target of 450 cases was set, of 
which 150 were intended to be within O&G to allow comparison of PBAs and OSATSs within 
that speciality.

User satisfaction and acceptability data for each assessment method from clinical supervisor 
and trainee perspectives were obtained from structured questionnaires. The reliability of each 
method was estimated using generalisability theory. Evidence of validity for the methods 
included internal tool structure, correlation between tools, construct validity, predictive validity, 
interprocedural differences, the effect of assessor designation and the effect of assessment on 
performance.

Results

Information about the study was sent to 832 patients but 274 were not approached to give 
consent because of lack of availability of an inpatient bed on the day of surgery, alteration or 
cancellation of the operating list or known non-availability of a trainee. Of the 558 patients who 
were given consent, a total of 437 (78%) cases were included in the study. The most common 
reasons for non-recruitment after consent were lack of availability of a trainee to perform the 
case (25%), the clinical supervisor personally performing the case despite a trainee being present 
(20%) and no list time available for training (12%).

Fifty-one clinical supervisors, 56 anaesthetists, 39 scrub nurses, two surgical care practitioners 
(SCPs) and four independent assessors provided 1635 assessments on 85 trainees undertaking 
the 437 cases. A total of 749 PBAs, 695 NOTSS and 191 OSATSs assessments were performed.

The PBA possesses high reliability (G > 0.8 for three assessors judging one different case each) for 
assessing the same index procedure. However, good PBA reliability for a mix of index procedures 
can be achieved only by using large numbers of cases and assessors owing to strong procedure-
specific variance in scores.
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Objective Structured Assessment of Technical Skills was evaluated only within O&G. It had lower 
reliability than PBA (G > 0.8 for five assessors judging one different case each) for assessing the 
same index procedure. OSATS also requires large numbers of cases and assessors for reliability 
over a mix of index procedures because of strong procedure-specific factors. A post hoc 
comparison of PBA reliability between O&G and non-O&G cases shows a striking difference. 
Within O&G, a good level of reliability (G > 0.8) was not obtained using a feasible number of 
assessments. Conversely, within non-O&G cases the reliability of PBA was exceptionally high, 
with only two assessor judgements for a given index procedure being required. These findings 
reveal that both tools perform differently within O&G. The most likely reason for this is the 
higher proportion of O&G trainees with training concerns (42% vs 4% for all other specialties).

The reliability of NOTSS was lower than that for PBA or OSATS (G > 0.8 for six assessors judging 
one different case each) for assessing the same index procedure. However, as procedure-specific 
factors exert a lesser influence on NOTSS, reliability for a mix of procedures can be achieved 
using eight assessor judgements.

Construct validity for PBA was demonstrated by the significant correlation of scores with age, 
specialty training (ST) level, total years and UK years of surgical training, total and recent 
experience of relevant index procedure (r = 0.31–0.71). The OSATS tool did not demonstrate any 
evidence for construct validity, which may also be explained by the O&G cohort-specific factors. 
All of the four NOTSS categories demonstrated construct validity for many of these measures: all 
significantly predicted decision-making and situation awareness scores (r = 0.22–0.57); only ST 
level, UK years of surgical training and recent experience of relevant index procedure predicted 
communication and teamwork and leadership scores (r = 0.25–0.46). NOTSS also demonstrated 
a valid internal structure, with the observed factor structure of scores almost perfectly matching 
the intended structure of the tool.

The scores for the three WBA methods correlated strongly and statistically significantly. The 
strongest correlations were within each tool (r = 0.73 between checklist and global ratings for 
PBA; r = 0.84 between task-specific and generic ratings for OSATS; r = 0.74–0.76 between the four 
categories within NOTSS), which is an indication of the good internal content validity of each 
tool. The correlations across the three methods (r = 0.40–0.67) were strongest between NOTSS 
and PBA or OSATS in the ‘decision-making’ domains in which there was the greatest overlap 
of assessment items. This provides evidence for criterion validity as tools measuring the same 
construct should correlate.

There is some evidence of predictive (outcome) validity for the study’s assessment methods. We 
found twice as many significant correlations between case outcomes and scores than could be 
expected by chance alone. This is the first time that such an effect has been demonstrated for 
trainee assessments.

Except for OSATS, there was little variation in scoring between different designations of assessor 
(0%–4%). Our independent assessor ratings using PBA were as reliable as the clinical supervisor 
ratings, and our independent assessor ratings using NOTSS were as reliable as the anaesthetist 
and scrub nurse ratings.

There were only 27% of cases in which either the trainee or the clinical supervisor felt that 
performance had been affected by assessment, although there was little agreement between 
their judgements for individual cases. Although the cases judged to have been affected by direct 
observational assessment had lower scores, the video-recorded cases did not. This suggests that 
neither affect performance a priori but rather that a poor performance may be attributed to the 
assessment conditions.
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User satisfaction and acceptability results are presented as descriptive statistics and as a 
proportion of those who responded to the questionnaires. The response rates were 85% for 
clinical supervisors and 78% for trainees regarding PBA, 85% for both clinical supervisors and 
trainees regarding OSATS, and 67% for scrub nurses and 54% for anaesthetists regarding NOTSS.

Clinical supervisors and trainees provided predominantly positive responses about the use 
of PBA, although the most positive responses were from trainees. The majority of clinical 
supervisors agreed that PBA was valuable for providing feedback (77%), as an assessment for 
learning (72%) and for a summative purpose (68.5%). Most clinical supervisors felt that PBA was 
important in surgical education (78%) and were likely to use PBA in the future, even if it were 
not mandatory (68%). The majority of trainees agreed that the PBA was valuable for providing 
feedback (88%), as an assessment for learning (72%) and for a summative purpose (64%). Most 
trainees also felt that PBA was important in surgical education (82%) and were likely to use PBA 
in the future (84%).

Clinical supervisors in O&G provided predominantly positive responses about the use of OSATS, 
but with a greater number of negative responses regarding its summative use. The majority of 
O&G clinical supervisors agreed that OSATS was valuable for providing feedback (88%) as an 
assessment for learning (76%) and for a summative purpose (59%). O&G trainees provided 
far less positive responses than clinical supervisors, again with the greatest number of negative 
responses regarding its summative use. While a majority agreed that OSATS was valuable 
for providing feedback (83%), 50% were of the opinion that OSATS was valuable as an aid to 
learning and only 39% for a summative purpose. For those clinical supervisors and trainees who 
used both methods, their overall satisfaction with OSATS was less than for PBA.

The vast majority of scrub nurses agreed that NOTSS allowed them to easily rate interpersonal 
skills such as communication, teamwork and leadership (92%), and cognitive skills such as 
situation awareness and decision-making (85%), although there was much less agreement from 
anaesthetists (60% and 27% respectively). A majority of scrub nurses and anaesthetists agreed 
that NOTSS was valuable for reflective practice (91% vs 73%) and as an adjunct to the assessment 
of technical skills (81% vs 60%). The majority of scrub nurses agreed that NOTSS would enhance 
safety in the operating theatre (65%), although there was less agreement from anaesthetists 
(27%).

Discussion

The PBA tool possesses good overall utility as an assessment method given the good evidence 
for high reliability, validity and user satisfaction/acceptability. Our results indicate that PBA is 
highly suitable as an assessment for learning and as an assessment of learning. Furthermore, the 
ISCP and OCAP can be reassured about the continued use of PBA as their main WBA method 
for surgical specialty trainees. However, the high reliability results for PBA are procedure specific 
and therefore trainees must be adequately assessed on each individual index procedure. We have 
no reason to believe that PBA would be less valid or reliable in other surgical specialties, although 
further evaluation within other specialties may be useful.

OSATS is a less reliable method than PBA although good reliability (G > 0.8) remains achievable 
using feasible numbers of assessor judgements. OSATS failed to demonstrate construct validity 
and there was lower overall user satisfaction than for PBA, especially among trainees. Owing 
to the lower overall utility, specialties that use OSATS might wish to consider altering the tool 
design or switching to PBA. However, there were fundamental cohort differences within O&G, 
with a higher proportion of senior trainees with training concerns. This is likely to have reduced 
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estimated reliability and undermined construct validity for OSATS. Furthermore, our post hoc 
analysis of the PBA within O&G and non-O&G specialties revealed that even the reliability of 
PBA was reduced in O&G.

Whether PBA or OSATS are used to assess surgical skills within a training programme, the 
purpose, timing and frequency of WBA require detailed guidance for both trainees and 
clinical supervisors to ensure that they are used correctly and provide maximum educational 
effectiveness. Even if relatively low numbers of assessments are required for good reliability, this 
should not detract from their primary purpose as an assessment for learning, which requires 
frequent assessment. Furthermore, user satisfaction/acceptability for a summative purpose is 
lower. Clinical supervisors would benefit from continued training in assessment and feedback 
techniques to maximise the educational potential of WBA.

Non-technical Skills for Surgeons is a promising tool for the assessment of non-technical skills. 
Good reliability (G > 0.8) can be achieved using feasible numbers of assessor judgements, without 
intensive assessor training. Given the prerequisite that reliable assessment using PBA/OSATS 
demands adequate assessment of individual index procedures, there would be no difficulty 
obtaining an adequate sample of a mix of procedures to permit a reliable assessment of non-
technical skills using NOTSS. NOTSS may complement the more technical assessment methods, 
especially for trainees who have mastered the technical aspects of a procedure. Surgical specialties 
may wish to consider the inclusion of NOTSS into their assessment framework and/or consider 
integrating elements of NOTSS into their ‘technical’ WBA tools.

The analyses used to estimate reliability for the study’s assessment methods highlighted that 
assessor designation contributed little variation (0%–4%) to scoring using PBA and NOTSS. 
These findings suggest that WBA could be completed by alternative assessors, such as 
anaesthetists, SCPs and scrub nurses.

The reliability of PBA and NOTSS was just as good for those assessors who had received less 
rigorous training. This has important implications for the routine implementation of WBA. 
However, training of clinical supervisors is required for good supervision and feedback.

Our difficulties with recruitment have shed light on the challenges faced by clinical supervisors 
and trainees in undertaking WBA. If the obstacles to recruitment that we have identified 
were addressed, we estimate that trainees might gain access to at least twice as many training 
cases within the same timeframe. These findings have important implications for training and 
assessment, given the requirement for surgical training to be more efficient within shorter 
training schemes with fewer hours for training. We have identified three levels of obstacles to 
achieving systematic supervised training in the operating theatre:

1.	 ‌Organisational-level obstacles  These may be amenable to change by successful lobbying for 
improved training conditions, e.g. allocation of more theatre time per case, ring-fenced 
beds for elective admissions, establishment of training opportunities at local diagnosis and 
treatment centres.

2.	 ‌Professional-level obstacles  These are amenable to change by forward planning and 
reorganisation of workload by the key stakeholders (clinical supervisors and trainees), e.g. 
rota design including taking trainees off on-call at night, voluntary use of the 8-hour EWTD 
opt-out for additional training.

3.	 ‌Individual-level obstacles  These are amenable to direct change by individual groups of 
clinical supervisors and trainees, with the intention of improving their working relationship 
for training, e.g. better matching of suitable trainees to appropriate surgical cases, consultant 
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commitment to regularly supervise trainees performing suitable cases, active trainee 
involvement in identifying and requesting opportunities for WBA.

Implications for practice

In summary, the main implications for the assessment of surgical trainees in the operating theatre 
are:

■■ Evaluating assessment methods using the utility index provides a comprehensive 
estimate of their validity, reliability and user satisfaction/acceptability to guide successful 
implementation.

■■ PBA has high utility for assessing predominantly technical skills, and relevant stakeholders 
can be assured of its suitability for assessment within surgical training.

■■ NOTSS has high utility for assessing non-technical skills. Surgical specialties may wish to 
consider including the method into their assessment framework.

■■ OSATS has more limited utility, but we do not know whether this finding extends to other 
cohorts of O&G trainees/assessors and other specialties that use OSATS.

■■ Trainees need to be adequately assessed using PBA/OSATS for each individual index 
procedure in order to achieve good reliability (G > 0.8).

■■ Assessment methods, such as PBA, that use anchored and well-defined standards for 
performance assist assessors in making highly reliable judgements.

■■ The primary purpose of WBA should be as an assessment for learning. Although we 
demonstrated good reliability using relatively low numbers of cases, regular assessment is 
desirable for maximum educational impact.

■■ User satisfaction/acceptability for PBA/OSATS methods is highest for providing feedback 
and as an aid for learning. These purposes need re-emphasising through training to improve 
overall utility and implementation.

■■ The good reliability of PBA and NOTSS across different assessor groups supports the use of 
non-surgeon assessors, e.g. anaesthetists, SCPs and scrub nurses.

■■ If the organisational-, professional- and individual-level obstacles to training that we have 
identified were addressed, trainees could access twice as many training cases within the same 
timeframe.

Limitations of this study

The main limitation of our study is that it was conducted in one city. However, there were three 
hospital sites that had a range of working and training cultures, and trainees rotated into these 
teaching hospitals from surrounding district general hospitals during the study period. Our 
sampling strategy for cases and almost total participation from potential trainees and clinical 
supervisors also increases our confidence in the generalisability of our conclusions. The study 
could not include all surgical specialties or all index procedures, but we believe that the methods 
have been adequately evaluated for interspecialty and interprocedural differences.

A high proportion of senior trainees with training concerns were found in our O&G cohort, 
which made this population more homogeneous. Under these conditions, the reliability of a 
tool may be reduced. These O&G cohort-specific differences may have been responsible for the 
lower OSATS validity/reliability and lower O&G than non-O&G PBA reliability. It is not known 
whether OSATS would demonstrate better reliability using different cohorts of O&G trainees or 
other specialties that use OSATS.
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Ongoing and future research

We are continuing our research into the following areas using the wealth of data produced by the 
study. These include:

■■ The effect of assessment on performance: does qualitative analysis of our questionnaires 
suggest that WBA captures authentic performance?

■■ The nature of WBA feedback: what are the characteristics and quality of the feedback that we 
have observed and documented clinical supervisors providing?

■■ The ongoing validation of NOTSS: can our NOTSS data and DVDs be used to develop 
NOTSS for use in surgical training programmes?

■■ The influences on WBA user satisfaction and acceptability: can qualitative analysis of our 
questionnaires shed more light on this?

■■ The video assessment of surgical skills: can our DVDs be used to provide reliable assessments 
of trainees?

■■ The WBA training of clinical supervisors: can our DVDs be used in workshops/courses to 
improve training for assessors?

Further research is required into the following areas:

■■ the educational effectiveness of WBA
■■ the relationship between surgical experience, performance and outcomes
■■ the use of non-surgeon assessors to assess the surgical skills of trainees
■■ the value of using DVDs of operations for additional trainee feedback.

Conclusion

We believe that this is the largest study of the assessment of surgical skills in the workplace to 
have been undertaken. Despite the difficulties with recruitment, the primary aims of the study 
– to evaluate the reliability, validity and user acceptability and satisfaction of PBA, OSATS and 
NOTSS – were achieved.

Funding

Funding for this study was provided by Health Technology Assessment programme of the 
National Institute for Health Research.
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Chapter 1  

Introduction

The art of medicine is to be learned only by experience, ‘tis not an inheritance; it cannot 
be revealed. Learn to see, learn to hear, learn to feel, learn to smell, and know that by 
practice alone can you become an expert.

Sir William Osler, 19191

Background and rationale for the study

Sir William Osler was only partially correct. Experience is vital, but, as Halsted observed,2 
‘Experience can mean doing the wrong thing over and over again’. Becoming an expert also 
requires feedback, which is informed by assessment. Assessment is therefore the cornerstone of 
education and training, driving both teaching and learning, and shaping the overall nature of a 
curriculum. Within the context of postgraduate medical education, an assessment system may 
assume a regulatory role, by ensuring the quality of training delivered and educational standards 
for the purposes of professional regulation, clinical governance and patient safety.

The principal consideration of a well-designed and -evaluated assessment system is to ensure 
that the assessment methods adopted are valid, reliable, acceptable and cost-effective and have 
educational impact. Evidence of validity and reliability are essential characteristics of fair and 
defensible assessments and a prerequisite for making the high-stakes assessment decisions that 
allow progression in training and certification. All assessment systems must provide evidence of 
assessment rigour, in particular for identifying underperforming doctors who could compromise 
patient safety. The development of robust methods of assessment is axiomatic as they underpin 
the current competency-based assessment systems and curricula of all UK postgraduate training 
programmes.

The evolution of surgical training in the UK

Surgical training in the UK has been in a state of constant evolution since the 1990s. Radical 
changes to the regulation of surgical training and reforms in educational policy, with 
fundamental shifts in the delivery of surgical care and public attitudes towards surgery, have 
collectively driven the modernisation towards competency-based surgical curricula.

Until the Calman report3 initiated changes in the structure of postgraduate medical training, 
the Halstedian model of ‘surgical preceptorship’ had been used with modifications for over a 
century.2 The craft specialties, including surgery as well as medical and interventional specialties, 
taught technical and surgical procedures through clinical exposure and experience within lengthy 
training programmes. Trainees were required to complete a set number of years of training and 
pass knowledge-based exams in their specialty to achieve their Certificate of Completion of 
Training (CCT). Technical skills and non-technical skills including teamwork, decision-making 
and communication were not formally assessed in exams or in the workplace.

There has been growing pressure to introduce regular assessment of practical skills or 
competence in the interests of public, political and professional accountability. The assessment 
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of practical skills was initially encouraged by the Joint Committee for Higher Surgical Training 
(JCHST) in 2001. This was closely supported by the 2002 consultation paper Unfinished Business,4 
which set out the case for major reforms in postgraduate training, concluding that ‘a new 
Postgraduate Medical Education and Training Board [PMETB] will be required to ensure that, 
throughout training, all assessments and examinations … are appropriate, valid and reliable’.

The PMETB assumed statutory responsibility in 2005, its remit being to establish and maintain 
standards for all postgraduate assessment programmes and curricula.5 The PMETB has required 
all postgraduate specialties to provide comprehensive curricula, in which the competencies 
defined in the syllabus are blueprinted to the assessment programme. All postgraduate 
assessment programmes required urgent reform to be able to assess those competencies that 
could not be assessed adequately by examinations, in particular technical skills and professional 
behaviours. For the craft specialties, the formalised assessment of technical skills demanded 
different methods of assessment. Workplace-based assessments (WBAs) have been implemented 
to address this gap in assessment programmes.

Workplace- and competency-based assessment

Although competency-based assessment (CBA) and WBA have been relatively recently 
introduced within medicine, accelerated through changes to policy, these originate and are now 
well established within the education field. Since the 1970s, educationalists have been concerned 
with defining aspects of learning, in order to clearly define the content of training or education 
periods and to align these with assessment processes. Bloom’s taxonomy6 was one of the first 
frameworks developed, which divided learning into ‘knowledge’, ‘skills’ and ‘attributes’. This led to 
the development of learning objectives for defining educational content and learning outcomes for 
defining assessment content. The outcome-based model of assessment remains the predominant 
approach to assessment within higher education.7

The competency-based approach to workplace assessment originates from occupational and 
vocational sectors of education. During the 1980s, there was a political drive to make the UK 
workforce more competitive globally. Parallel attempts were made to divide aspects of vocational 
learning into competencies, using functional analysis of job roles, to serve the purpose of assessing 
occupational competence within vocational training.8 The National Vocational Movement9 
produced ‘standards of competence’ and work-based competencies were assessed upon these 
clearly defined outcomes.

The assessment of competencies is highly relevant to medical practice. Competencies define 
job-related tasks or roles, using applied and integrated aspects of knowledge, skills and attributes. 
CBA is concerned with the assessment of essential competencies designed to ensure that health 
professionals perform their job to an acceptable standard of clinical competence. From the 
late 1990s, this approach to assessment has been adopted widely in health education including 
nursing,10 undergraduate medical training11,12 and postgraduate medical training.13

Within UK postgraduate training, CBA was implemented under the umbrella of ‘Modernising 
Medical Careers’.14 This started with the Foundation Programme in 2005,15 which marked the 
introduction of WBA into postgraduate medical training. That same year, the Orthopaedic 
Curriculum and Assessment Project (OCAP) (www.ocap.org.uk) was introduced. In 2007 the 
other surgical specialties participating in the Intercollegiate Surgical Curriculum Programme 
(ISCP), together with obstetrics and gynaecology (O&G), launched their new competency-
based surgical curricula (www.iscp.ac.uk, www.rcog.org.uk). Central to these new curricula are 
the formal, structured assessments of surgical skill in the workplace, to provide an authentic 
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assessment of day-to-day working practice and to maximise the educational impact of the 
experience.

It is important to acknowledge that the adoption of WBA has not been solely a response to 
changes in educational policy. There are many strengths to WBA, as well as limitations, as with 
any approach to assessment.16 WBA offers a method of assessing job-related competencies that 
cannot be fully assessed by other assessment methods. Focusing on competencies achieved rather 
than time served allows for more individualised training and the opportunity to identify those 
trainees who may need additional support. It is potentially highly valid, assessing what doctors 
actually do in practice (performance) as well as their ability to modify their performance under 
different clinical circumstances. The evidence for the reliability of WBA is emerging, although 
there is a current paucity stemming from the difficulties involved in collating suitable and 
sufficient assessments for reliability evidence.

The success of an assessment method is determined by its effectiveness and WBA is no exception. 
It is important that WBA is shown to translate positive learner reactions and learning outcomes 
into improvements in clinical performance and patient/health outcomes. Using a modified 
version of Kirkpatrick’s model,17 described in Freeth et al.,18 four levels of assessment effectiveness 
can be evaluated. The lowest level, level 1, concerns learners’ reactions and satisfaction with the 
assessment experience; level 2 concerns a change in learning outcomes; level 3 concerns a change 
in behaviour (divided into self-reported changes for level 3a and measured changes for level 3b); 
and level 4 concerns a change in patient outcomes. A review of performance-based assessment, 
including the use of peer assessment, portfolio, appraisal report and medical audit, highlighted 
that there are 19 studies providing evidence of positive assessment effectiveness at levels 1, 2 and 
3.19 One of these studies reported the audit loop for using SAIL (Sheffield Assessment Instrument 
for Letters), a WBA method designed to improve the communication between secondary and 
primary care using referral letters, with every doctor improving their mean scores 3 months 
after receiving feedback on the quality of their clinic letters.20 It is acknowledged that empirical 
evidence is lacking for WBA supporting an improvement in the routine practice of doctors. It is 
a significant challenge to design and implement research that is able to demonstrate changes in 
patient outcomes for any given assessment method, although it is increasingly recognised that 
evaluation should focus on programmes rather than on methods.21 This is because assessing 
performance requires integrated assessment methods within a broad assessment programme. 
As with clinical evidence guidelines, much of the evidence for WBA is circumstantial. For 
example, there is evidence that the educational principles of WBA, including one-to-one 
competency-based instruction22 and giving feedback on performance,23,24 are effective educational 
interventions. Improvements in training, including changes in attitudes and behaviours towards 
supervised training with feedback, should be viewed as the first necessary step towards long-term 
improvements in patient care and surgical safety. Furthermore, a significant outcome of using 
WBA is that trainees in difficulty and underperforming trainees, not previously identified, can 
more easily have their training needs identified by WBA with appropriate remediation.

The introduction of WBA is a challenge for all stakeholders, and issues of implementation, 
including the time and resources required, constitute potential limitations. However, there are 
several compelling reasons that make WBA more suited to the current surgical training climate 
than the examinations and time-served model.

The opportunity to gain surgical training and experience in the operating theatre has decreased 
significantly since the Calman report initiated shortened surgical training time.3 We, and others, 
have shown a reduction in the number of operations undertaken and the level of surgical 
competence achieved by surgical trainees following the Calman reforms.25 Furthermore, the 
European Working Time Directive (EWTD) was enacted into UK law in 1998 and has legislated 
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for a step-wise reduction in the working hours of doctors in training. This directive undoubtedly 
has beneficial objectives, both in the interests of patient safety and quality of care and in terms of 
providing doctors with a better work–life balance and good training. The maximum number of 
hours trainees can stay in the workplace is 48 hours per week from August 2009, with a voluntary 
option of working 56 hours.26 To balance training with service provision, it has been necessary to 
institute full shift rotas for the majority of training posts, requiring trainees to work regular night 
shifts with a loss of daytime supervised surgical training. These changes in working practices 
equate to an overall reduction in surgical training time in the operating theatre, with increasing 
amounts of elective surgery being performed by consultants. Under these conditions, the 
traditional apprenticeship model is no longer appropriate for the current training structure.

The demonstration of surgical competence ensures that the dual concerns of patient safety and 
training quality are satisfied. It must be emphasised that WBA is not a substitute for procedural 
experience. The two are complementary in terms of achieving surgical competence. The 
questions of how many hours or number of procedures are required to train a surgeon are yet to 
be answered.

The adoption of CBA and WBA tools is designed to improve the efficiency of surgical training, 
by directing both clinical supervisor (or consultant supervisor) and trainee to use each 
supervised operation (or other clinical encounter) as an opportunity for objective assessment and 
constructive feedback. Direct supervision and feedback are integral to WBA practice, and should 
take place as a formalised part of the assessment process, in contrast to the more ad hoc nature 
of supervision and feedback often observed within the apprenticeship training model. In this 
way, surgical training using WBA becomes a focused educational activity with joint trainee and 
clinical supervisor responsibility, to meet the challenge of an overall reduction in training time. 
Specific to the operating theatre, WBA tools can be completed with feedback in the time between 
surgical cases.

Principles of assessment

Assessment theory and practice can differ substantially. To address this gap between theory and 
practice, we illustrate the key concepts from assessment theory to provide a relevant and applied 
background for WBA.

Assessment is concerned with a process of measuring a trainee’s knowledge, skills, judgement or 
professional behaviour against defined standards. The WBA tools used within the current surgical 
curricula use explicit judgements against defined performance-based criteria. Assessment is 
distinct from appraisal. The latter is designed to review the progress and performance of an 
individual trainee. It is a planned process, focusing on achievements, future learning and career 
guidance, in which the criteria are usually internal and individual.

This report is focused on the assessment of surgical skills, whereby the skills of surgeons in 
training are judged against a defined reference. Assessments can be referenced in two ways:

1.	 Criterion-referenced assessment compares a trainee’s performance to an absolute 
standard. Such a benchmark might be the ability to perform a procedure competently and 
independently.

2.	 Norm-referenced assessment compares a trainee’s performance with other trainees in the 
same cohort. Such a reference might include a below average, average or above average 
performance within a particular cohort.
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Criterion referencing, rather than norm referencing, is used within WBA, i.e. a trainee’s 
performance is not compared with their peers but with a fixed standard. Criterion-referenced 
assessments assist assessors in making consistent judgements by setting absolute standards of 
performance and a clear description of the standard expected. Recent consensus statements 
on WBA support the use of criterion-referenced assessments using rating scales with clear text 
descriptors.27

At best, norm-referenced assessments imply that the ‘average’ level will increase with time and 
experience. However, this is inherently more difficult for assessors to determine, as it depends on 
the performance of that particular cohort and relies on intuitive assessor judgements.

Various benchmarks are used by current WBA tools. Those used by the Foundation Programme 
and core medical and core surgical training use the standard expected of a trainee at that level of 
training.28 The procedure-based assessment (PBA) used by both OCAP and ICSP for the specialty 
index procedures uses the standard expected for certification of completion of training29 with a 
summary judgement based on the ability of the trainee to perform the procedure independently. 
The Objective Structured Assessment of Technical Skills (OSATS) used by the Royal College of 
Obstetricians and Gynaecologists (RCOG) during the course of this study (version in use before 
February 2009) adopts a pass/fail judgement. The standard against which this judgement is made 
is not explicit on the form,30 although there are benchmarks within the curriculum and training 
portfolio that define the standard as that required for independent practice.

Purpose of assessment

Assessment has been shown to drive both learning31,32 and teaching.33 In view of this, it is 
essential when designing an assessment system that the object and purpose of the assessment are 
clearly defined to all stakeholders from the outset.

The purpose of an assessment should determine every aspect of its design.34 These aspects 
include:

1.	 the choice of assessment methods
2.	 the selection of assessment tools
3.	 the way in which the above are combined
4.	 the number of assessments required
5.	 the timing of assessments
6.	 the way in which the outcomes are used to make decisions regarding progression or 

certification.

The purposes of assessment will be different for the individual trainee being assessed, the training 
programme, the employer and the public,35 and are presented in Table 1. Some purposes may 
be shared by different stakeholders whereas there may also be conflicting assessment purposes 
between different stakeholder groups.

Assessment has multiple purposes. However its educational purpose can be broadly divided into:

1.	 Assessment for learning (alternative terms are formative or low-stakes assessment). This is 
primarily intended to aid a trainee’s learning through the provision of constructive feedback, 
identifying good practice and areas for development.

2.	 Assessment of learning (alternative terms are summative or high-stakes assessment). This 
is primarily aimed at determining a level of educational achievement relative to a defined 
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standard. Such assessments are infrequent and usually take place at set times to permit 
progression in training or certification.

Some assessments can serve both purposes and there is a continuum between these two poles. 
In-training assessment may seek to integrate both assessment purposes into an overarching 
assessment framework, in recognition of the fact that they may be complementary in reinforcing 
feedback and self-directed learning.36

Workplace-based assessment has a particular strength for formative assessment (i.e. assessment 
for learning), through the direct observation of trainees by trained assessors and the provision of 
immediate feedback. However, an assessment of learning for progression still needs to be made 
to inform the annual review of competency progression (ARCP), using all sources of evidence 
including WBA. Conflict exists with the use of WBA to serve both educational purposes, and this 
is carefully considered within the most recent policy documents on WBA.16,27 The importance of 
making the purpose of assessment explicit to stakeholders is now recognised as fundamental to 
the successful implementation of WBA.

Levels of assessment

There are different levels of assessment that can be targeted by a given method of clinical 
assessment. Miller’s assessment pyramid37 describes a simple hierarchy for the development and 
assessment of clinical skills. The four levels of assessment are illustrated here with reference to 
surgical skill assessment methods (Figure 1). They describe fundamentally different assessment 
constructs, in terms of both the nature of learning they require and also the situational context 

TABLE 1  Purposes of assessment: adapted from van Sickle et al.24

For the trainee

Provide feedback about strengths and weaknesses to guide future learning

Foster habits of self-reflection and self-remediation

Promote access to advanced training

For the curriculum

Respond to lack of demonstrated competence (targeted training)

Certify progression in training over time

Certify achievement of curricular outcomes

Foster curricular change

Create curricular coherence

Cross-validate other methods of assessment in the curriculum

Establish standards of competence for trainees at different levels

For the institution

Discriminate among trainees for progression in training or access to subspecialty training

Guide a process of institutional self-reflection and self-remediation

Develop shared educational values among a diverse community of educators

Promote faculty development

Provide data for educational research

For the public

Certify competence of doctors in training

Identify unsafe or poorly performing doctors
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of the learning. The strength of Miller’s model has been for guiding curricular design and the 
selection of assessment methods to target the appropriate and intended levels of assessment.

The lower two levels of Miller’s pyramid describe the cognitive domains of knowledge (‘knows’) 
and integrated and applied knowledge (‘knows how’). In terms of surgical skills assessment, the 
first level could encompass the simple recall of anatomy and physiology facts, with a suitable 
method of assessment being a factual test of knowledge. The second level could relate to applied 
anatomy and physiology, and this would be appropriately targeted by clinically based tests (e.g. 
problem-based scenarios, extended matching questions) to assess the deeper nature of applied 
knowledge. These levels of assessment are mostly addressed within both undergraduate and 
postgraduate assessment systems using written examination methods. The top two levels of the 
pyramid are the behavioural domains that Miller termed ‘shows how’ and ‘does’, distinguishing 
competence from performance. Competence can be defined as ‘what a person does in a 
controlled representation of professional practice’ whereas performance is ‘what a person does 
in actual professional practice’ within the workplace.38 Both of these assessment constructs are 
addressed within postgraduate assessment programmes using a variety of assessment methods. 
Improvements in competence and performance usually come from experience (practice) 
combined with constructive feedback,39 with feedback aimed at providing ‘an informed, non-
evaluative, objective appraisal that is intended to improve clinical skills’.40

A complex relationship exists between competence and performance. Competence cannot 
necessarily predict performance, and this has been demonstrated in a number of medical 
education contexts using a variety of assessment methods.41–43 Therefore, the use of CBAs is 
inappropriate for the assessment of performance.

The Cambridge model described by Rethans et al.38 is an extension of Miller’s pyramid. It 
conceptualises performance as a window to competence, illustrating that competence is a 
prerequisite for performance with several additional factors that influence the normal day-to-
day performance of doctors (Figure 2). These were classified in the model as individual-related 
influences (e.g. physical and mental health of the doctor, state of mind at the time of assessment, 
relationships with peers) and system-related influences (e.g. time pressures, guidelines, facilities). 
In the case of surgical skill assessment there could equally be added case-related influences (e.g. 
case complexity or type of procedure).

Workplace-based assessment aims to target the level of performance, assessing most closely 
the actual behaviour of doctors in the workplace. Individual-, system- and case-related 
influences cannot be fully controlled for in the context of WBA. However, WBA moves beyond 

FIGURE 1  Relationship between Miller’s pyramid and methods of assessment. EMQs, extended matching questions; 
MCQs, multiple choice questions.
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the theoretical construct of assessing professional practice under ‘controlled’ conditions 
(competence) and seeks to assess authentic performance in the workplace. In practice, the 
distinction between competence assessment and performance assessment is becoming less clear 
cut as practising doctors are subject to continuous assessment in the workplace using methods 
such as multisource feedback and analysis of patient records/letters. One important consideration 
when using WBA is that case-related and judge-related effects are more dominant influences than 
for other performance-based assessments.

Performance-based assessment

Performance-based assessment is concerned with assessing complex, ‘higher order’ knowledge 
and skills in the workplace context in which they are used, generally with open-ended tasks that 
require substantial assessor time to complete.44 The adoption of WBA tools to provide structured 
performance-based assessment of surgical skills in the operating theatre is a relatively recent 
development within surgical training programmes. However, there is considerable experience 
in using performance-based assessment in other medical education contexts, including covert 
standardised patients45 and peer assessment.43 The lessons from these experiences44,46 are 
summarised here to highlight the particular considerations of performance-based assessments:

1.	 The behaviour and performance of a doctor are highly dependent on the nature of the 
problem or task undertaken. The level of performance achieved for one problem or task is 
not a good predictor for subsequent ones – a finding termed case specificity.47,48 Therefore, 
performance-based assessments need to sample widely and consider both context (situation/
task) and construct (knowledge/skill/attitude), as complex interactions exist between 
these dimensions. For example, to adequately assess surgical performance would require 
assessment of different operations that demand different decision-making and technical 
skills.

2.	 Assessors make subjective judgements even when using assessment methods that include 
clear and objective descriptors as the performance criteria. It is vital to ensure that 
assessment criteria are rigorously developed and well understood by assessors through 
training. Performance-based assessments should also draw upon the judgements of as many 
assessors as feasible in order to limit the impact of assessor bias on assessment scores.34 For 
example, an assessment system that adopts WBA needs to stipulate that sufficient numbers of 
assessors are involved in assessing the performance of an individual doctor.

FIGURE 2  The Cambridge model of performance.
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3.	 The most complex aspects of performance (e.g. judgement and decision-making) are the 
most difficult of all for which to devise observable and/or meaningful criteria that will allow 
adequate assessment. However, they remain a vital part of assessing overall performance. It is 
important that performance-based assessments seek to assess broadly, rather than focusing 
assessment on the easy-to-assess aspects. Global rating scales have the ability to assess these 
more complex dimensions of performance.49

4.	 The use of systematic methods to select assessment content (e.g. task analysis and Delphi 
processes using specialty experts) is a good approach for designing valid assessment 
methods. However, it may not be possible or feasible to develop assessment methods to 
include all of the validated content.

5.	 Performance is a unified assessment construct and it is difficult to identify obvious planes 
of cleavage. There have been systematic efforts directed towards defining components of 
performance,50 and in developing checklists to allow assessment of specific competencies 
there is evidence that expert judgement using global rating scales provides a superior 
assessment of performance. Comparing the use of detailed checklist scales with global rating 
scales in a variety of contexts, assessors produce more reliable assessments using global 
scales.51,52 There is also evidence that trainees find checklists helpful both for training and for 
informing feedback.53 Therefore, the roles of checklists and global ratings are complementary 
within performance-based assessment.

6.	 Assessing performance requires the triangulation of assessment methods to facilitate an 
overall judgement. There is no one assessment method that can sample across all relevant 
contexts and constructs or that should be relied upon singularly for the assessment of 
performance.54 This is the approach that has been adopted by the General Medical Council’s 
(GMC’s) Performance Procedure, for which several assessment methods have been 
selected to assess poorly performing doctors.55 These target levels of both competence and 
performance in the light of their complex and non-linear relationship. It is also the approach 
used within the summative annual review process for doctors in training (termed ARCP), 
which judges the suitability of each trainee to progress or complete training. The ARCP 
panel uses evidence from multisource feedback – WBA, educational supervisor reports 
and examinations – to judge if the trainee’s performance is satisfactory or otherwise. The 
breadth of the assessment methods also allows for specific deficiencies in performance to 
be highlighted and addressed within the ARCP, for example there may be specific concerns 
about a trainee’s operative skill and a collection of WBAs over the year of training will fail to 
show progression in training.

These unique considerations need to be fully appreciated when designing and implementing 
performance-based assessment for both research and training purposes. Our research 
methodology, outlined in Chapter 2, is aligned to these considerations for researching 
performance-based assessment methods.

Designing and evaluating assessment methods

All assessments methods need to balance rigour (reliability and validity) against practicality 
(feasibility, cost and acceptability).34 van der Vleuten’s utility index56 offers a useful conceptual 
framework for assessment design and evaluation. Ensuring that our assessment methods are 
valid, reliable, acceptable and cost-effective and have educational impact are the principal 
considerations of a well-designed and -evaluated assessment system. The ideal assessment 
method would possess all these essential measurement characteristics. However, the choice of 
assessment methods adopted within any training programme should be determined by balancing 
these conflicting considerations to fit the purpose of the assessment (Figure 3). For example, 
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a high-stakes examination will need to weight reliability and validity, whereas an in-training 
assessment may focus upon educational impact. All assessment methods demand acceptability.

Evidence of validity and reliability are essential characteristics of fair and defensible assessments, 
particularly in identifying underperforming doctors who could compromise patient safety.48 
The PMETB standards of assessment, set in 200457 and recently updated,5 have stipulated that 
postgraduate training programmes provide reliability and validity evidence for their assessment 
methods. By design, the focus of interest for UK training programmes has been in ensuring that 
their assessment methods are defensible. However, there is a more recent consensus of opinion 
that successful implementation of WBA demands a redress of acceptability and feasibility issues.27

The psychometrics of assessment

Validity and reliability are metric properties, termed psychometrics when they concern 
the quantitative measurement of psychological variables such as behaviour and cognition. 
Psychometrics, originally a branch of psychology, has developed an increasingly important 
place within the health sciences for measuring complex constructs such as quality of life and the 
assessment of clinical performance. This report is primarily focused on evaluating the assessment 
of surgical performance. The validity and reliability of different assessment methods are carefully 
measured. We will briefly outline the conceptual basis of these measurements, relating them 
closely to the context of performance assessment.

Validity is the extent to which a result reflects the construct it intends to measure and not 
something else.58 To establish the validity of assessments intended to measure surgical 
performance requires evidence to support whether or not the assessment actually measures 
surgical performance. There are many sources of validity evidence that can be drawn upon in 
making judgements of assessment validity to allow a meaningful interpretation of assessment 
scores.59 As a bare minimum, a valid assessment should appear to be measuring what is intended 
(face validity) and must include the relevant performance criteria and elements of the skill or 
behaviour being tested (content validity). There should also be agreement with other assessments 
intended to measure the same construct (criterion validity). For example, tool A and tool B both 
assess non-technical surgical skills and, despite being different assessment methods that are 
completed separately, could be expected to agree as they measure the same construct of surgical 
performance. Construct validity concerns the extent to which assessment scores correspond to an 
assessment construct, which could be an attribute, ability or skill, as predicted by some rationale 
or theory. It is measured by testing hypotheses about the construct of interest (for example, 
surgical skill) and evaluating whether these are confirmed or refuted by the assessment scores. A 
surgeon’s surgical skill could be predicted to improve with years of training and previous surgical 
experience. If one correctly hypothesises that more senior and experienced surgeons will obtain 
higher scores for surgical skill (because theory shows that the acquisition of surgical expertise 
requires many hours of surgical experience), the assessment may have construct validity. 
Construct validity should be demonstrated by an accumulation of evidence. There will be more 

FIGURE 3  The utility of assessment methods.56

Utility = Vw × Rw × Aw × Ew × Cw

Validityweighted × Reliabilityweighted × Acceptabilityweighted × Educationalweighted × Cost weighted
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confidence in the assessment score when more strategies are used to demonstrate its construct 
validity, provided the evidence is convincing.

Predictive and consequential validity both provide more stable evidence of the validity of 
assessments. Predictive (outcome) validity is the extent to which an assessment score predicts 
expected scores on some criterion measure. For example, the validity of an assessment of 
surgical performance would be demonstrated by a significant correlation of scores with surgical 
outcomes or clinical supervisor performance ratings. Large sample sizes and follow-up data 
collection are required to demonstrate predictive validity. Consequential validity considers the 
educational impact of assessments, in particular what trainees learn and how they learn it, 
to evaluate whether assessments encourage good or poor learning behaviours. For example, 
WBAs of surgical skill are designed to aid learning through supervised operating and feedback 
from clinical supervisors, but if they failed to support trainees to gain operating experience and 
develop their surgical skills, their consequential validity would be judged as low.

Reliability is the extent to which an assessment score reflects all possible measurements of the 
same construct.58 It reflects the reproducibility of assessment scores. A reliable test should give 
the same result if repeated or if a different assessor is used.60 An evaluation of reliability should 
involve a clear statement of the circumstances that the results are meant to represent.34 For 
example, this particular assessment has demonstrated good reliability for assessing the surgical 
skill of all levels of vascular specialist registrars, using no fewer than four assessors on four cases, 
within a typical teaching hospital context.

To understand how big an impact the case, the judge and other important contextual factors have 
on the assessment score requires that all these sources of error (termed variability) are quantified. 
Estimating reliability then depends on comparing the effect of assessor-to-assessor and case-
to-case variability in scores with overall trainee-to-trainee variability in scores. Assessor and 
case variability represent the greatest threats to the reliability of WBA.61 Generalisability theory 
provides the most robust and meaningful reliability estimates by simultaneously examining 
assessment scores for these different types of variability (see Glossary for a detailed description). 
Generalisability theory is the statistical approach used for the analysis of assessment scores within 
this study.

The observation of real-time performance in the workplace is essential for achieving the most 
authentic assessment, as this method approximates to the ‘real world’ as closely as possible. 
The more frequently WBA is integrated into routine practice, the better the validity of the 
assessment.27 Trainers and trainees are being encouraged to use every clinical encounter and 
surgical case as an opportunity for WBA, moving away from the mini-exam mentality that is 
produced by infrequent assessment. WBA frequently lacks evidence of reliability because of 
the difficulties involved in producing accurate estimates of reliability, the methods themselves 
are new, and the evaluations have yet to be done. The main threats to reliability include case 
specificity, variations in case complexity, assessor subjectivity, differences in rating scales 
and methods (see Performance-based assessment above). The PMETB has acknowledged the 
difficulties involved in demonstrating reliability for WBA and encouraged the use of van der 
Vleuten’s utility index56 (see Figure 3) and the triangulation of evidence from different assessment 
methods.62

Approaches to assessing surgical skills

Our intention is to provide an overview for some of the approaches to surgical skill assessment 
to illustrate the transition to more performance-focused assessment methods. This overview 
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includes formalised assessment processes, whether simulation-based or in the workplace, as 
well as surrogate measures of surgical skill. The rigour (reliability and validity) of an assessment 
method is an essential component of its overall utility, which we draw on as the focus for 
discussing the relative advantages and disadvantages of the various approaches for surgical skill 
assessment. The literature search for this section was updated in July 2009.

Speed, quality of product and patient outcomes
These three outcomes, while not formalised assessment processes, have been explored for use as 
surrogate measures of surgical skill.

Operative speed may provide a measure of technical skill, although there is a paucity of literature 
on this subject. Robert Liston, a London surgeon working before the introduction of anaesthesia, 
was proud of his operative speed and once challenged observers, ‘Now gentlemen, time me, 28 
seconds before placing an amputated limb in the sawdust’.63 However, measuring competence 
merely by setting time targets for a certain procedure is crude and probably unacceptable, as 
a fast surgeon is not necessarily a good one. Lord Lister, in comparison, was observed to have 
‘none of the dramatic dash and haste of the surgeon of previous times. He proceeded calmly, 
deliberately and carefully and, as he told his students, anaesthetics have abolished the need for 
operative speed and they allow time for careful procedure’.63

The Toronto group undertook a small study to examine whether time and operative product 
could serve as measures of technical skill using bench model simulations.64 Twenty general 
surgery residents participated in a six-station bench model examination, in which ‘time to 
completion’ was recorded and ‘quality of the final product’ was assessed using a global five-point 
rating scale by two assessors per station. The mean inter-rater reliability was 0.59 for product 
quality. Interstation reliability (Cronbach’s α) was 0.59 for analysis of product quality and 0.72 for 
time to completion. Both measures demonstrated construct validity, with more senior trainees 
producing better products in less time, although there was poor agreement with previous OSATS 
examination scores. These measures offer a time- and cost-efficient, if less reliable, alternative to 
direct observation for the assessment of technical skill. However, the quality of the final product 
may be relatively easy to measure on a simulation, whereas it may be more difficult to assess 
in the operating theatre and is likely to depend on the specific procedure. Similarly, time to 
completion is a straightforward measure for simulations but in the operating theatre is affected by 
many case-specific variables as well as the performance of the whole surgical team.

Expert surgeons appreciate that operative speed is important. For instance, surgeons performing 
cardiac and vascular procedures seek to minimise cardiac bypass and vessel cross-clamping time 
to reduce operative complications. Some evidence with respect to time and surgical performance 
comes from the Medical Research Council (MRC) European Carotid Surgery trial, which 
reported a relationship between procedure time and adverse outcomes.65

Efficiency in operating time is important to maximise service delivery, which is increasingly 
pressured under the current policies for patient management pathways and waiting list times. 
However, such efficiency requires large numbers of procedures, which trainees could not usually 
expect to obtain, and is therefore a more appropriate aspiration for newly appointed consultants.

Although attractive, measurement of the performance of surgeons based upon patient 
outcomes is fraught with difficulty owing to variation in case mix and the large numbers 
required for reliability.66 Errors made by trainees are often corrected, and therefore masked, 
by their supervising consultant. In addition, patient outcomes reflect the performance of the 
whole surgical team, both within the operating theatre and during the postoperative period, 
and therefore do not provide a reliable assessment of an individual surgeon. It may be a good 
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screening method for consultant surgical skill, but tests of competence will be required for those 
consultants for whom there is cause for concern.

OpComp
Logbooks form a useful record of procedural experience67 but do not reflect the performance 
level achieved by trainees, lacking both validity and reliability as a method of assessing trainees’ 
surgical skill.68 The Operative Competency (OpComp) form was introduced by the Specialty 
Advisory Committee (SAC) in General Surgery in 2003 to complement the information provided 
by logbooks on trainees’ surgical skills.69 The OpComp form asked educational supervisors to 
assess the ability of a trainee to perform the specific index procedures (relevant to their specialty) 
against defined criteria at the end of a clinical placement. The following rating scale was used to 
make these summary judgements, derived from the then current ‘Training the Trainers’ Course70 
and modified on the basis of the pilot studies:69

U = Unknown or insufficient evidence to support a judgement.

D = Unable to perform the procedure, or part observed, under supervision.

C = Able to perform the procedure under supervision.

B = Able to perform the procedure with minimum supervision but needs occasional help.

A = Competent to perform the procedure unsupervised and can deal with most complications.

A checklist of technical skills was provided on the reverse of the OpComp form to assist 
educational supervisors in making judgements. This checklist’s content was systematically derived 
using a Delphi survey of surgeons in Scotland to establish the ‘essential’ technical skills required 
of trainees.71 The OpComp form was shown to have good construct validity, and trainers found it 
simple to complete.68 Although an advance, there were aspects of this method that undermined 
its reliability. The form suffers from retrospective recall of numerous procedures over the course 
of a placement, risking loss of important training information and cross-contamination between 
procedures. Almost half of the trainees surveyed during its pilot indicated that a trainer had 
rated their ability to perform a procedure unseen.68 In addition, the reliance on a single assessor 
per clinical placement opens up this method to various types of assessor bias, including the halo 
effect, whereby an assessor provides a final opinion rather than providing a discriminatory rating 
for each item,72 and expectation bias, in which the knowledge of a trainee’s seniority influences 
assessors’ ratings,73 as well as bias arising from the primary influence of a trainee’s interpersonal 
skills, rather than their technical skills, on supervisor ratings.74 The use of a collection of surgical 
skill assessments at the end of a clinical placement did not promote the opportunity for ‘on-the-
job’ training and feedback. It can be appreciated that the move to current WBAs, using immediate 
assessment and feedback after single procedures/operations using multiple assessors during a 
clinical placement, moves the validity and reliability of assessment methodology forward, beyond 
that offered by OpComp.

Simulators
The controlled environment of a skills centre permits reliable assessment of technical skills 
on simulations such as bench models, animals and computer models. However, their validity 
depends upon the fidelity of the simulation,75 with high-fidelity simulations possessing a 
high level of realism compared with a living human patient. Characteristics of high-fidelity 
simulations include visual and tactile cues, feedback capabilities and interaction with the trainee, 
with the opportunity for trainees to complete surgical procedures rather than isolated tasks. 
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Although low-fidelity bench models and video box methods show less realism, these are often 
used to assess trainees because of lower cost, portability and the potential for repetitive use.

Parallel assessments of surgical skill, using live animals and bench simulations, have been 
compared by the Toronto group.52 Performance was graded for both assessment formats using 
task-specific checklists, global ratings and pass/fail judgements (i.e. OSATS). Using 20 surgical 
residents, the correlations between live and bench scores were high (0.69–0.72), and the mean 
inter-rater reliability across stations ranged from 0.64 to 0.72. This study showed that using 
simulations with OSATS is a valid and reliable method of assessing surgical skill, with bench 
models giving equivalent results to live animal model simulations. Lentz et al.76 repeated this 
comparison of bench and live animal assessments within a surgical laboratory curriculum and 
found that skills improved over time for individual trainees and as a cohort by year of training, 
suggesting that simulations can also be successfully used to assess progress during training.

Whenever possible, the assessment method used in the workplace should be used for the relevant 
simulation because this will aid validity and transferability.77 Studies of the transferability of 
simulation-based assessments to actual operating theatre performance are of fundamental 
importance in establishing their validity as an assessment method. Several authors have 
demonstrated that assessments of technical skill on low-fidelity simulations predict performance 
in the operating theatre.52,78–80 It does appear that complete procedures can be deconstructed 
into tasks suitable for trainees to rehearse and be assessed for competence, before moving on to 
surgical training in patients.

The more recent development of high-fidelity simulations for surgical assessment offers the 
potential to reduce assessor time while providing automatic ‘objective’ output data for feedback 
and assessment purposes. Output metrics for trainees performing virtual simulations include 
economy of motion, length of path movements and instrument errors.81 Several studies have 
shown that both the minimally invasive surgical trainer–virtual reality (MIST-VR) (Mentice, 
Gothenburg, Sweden) and LapSim® Gyn VR systems (Surgical Science, Gothenburg, Sweden) 
are valid and reliable methods of assessing psychomotor skills for various laparoscopic 
procedures.81–85 Furthermore, randomised controlled studies have demonstrated the benefits of 
high-fidelity simulation training for performing laparoscopic cholecystectomy,86,87 endoscopy88 
and catheter-based interventions.89

The main advantage of simulations is that they allow unlimited practice for trainees to learn a 
new procedure before moving to patients, thus providing a new opportunity to learn safely from 
mistakes.90 Assessment using simulations provides access to surgical skill training and assessment 
in situations where training in patients is unavailable or very limited91 and/or too high risk.92 
Simulations can also be used to assess the performance of individuals within emergency teams93 
and surgical teams.94 It appears that simulators can take on a well-defined assessment role that 
complements the assessment of real-time operating theatre performance. However, practice and 
assessment on simulators are no substitute for real operating experience, although they offer 
trainees the opportunity to progress their surgical skills before training in the complex operating 
theatre environment.

Direct observation in the operating theatre
It seems axiomatic that direct observation of surgical performance in the operating theatre 
represents the ‘gold standard’ in terms of both content and construct validity. However, 
unstructured directly observed assessments suffer from halo error95 and other types of assessor 
bias.73 In fact, the main issue with unstructured assessments using expert/consultant assessors is 
that the direct observation itself is not wholly successful, i.e. assessments are completed based on 
indirect observation or incomplete direct observation, which limits its reliability as an assessment 
method.96
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Standardising direct observation depends upon the use of a structured assessment, such as 
OSATS or PBA. Although the validity and reliability of structured direct observation has been 
comprehensively researched for simulations, the evidence for assessing surgical performance in 
the operating theatre is limited. This study seeks to directly fill this gap in the research.

There are two main types of rating scales used for structuring assessment of surgical skill: 
task analysis checklists and global ratings. These rating scales are compared in Table 2. Dual 
assessments using separate task analysis and global ratings may be time consuming to perform, 
but each method may have different roles.53 Global ratings seem useful when assessing more 
complex operations, especially when there is more than one method of performing the task 
correctly, or when assessing experts for the purposes of certification or revalidation. Task analysis 
checklists provide a trainee with detailed instructions and feedback of how to undertake the 
operation in an approved way. The PBA and OSATS tools use both types of rating scales, in 
combination and separately respectively.

Assessment tools used in this study

There is a plethora of assessment tools that have been developed worldwide to assess surgical 
performance. The background presented here is limited to the assessment tools considered 
within this study, all of which are used to directly observe and assess dimensions of surgical 
performance. These WBA tools are not research-only tools but are either directly or indirectly 
relevant to current UK surgical training practice.

Two of the tools (PBA and OSATS) are primarily concerned with the assessment of technical 
skill, although they both include some non-technical skills. Both tools are in current use in UK 
postgraduate training programmes. These conform to the assessment principles laid down by the 
PMETB in 2005 and are designed to measure all the domains of Good Medical Practice.50 PBAs 
were introduced for orthopaedic trainees by the OCAP in 2005 and for all other surgical trainees 
by the ISCP in 2007. The OSATS tool has been adopted as the method of assessing technical skills 
within O&G and ophthalmology specialties since 2007.

One concern about PBA, OSATS and other similar assessments is that they may not reflect 
‘higher-order’ skills that underpin technical proficiency, such as situation awareness, decision-
making, team-working and leadership. The Non-technical Skills for Surgeons (NOTSS) tool is 
designed to assess and debrief trainee surgeons on their non-technical skills, although it is not 
currently used within UK training programmes.

The formal training of surgeons predominantly focuses on developing knowledge, clinical 
expertise and technical skills, with the focus of assessment on the observation of technical skills 
and surgical performance. Non-technical skills have been defined as the critical cognitive (e.g. 
decision-making) and interpersonal (e.g. teamwork) skills that complement surgeons’ technical 
skills.97 There is increasing recognition of the need for explicit training and assessment in non-
technical skills because of the importance of these skills for patient safety. Case reviews and 

TABLE 2  Task analysis checklists vs global ratings

Task analysis Global ratings

Procedure specific Items common to any procedure (e.g. handling of instruments)

Checklist of steps that represent one safe way to perform a procedure Useful in assessing complex operations 

Good for assessing trainees and for feedback Good for assessing experts as there is no ‘right’ way
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studies of operating theatre behaviour have consistently shown that failures in non-technical 
skills are implicated in surgical adverse events and errors,98,99 Therefore, technical skills appear to 
be a prerequisite but are insufficient to ensure patient safety in the operating theatre. Fostering 
non-technical skills within training is likely to support surgeons in maintaining high levels of 
performance over time.

Examples of the three assessment tools are found in Appendices 1–3. The full guidance notes 
for each assessment tool are available on the relevant websites: www.iscp.ac.uk for PBA, 
www.rcog.org.uk for OSATS and www.abdn.ac.uk/iprc/notss/ for NOTSS.

Procedure-based assessment
Procedure-based assessment is a method for assessing surgical skills in the operating theatre 
during interventional procedures. It is designed to be used in conjunction with the surgical 
logbook for all the index procedures for a particular surgical specialty. PBA was originally 
developed by the OCAP for trauma and orthopaedic surgery100 and PBAs have now been written 
for all other surgical specialties by the relevant specialty associations and SACs within the ISCP. 
Trainees already in training when PBA was introduced have been encouraged to use it, both as 
an aid to learning and to complement logbook experience, but the use of PBA has been made 
compulsory only for those entering surgical training since 2005 for orthopaedics and 2007 for the 
other surgical specialties. PBA has not yet been adopted by surgical training organisations outside 
the UK.

The assessment form itself has two principal parts. The first consists of a series of competencies 
within six core domains covering ‘consent’, ‘preoperative planning’, ‘preoperative preparation’, 
‘exposure and closure’, ‘intraoperative technique’ and ‘postoperative management’. The consent 
and preoperative planning domains address perioperative competencies, whereas the remaining 
domains encompass intraoperative competencies. It is not expected that all PBA domains will 
be completed at any one time as consent and preoperative planning are often undertaken at a 
different time and place. While many of the competencies are common to all procedures (global 
items), others are specific to the particular procedure (task specific), particularly within the 
intraoperative technique domain. Each competency is assessed as satisfactory (S), unsatisfactory/
development required (U/D) or not assessed (N). The assessment form is supported by a 
worksheet, originally used as part of the validation process, which gives examples of desirable 
and undesirable behaviours for each competency. Therefore, the first part of the PBA uses a 
combination of task and global items which are rated with a single binary rating scale. The second 
part of the assessment form consists of a four-level summary judgement in which the assessor 
rates the ability of the trainee to perform the observed elements of the procedure on that occasion 
with or without supervision (see Appendix 2). It uses similar levels to those used on the OpComp 
form. The content and construct validity of PBAs has been validated for index procedures in both 
general and orthopaedic surgery.52,100

It is assumed that the assessor (clinical supervisor) will normally be scrubbed and supervising 
the trainee. Trainees carry out the procedure, or part of it, explaining what they intend to do 
throughout. The assessor will provide verbal prompts to remind the trainee to make explanations, 
if required, and will intervene if patient safety is at risk or the quality of treatment may be 
compromised. The form has been designed to allow the assessor to score items at the end of the 
procedure by using a simple binary rating scale. In addition, the completed form is intended 
to structure the provision of immediate constructive feedback (e.g. in the coffee room between 
cases). A PBA may be undertaken every time an index procedure is undertaken, as the primary 
aim is to aid learning.
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The satisfactory standard for each competency is the level required for the CCT. At the end 
of a placement, a collection of PBAs, together with the logbook, will enable the educational 
supervisor or programme director to make a summary judgement about the competence of a 
trainee to perform an index procedure to the required standard.

Objective Structured Assessment of Technical Skills
The OSATS system was introduced by the RCOG (www.rcog.org.uk/education-and-exams/
curriculum) as a formal requirement of their new training and education programme for all 
grades of trainees since August 2007. Prior to this, OSATS was used informally within training, 
particularly for junior O&G trainees.

The development of OSATS by Reznick et al.52,101 at the University of Toronto in the 1990s 
initiated the current trend towards structured observational assessment. OSATS was originally 
developed for use on bench model simulations and was designed to be completed in real time 
by assessors, as with objective structured clinical examinations, rather than at the end of the 
procedure. OSATS has been shown to possess good inter-rater reliability and construct validity 
for assessing general surgical trainees performing common operations on both cadaver and 
live animal simulations.52 Goff et al.102 have also demonstrated that OSATS possesses construct 
validity and good inter-rater reliability for blinded and unblinded assessment of O&G trainees 
performing common procedures on lifelike models in a multiple station exam format. Direct 
observation or videoing of real surgical procedures in the operating theatre using structured 
checklists based on OSATS can demonstrate high inter-rater reliability and construct validity for 
simple operations such as varicose veins surgery.53,103

The original OSATS was developed by Winckel et al.101 and consisted of a technical checklist 
(rated on a numerical scale using 0 for ‘not performed’, 1 for ‘performed poorly’ and 2 for 
‘performed well’) that was specific for the procedure. The second part was a generic assessment of 
10 global items (using a five-point numerical rating scale from 0 ‘poorly, or never’ to 4 ‘excellent 
or always’) that were common to all procedures. The global rating assessment was modified by 
Martin et al.,52 reducing the number of global items to seven, changing the five-point numerical 
rating scale to a behaviourally anchored scale using descriptors (e.g. ‘makes many unnecessary 
moves’ to ‘fluid moves with instruments and no awkwardness’ for global item time and motion) 
and including a pass/fail judgement at the end of the global assessment. Therefore, the OSATS 
form uses separate task and global assessments which are rated using two different rating scales, 
with a summary pass/fail judgement.

The OSATS adopted by the RCOG for the assessment of 10 O&G index procedures uses a similar 
form to the modified Martin et al.’s OSATS version.52 Part 1 is a technical checklist in which task 
items, specific to the index procedure, are rated as ‘done independently’ or ‘needs help’. Part 2 
provides the generic assessment, which has been reduced to a three-point behaviourally anchored 
rating scale of seven global items (see Appendix 1). These seven global items have been further 
modified by the RCOG to combine some global items (e.g. ‘instrument handling’ and ‘knowledge 
of instruments’ have been combined as ‘knowledge and handling of instruments’), whereas other 
global items are new additions (e.g. ‘suturing and knotting skills’, ‘relations with patient and the 
surgical team’, ‘insight/attitude’ and ‘documentation of procedures’). This is combined with a 
summary pass/fail judgement (this version was in use at the time of this study). However, the 
pass/fail terminology has since been revised to ‘competent in all areas included in this OSATS’ 
and ‘working towards competence’ to enforce the formative nature of the OSATS.104 For OSATS 
to count as a pass, an assessment algorithm is used: all items on the technical checklist must be 
ticked as ‘performed independently’, and the majority of global items ringed in the middle to 
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right of the rating scale, while insight/attitude must be consistently ringed ‘fully understands 
areas of weakness’.105 Trainees are required to achieve a set number of passes for each index 
procedure in order to ‘sign off ’ their logbook competency for that procedure. Currently, the 
requirement is for three completed OSATSs by at least two trainers in order for the relevant 
logbook competency to be signed off as competent for independent practice. Validity and 
reliability studies have not been undertaken for the application of this revised tool for assessing 
trainees in the operating theatre environment.

From our literature review and from email correspondence with surgical training organisations 
in North America, Continental Europe and Australasia, it appears that OSATS is not routinely 
used within any surgical curriculum in the workplace.

Non-technical Skills for Surgeons
The NOTSS system is a behavioural rating system developed using  a multidisciplinary group of 
surgeons, psychologists and an anaesthetist from the Royal College of Surgeons of Edinburgh, in 
collaboration with the University of Aberdeen.106 The development of NOTSS built on work from 
a similar project that developed a behaviour rating system for anaesthetists called Anaesthetist’s 
Non-technical Skills (ANTS).107 While ANTS is not used formally in UK anaesthetic training, 
it has been piloted for use within the Australian and New Zealand College of Anaesthetists 
training programme. NOTSS is not currently part of the curricula for surgeons in training in the 
UK. However, there are a number of ongoing process trials worldwide that are considering the 
adoption of NOTSS. Furthermore, the Royal Australian College of Surgeons has adapted and 
expanded NOTSS to establish a surgical performance framework for assessment purposes.108

Behavioural rating systems are already used to structure training and evaluation of non-technical 
skills in anaesthesia, civil aviation and nuclear power, to improve safety and efficiency. They are 
rating scales based on skills taxonomies, with examples of good and poor behavioural markers, 
and are used to identify observable, non-technical behaviours that contribute to superior 
or substandard performance. Behavioural rating systems are context specific and should be 
developed in the domain in which they are to be used.

Non-technical Skills for Surgeons describes the main observable non-technical skills associated 
with good surgical practice. It has been designed to provide surgeons with explicit ratings and 
feedback on their non-technical skills, either within the operating theatre or operating theatre 
simulator. The system comprises only behaviours that are directly observable or can be inferred 
through communication during the intraoperative (‘gloves on, scrubbed up’) phase of surgery.

The NOTSS system comprises a three-level hierarchy consisting of categories (at the highest 
level), elements, and behaviours. Four skill categories and 12 elements make up the skills 
taxonomy (see Appendix 3). Each category and element is defined with examples of good and 
poor behaviours for each element. These exemplar behaviours were generated by consultant 
surgeons and are intended to be indicative rather than comprehensive. The aim is to provide 
a common terminology and assessment framework for surgical trainees and consultants to 
structure their training needs, in order to develop their non-technical skills in the workplace.106

The development and design of the NOTSS system has been a rigorous and structured 
process, from initial task analysis through to system evaluation. For more details on NOTSS 
development see Yule et al.109 The psychometric evaluation of NOTSS to date has been carried 
out by the NOTSS development team in the operating theatre simulator.110 Six video scenarios 
were designed and filmed by practising surgeons, anaesthetists and nurses with experience 
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in non-technical skills, to illustrate a range of surgeons’ non-technical skills. A group of 44 
consultant surgeons, trained in the use of NOTSS, observed and rated these videos using NOTSS 
assessment forms. Their ratings were compared with expert ratings for ‘accuracy’ and assessed 
for inter-rater reliability. In this study, the NOTSS system demonstrated a consistent internal 
structure, and internal reliability was high for all four categories (overall mean difference of 
0.25 scale points between categories and elements). The sensitivity (‘accuracy’) of the system 
was moderate (mean sensitivity across all categories was 0.67 scale points difference from 
expert ratings) with the ‘decision-making’ category most sensitive and the ‘situation awareness’ 
category least sensitive. The inter-rater reliability (mean within-group agreement of ratings across 
NOTSS categories) was acceptable (> 0.7) for the categories ‘communication and ‘teamwork’ and 
‘leadership’, although below acceptable for categories ‘situation awareness’ and ‘decision-making’.

The NOTSS development team has analysed the level of agreement between ratings of expert 
versus novice raters in more detail.111 The mode ratings of NOTSS category ratings for each video 
scenario showed 50% agreement. Where there was disagreement, novice raters were more likely 
to give harsher ratings, with the widest differences between rater groups within ‘communication 
and teamwork’ and ‘leadership’ domains. Of note, 23% of ‘situation awareness’ ratings were 
scored not applicable by novice raters, compared with 0% of experts, indicating that experts 
in non-technical skills are more equipped to rate these behaviours. This highlights the role of 
training in human factors training and the rehearsal of non-technical skill ratings for NOTSS 
assessors.

The NOTSS development team has also considered the usability of the NOTSS system112 within 
the operating theatre for observing common surgical procedures. Questionnaire responses from 
consultant surgeons participating in the usability trial have indicated that NOTSS provides a 
structure and language to rate and provide trainee surgeons with feedback on their non-technical 
behaviours. The main concerns with using the NOTSS system were reported as: difficulty in 
understanding the behavioural descriptors; difficulty in rating behaviours when trainees do not 
verbalise adequately; assessments being more suitable for senior than for junior surgical trainees; 
the use of routine cases raising insufficient decisions for rating behaviours in the decision-making 
category; and the ‘negative’ impact of a scrubbed consultant upon trainee-led leadership. These 
user-satisfaction responses from NOTTS assessors provide great insight into the challenges of 
rating behaviours in the operating theatre.

This study moves forward the psychometric evaluation of the NOTSS system into the operating 
theatre environment. The tool will be used for observing and rating surgeons’ non-technical skills 
in vivo. In addition, this study provides further work on the usability of the NOTSS system in the 
operating theatre.

Working with the pace of change

Workplace-based assessment is a relatively recent development within postgraduate assessment 
and therefore this research field is fast evolving. Since this study began in April 2007, there have 
been significant changes to the policy of WBA implementation and also the use of assessment 
tools, particularly with respect to RCOG. We will fully elaborate upon these more recent changes 
in Chapter 4. It was envisaged that WBA would evolve during the timescale of this study. For this 
reason, our study design was not solely focused on the evaluation of validity and reliability but 
also the wider issues of acceptability and feasibility.
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Aims of the study

The primary aims of this study were to compare the user satisfaction and acceptability, and 
reliability and validity, of three different methods of assessing the surgical skills of trainees by 
direct observation in the operating theatre across a range of different surgical specialties and 
procedures. The methods selected for study were PBA, OSATS and NOTSS as these address 
different aspects of surgical performance (technical and non-technical skills) and are used 
in differing assessment and training contexts in the UK. The specialties selected were O&G, 
upper gastrointestinal (GI) surgery, colorectal surgery, cardiac surgery, vascular surgery and 
orthopaedic surgery. Two to four index procedures were chosen in each specialty.

Information on user satisfaction and acceptability of each assessment method from both assessor 
and trainee perspectives were obtained from structured questionnaires. The reliability of each 
method was measured using generalisability theory. Aspects of validity included the internal 
structure of the structured tools and correlation between tools, construct validity, predictive 
validity, interprocedural differences, the effect of assessor designation and the effect of assessment 
on performance. User satisfaction/acceptability, reliability and validity are all important because 
they equally affect the utility of an assessment method.

A secondary aim was to study the feasibility and fidelity of video recording in the operating 
theatre with a view to evaluating the reliability of subsequent blinded assessment.

We anticipate that the information provided by this study will be of value to the following 
organisations:

■■ the ISCP
■■ the OCAP
■■ the RCOG
■■ the Academy of Medical Royal Colleges
■■ the Academy of Medical Educators
■■ the Conference of Postgraduate Medical Deaneries
■■ the PMETB
■■ the GMC (Revalidation and Performance Procedures)
■■ the National Clinical Assessment Authority.



© Queen’s Printer and Controller of HMSO 2011. All rights reserved.

21� Health Technology Assessment 2011; Vol. 15: No. 1DOI: 10.3310/hta15010

Chapter 2  

Methods

Ethics

Ethical approval for the study was obtained from Trent Main Research Ethics Committee on 
15 March 2007. The original study proposal can be found in Appendix 6. An ethical amendment 
was approved on 1 June 2007, primarily to include the specialty of O&G to enable evaluation 
of the OSATS tool within a surgical specialty in which it is used for training but also to include 
additional index procedures. In May 2009, when recruitment was complete, the ethics committee 
approved the collection of anonymised trainee data from the deanery regarding any formal 
or informal training concerns identified, including ARCP2 [formerly Record of In-Training 
Assessment (RITA) D] and ARCP3 (formerly RITA E) statements.

Participants

Participants were a large, heterogeneous group consisting of patients, surgical trainees, consultant 
surgeons, anaesthetists and theatre practitioners. Ethical approval had originally been obtained 
for the study to assess consultant surgeons as well as surgical trainees. However, once the study 
began in the clinical setting there was concern raised by some consultants that the study might 
constitute an attempt at ‘revalidation by the back door’. It was essential that the consultants were 
supportive of the study as their assessments of trainees would provide the data necessary to 
answer the primary research question. The initial reason for inclusion of consultant assessments 
had been to provide a reference group against which to compare the trainee assessments. 
However, the study statistician advised that the scores given by consultants to their peers would 
not provide valid reference scores. The study was therefore confined to the assessment of trainees 
only from its outset. The aim was to concentrate assessments on trainees within specialty 
training (ST), i.e. specialist training (ST3–7), although there was no exclusion of those in core 
training (ST1–2) or doctors in non-training posts on the basis that all doctors require regular 
assessment. Hereafter in the report these participants are referred to collectively as trainees.

Setting

Although ethical approval was granted for the study to be undertaken as a multicentre study in 
Sheffield, Nottingham and Leeds, the study proceeded as a single-centre study. The multicentre 
approach was seen initially to offer the greatest potential for recruitment and to strengthen 
the generalisability of the results. However, there was only sufficient funding from the grant 
to employ a single study co-ordinator, who was based in Sheffield. Once recruitment began, it 
became apparent that it would not be feasible to undertake the study in more than one location 
without a co-ordinator in each centre. Our study statistician also recommended that the limited 
resources would be better dedicated to obtaining multiple assessments on each trainee participant 
rather than single assessments on many participants. These views were supported by the Steering 
Committee. Therefore we focused recruitment within a single city at three teaching hospitals: 
Royal Hallamshire Hospital, Northern General Hospital and Jessop Wing for Women.
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Timescale and schedule

The study ran from April 2007 to June 2009. Initial funding and ethical approval was given 
until March 2009. However, a 3-month funded and ethically approved extension was granted 
in recognition of the impact that the Medical Training Application Service (MTAS) had had 
upon recruitment during the initial 3 months of the study. During this period, many clinical 
supervisors and trainees were preoccupied with specialty applications and selection.

A Gantt chart was used to provide a framework for the study schedule. It was amended to 
take into consideration the delayed start of recruitment (see Appendix 4). Recruitment took 
place from June 2007 to May 2009. Interim reports were provided to the Health Technology 
Assessment programme at 6, 12 and 18 months along the study’s timescale. An interim analysis 
was provided to the Steering Committee at 12 months.

Study design and methodology

The design was a prospective, observational study within the operating theatres of the three 
teaching hospitals in Sheffield. Trainees were directly observed performing named index surgical 
procedures in six specialties.

The methodology of the assessments was direct observation of trainee’s surgical performance 
(encompassing technical and non-technical skills) followed by the provision of structured 
assessment ratings by trained assessors according to the criteria, standards and rating scales 
of each individual tool. We considered the role of the assessors in this study to be observer-as-
participant, part-way along the continuum from complete observer to complete participant.113 
This takes account of the context of performing assessments, in which we were not purely 
observers but part of a working surgical team. For example, clinical supervisors acted as 
scrubbed-in first assistants for the assessments.

Specialties and index procedures
The index procedures were selected by the research team in collaboration with each surgical 
specialty and after subsequent approval by the Steering Committee (Table 3).

The index procedures represented typical procedures for each specialty that were performed on 
a regular basis, allowing for frequent assessments over a spread of trainee grades. They were also 
chosen to reflect a range of procedural difficulty/complexity and the breadth of surgery in each 
specialty, e.g. open and laparoscopic procedures.

Assessment tools and questionnaires
Procedure-based assessment
Procedure-based assessments were available for all the non-O&G index procedures, having been 
written by the relevant SACs for the OCAP and ISCP. Specifically for the purpose of this study, 
PBAs were developed for the O&G index procedures. These were drafted by the research team 
by combining the generic PBA template from the ISCP with the relevant task-specific OSATS 
checklist. They were circulated for review and consensus of agreement by five O&G clinical 
supervisors, including the programme director. Additional task items were included from 
suggestions proposed by the clinical supervisors. The final PBAs were the result of three iterations 
before final consensus was achieved. These PBAs were then approved by the Chairperson of the 
Steering Committee.
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Outwith this study, it was never intended that all sections of a PBA must be completed for any 
given assessment, although trainees must demonstrate competence in all domains of surgical 
practice using a collection of PBA assessments. The remit of this study concerns the assessment 
of surgical skills in the operating theatre. Therefore, PBA domains concerning consent (Part 
I) and preoperative planning (Part II) were excluded as they are completed in other hospital 
settings (wards, clinics) in advance of the operative case. Parts III–V of the PBA assessment 
form were completed, corresponding to the preoperative preparation, exposure and closure, 
and intraoperative technique domains of the PBA, all directly attending to the assessment of 
intraoperative skills. The postoperative management domain (Part VI) was excluded for logistical 
reasons, as the independent assessor required this time to co-ordinate the completion and 
collection of assessment forms and observe feedback.

The PBA was used to assess trainees in all specialties by the clinical supervisor and one or 
more independent assessor. Within non-O&G specialties a PBA was completed for every case. 
Within O&G, where the PBA and OSATS were under comparison, either a PBA or OSATS was 
completed.

Objective Structured Assessment of Technical Skills
These were available for all the O&G index procedures, having been adapted from Reznick’s 
original tool52,101 for use by the RCOG. OSATSs are not used as a surgical skills’ assessment tool in 
any specialty other than O&G. Therefore, we used OSATS solely within this specialty. All parts of 
the OSATS form were completed. OSATSs were completed by the clinical supervisor and one or 
more independent assessors. As previously highlighted, it was used interchangeably with PBA to 
allow a comparison between both tools in O&G.

Non-technical Skills for Surgeons
Use of the NOTSS tool within the study was approved by the NOTSS development team from the 
University of Aberdeen,106 while being freely available for use within surgical practice. All parts of 
the NOTSS form were used for observing and rating non-technical behaviours.

TABLE 3  Index procedures selected for each specialty

Specialty Index surgical procedure

Cardiac Coronary artery bypass grafts

Aortic valve replacement

Colorectal Right hemicolectomy

Anterior resection

Upper GI Laparoscopic cholecystecomy

Open inguinal hernia repair 

Orthopaedic Primary hip replacement

Primary knee replacement

Vascular Varicose vein surgery

Aortic aneurysm repair

Carotid endarterectomy

O&G Elective caesarean section

Diagnostic laparoscopy

Evacuation of uterus

Urgent caesarean section
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The NOTSS form was used to assess trainees in all specialties by one or more independent 
assessors, anaesthetists, scrub nurses and surgical care practitioners. This was in keeping with 
its intended design for use as a non-specialty-specific assessment tool. The intention was that 
NOTSS assessments were completed for every case.

User-satisfaction and acceptability questionnaires
The study questionnaires (see Appendix 5) were drafted by the research team following 
the review of published guidance on questionnaire design114–116 and examples of education 
questionnaire-based papers.117–119 The questionnaires were reviewed by the Chairperson of the 
Steering Committee and these suggestions were included in the final versions. The NOTSS team 
was consulted on the design of the NOTSS questionnaire, and some of the questions used were 
adapted with permission from their published questionnaire-based research.112 The addition 
of the O&G specialty in June 2007 (following the ethical amendment) required additional 
questionnaire development to evaluate the OSATS tool, as well as question modifications because 
the PBA tool is not used for training within this specialty. The format of the O&G questionnaires 
was revised significantly to account for these O&G differences with advice from a lecturer in 
social sciences with an expertise in questionnaire design.

Sampling
The sampling aim was that at least two assessors would assess each surgical trainee undertaking 
each index procedure in their specialty on at least two occasions, equating to a minimum of eight 
assessments per trainee in those specialties with two index procedures and more assessments per 
trainee in those specialties with additional index procedures. This sampling strategy was designed 
to allow the estimation of variation in trainee performance between individual cases and types of 
index procedure and differences in case complexity, as well as variability in assessor stringency 
and subjectivity. Furthermore, the procedures would be assessed as close together as possible for 
an individual trainee to avoid any significant training effect. In this way, the study methodology 
was orientated to provide performance-focused assessments most suited to reliability analysis.

This sampling grid guided the sampling plan but, during implementation, a pragmatic approach 
to recruitment had to be taken, depending on which surgical trainees and clinical supervisors 
were available for assessments of suitable index procedures.

Videos of cases were recorded where patient consent was given to do so and when it was 
practically possible to film the case. Two cameras were used to record an operating theatre 
view and an operative field view. During laparoscopic procedures, the operative field view was 
swapped to the laparoscope camera view. The two images were recorded screen-in-screen on to 
a hard-disk recorder together with dual sound recordings of the clinical supervisor and trainee, 
who wore radio microphones.

Sample size
Generalisability theory provides a reliability estimate. It is not a hypothesis test and does not 
therefore include an accepted approach for power calculation. However, to produce reliable 
estimates it is essential to sample each relevant factor (trainees, case, assessors, etc.) as widely and 
representatively as possible.

The proposal at the start of the study was to recruit 50–60 surgical cases for each index 
procedure, which gave a total of 450–540 cases. In view of initial difficulties with recruitment 
and the addition of further index procedures, the Steering Committee recommended a total of at 
least 300 cases with a good spread across specialties and index procedures. Although this number 
was seen as a minimum requirement for the overall study, it was increased in light of the need to 
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compare PBA and OSATS within O&G. An overall target of 450 cases was subsequently set, of 
which 150 were intended to be within O&G.

Informing, recruitment, consent and training of participants

Ethical approval required written informed consent from patient participants. Patients were sent 
a study information leaflet by post prior to admission for surgery or it was given on the ward if 
they were already an inpatient. They were given at least 24 hours to consider the information. 
A member of the research team then discussed the study with the patient who was given an 
opportunity to ask questions and raise any concerns regarding the study. The patient was made 
aware that they could withdraw at any time without it affecting their medical care or legal rights. 
He or she was then asked to sign a study consent form if willing to participate. This included 
an agreement for the procedure to be videoed. Patients were also given the option to agree to 
participate but decline to be videoed.

Written consent for participation by any of the staff groups was not stipulated in the ethical 
approval. The surgical trainees, however, as those being assessed using the study tools, were 
seen by the research team as additional study participants. Therefore, a letter of invitation was 
sent to all of them explaining the study and stating that their participation in the study was 
entirely voluntary. Trainees were informed that the study was designed to assess the reliability of 
several assessment methods over a large number of cases/assessors/trainees and not to assess an 
individual’s performance. If trainees asked for guidance from the research team in the operating 
theatre, they were simply told to perform their surgical case as they would usually do, i.e. within 
their own limits of competence and asking for guidance/assistance from their clinical supervisor 
as they usually would.

Information regarding the study and training resources for use of the tools were disseminated 
to all staff assessor groups. Each individual was given a study overview, the relevant assessment 
tool for that staff group, and training guidance in the use of the tool. This information was sent 
to everyone in electronic format via e-mail and by post as a paper copy. It was followed up by 
face-to-face discussion/training, where accepted, with each individual in advance of the first case 
that they were involved in. Clinical supervisors were asked to be scrubbed in to be able to directly 
observe the case. There was an expectation that the cases were observed with an emphasis on 
assessment, rather than training, and that clinical supervisors would allow trainees to lead within 
their limits of competence, only prompting or intervening in the interests of good patient care.

Training of the research team

The individual roles and responsibilities of the research team members are outlined clearly in the 
Contribution of authors section in the acknowledgements. All study personnel had up-to-date 
training in good clinical practice in the conduct of research.

It was essential that the independent assessors of the research team were surgically credible, had 
an appropriately high level of knowledge about concepts of current WBA methods and were 
trained in the use of the study tools. All independent assessors continued to practice in surgery 
on a regular basis throughout the study period. They also attended the Royal College of Surgeons’ 
‘Training the Trainers’ course. Two training sessions were provided by the expert NOTSS team 
from Aberdeen University/Royal College of Surgeons of Edinburgh in human factors and the use 
of the NOTSS tool in the clinical environment.
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Study team members attended and presented at a number of conferences and workshops which 
were relevant to the field being studied, some of which are outlined below:

■■ six presentations at specialty conferences
■■ PBA workshops at specialty workshops
■■ international clinical skills conferences – presentation and attendance
■■ three international workshops on behavioural science applied to surgery – presentation and 

attendance
■■ Royal College of Surgeons’ education conference – presentation and attendance
■■ RCOG – two presentations to the assessment subcommittee
■■ Trent Regional Anaesthetics meeting – presentation on non-technical skills
■■ cardiac simulation centre training day – presentation on non-technical skills.

The aims of attendance were to increase the team’s knowledge of WBA, to ensure that the team 
kept up to date with the latest developments and to publicise our study as widely as possible.

Study implementation

The implementation of the study within a single surgical specialty is illustrated by the flowchart 
in Figure 4.

The study co-ordinator and research fellow checked the diaries of the relevant surgical 
departments every few days to obtain the details of potentially suitable index procedures. A 
screening/recruitment log was completed, indicating which patients had been sent a letter with 
the study information sheet.

The clinical supervisor and surgical trainee were informed once suitable lists and operations were 
identified. If both the clinical supervisor and trainee consented to participate, the research team 
proceeded with approaching the patient for consent. The anaesthetist and theatre practitioner 
were also informed in advance, but often it was possible to do so only on the morning of the 
procedure because of staff allocation to specific lists.

All trainee and assessor participants were asked to complete a demographic questionnaire 
in advance of their initial assessment. The trainee’s questionnaires included years of UK and 
non-UK surgical training as well as previous total and recent (in the last 6 months) experience 
and confidence in performing the specialty-specific index procedures.

The PBA, OSATS and NOTSS assessment forms were shown to the relevant staff assessors 
prior to each procedure to refamiliarise them with the tools. Assessors were asked to observe 
the trainee’s performance and to provide assessment ratings to reflect their observations on 
this occasion. It was made explicit to assessors that ratings should not be based upon previous 
experience or knowledge of the trainee’s performance.

The independent assessor had the full guidance notes of each tool available for the reference of 
assessors if required. Laminated copies of the NOTSS behavioural markers were provided in 
theatre to enable each NOTSS assessor to complete the assessments.

At the first suitable point after the operation, the assessment tools were completed independently 
by the relevant staff participants (including independent assessors themselves). At this stage, the 
research team did not provide further guidance on completion of the assessment forms. Formal 
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training with refamiliarisation before the start of the case had already been provided and the 
research team felt that ratings could be biased by discussion between assessors and independent 
assessors. If assessors asked for advice from the research team, they were told to provide a PBA/
OSATS assessment as they would normally conduct one, based upon their previous experience 
and/or training in use of the tool. In the case of NOTSS assessors, reference to the laminated 
NOTSS behavioural markers charts was advised, while acknowledging that their ratings needed 
to provide a personal judgement of non-technical skills, for which there were no ‘right’ or ‘wrong’ 
answers. However, where sections of the forms were noted to be incomplete, the independent 
assessor did prompt full completion by the assessor.

FIGURE 4  Flowchart of the study implementation. Adapted from Marriott et al.120
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All assessment forms were collated by the independent assessor. Photocopies of the PBA and 
OSATS forms that had been completed by their clinical supervisor were provided to the trainees 
for their training portfolios on request.

Formative feedback to the trainee by the clinical supervisor was given in the usual way following 
completion of the PBA or OSATS tool. The independent assessor observed and timed the verbal 
feedback given to the surgical trainee on his or her surgical performance. In some cases there was 
no feedback provided. The NOTSS tool was originally designed to be used by clinical supervisors 
to give trainees feedback on their non-technical skills. However, as our study design used non-
surgeon NOTSS assessors, feedback using NOTSS was not included within this study.

Where consent for videoing had been given by the patient, the video-recording equipment was 
assembled in the operating theatre by a medical photography expert prior to the beginning of 
the procedure. The case was filmed from entry of the patient into the operating theatre until 
application of surgical dressing at the end of the procedure. This was recorded screen-in-screen, 
together with sound, on to DVD.

For each case, the independent assessor also recorded the American Society of Anesthesiologists 
(ASA) status of the patient, the duration of the operation, the difficulty of the operation, blood 
loss and any intraoperative complications.

Following each case, the independent assessor provided the trainee and clinical supervisor 
separately with a written slip asking whether surgical performance had been affected by the 
assessment conditions. This question was added to the study method at an early stage in 
recruitment (from case 95 onwards), following the suggestion by the Steering Committee. It 
was intended to provide both trainee and trainer perspectives on whether they judged that the 
assessment itself had had any impact on their assessment scores for that particular procedure.

The study co-ordinator collected further outcome data relating to inpatient stay (e.g. intensive 
care unit (ICU)/high-dependency unit (HDU) admission, duration of inpatient stay) and 
postoperative complications (e.g. returns to theatre). These were retrieved, where possible, 
directly from the patient’s medical records as the primary data source. In the few cases where 
patient records could not be located, information was sourced from the hospital electronic 
systems.

Following their involvement in the study, all staff participants were sent a follow-up questionnaire 
to complete. This was concerned with previous use of the study tools, satisfaction with their use 
and educational impact.

In line with local trust policy and professional guidelines on accountability to share concerns 
regarding serious failings in practice or conduct, the research team needed an operational 
guideline to follow if such an event was observed while undertaking the study. The agreed action 
was that concerns raised by any of the independent assessors would be reported to the principal 
investigator, who would notify the relevant programme training director.

Statistical analysis

All analyses were conducted using the Statistics Package for the Social Sciences (spss; SPSS Inc., 
Chicago, IL, USA) version 14.
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Recruitment, study context, and user satisfaction and acceptability
Numerical data in the form of total numbers, medians and averages are presented using 
frequency tables. They were calculated directly from responses on structured questionnaires 
and are presented as proportions of those who responded. No statistical tests were applied as 
the sample sizes were too small. Therefore, comparative statements are used purely to explain 
observed differences in our questionnaire response data. Box-and-whisker plots are used to 
illustrate any differences between clinical supervisor and trainee perspectives. Qualitative data 
from the same questionnaires have been collected and stored but not yet analysed.

Reliability
Reliability is a measure of precision and discrimination. Broadly, it reflects the reproducibility of 
assessment rankings. In the context of this study, reliability represents how well a trainee’s score 
based on x assessors observing y cases would predict that same trainee’s score if a different x 
assessors observed a different y cases. More exactly, it represents how two different trainees would 
score relative to one another if they were both dual assessed according to that pattern.

If we call the stable differences between trainees ‘true variance’, then the impact of case variation, 
assessor variation and other sources of unwanted variation might be called ‘error variance’. 
Reliability (R) is given by the equation:

R = true variance/(true variance + error variance)

The coefficient R will be a fraction between 0 and 1, where 0 is the worst possible reliability (all 
error) and 1 is the best possible reliability (all true). A reliability coefficient of ≥ 0.7 is generally 
accepted as sufficient for ‘low-stakes’ assessment situations; ≥ 0.8 is generally accepted as 
sufficient for ‘high-stakes’ assessment situations.

We calculated reliability using generalisability theory.121 Generalisability studies apply variance 
component analysis to estimate the impact on an assessment score of every relevant factor 
(G-study). They then combine the sources of variance using equations derived by Cronbach 
to model the reliability coefficient in a given assessment situation with a particular number of 
assessors and cases (D-study). A modelled reliability coefficient is thus called a generalisability 
coefficient (G).

Our G-study used the VARCOMP procedure. We selected the MINQUE method because of its 
superior handling of unbalanced data.122 Our regression model assumes that each factor contains 
a random sample from an infinite universe and estimates the factors in Table 4.

Our D-studies are reported in tabular form to show how G varies with increasing numbers 
of cases and assessors. To mimic real assessment formats the axes of the table are ‘cases’ and 
‘assessors per case’. This means that (for example) cell 2,2 represents the reliability of the scores 
from four different assessors, two observing one case and two observing another. The tables 
assume that judges are drawn from a similar mix of designations in every trainee’s assessment.

We have modelled reliability for two situations. Firstly, we have estimated the reliability of a 
format where trainees all perform the same index procedure. The D-studies for comparing 
trainees within a procedure use the formula: 

G = Vp/(Vp + (Vi/Ni) + ((Vj+Vdes)/Nj) + (Vi*j/(Nj × Ni)) + (Vproc*j/Nj))

where N means ‘the number of ’.
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Secondly, we have estimated the reliability of a format whereby trainees all perform an identical 
mix of two procedures. The D-studies for these tables use the formula:

G = Vp/(Vp + (Vi/Ni) + ((Vj+Vdes)/Nj) + (Vp*proc/2) +(Vi*j/(Nj × Ni))+(Vproc*j/(Nj × 2)))

Validity
Validity indicates how well the score reflects the intended construct of ‘surgical performance’. 
The study provides many sources of information about validity and these will all be presented 
in evidence for or against the validity of the three assessment methods. If valid, the following 
hypotheses will be fulfilled:

1.	 Scores obtained by each assessment will correlate with the other assessments that set out to 
measure the same aspect of performance. These correlations will operate within instruments 
(internal structure) and between instruments.

2.	 Scores will increase with duration of surgical training and number of similar procedures 
performed (experience).

3.	 Higher-scoring operations will result in less operative time and blood loss, fewer 
perioperative and postoperative complications and a shorter length of hospital stay.

4.	 Mean scores, and scores for each element, will not be significantly different across the fifteen 
different index procedures.

5.	 Assessor designation (clinical supervisor versus independent assessor for PBA and OSATS, 
anaesthetists and scrub nurses versus independent assessor for NOTSS) will not affect 
assessment stringency.

6.	 Assessment (plus or minus video-recording equipment) will not affect the performance of 
trainees.

Each of these hypotheses will be tested as follows: Pearson’s method will be used for hypotheses 
1, 2 and 3. In addition, for hypothesis 1, factor analysis will test internal structure (principal 

TABLE 4  Factors estimated by the regression model

GT 
label Component label Meaning Short description

V
p

Var(trainee) Consistent differences between trainees after correcting for the different samples 
of procedures done and assessors assessing

Trainee ability

V
i

Var(case) Case-to-case variation (nested within trainee) Trainee case-to-case 
variation

Vproc Var(proccod) Consistent differences between index procedures after correcting for the 
different samples of trainees doing, and assessors assessing, each index 
procedure

Procedure difficulty

V
j

Var(assessor) Consistent differences between assessors after correcting for the different 
samples of trainees and procedures assessed

Assessor stringency

V
des

Var(designation) That part of Var(assessor) that can be explained by designation on the basis that 
it is consistent within a group of assessors of the same designation

Assessor designation 
stringency

V
p*proc

Var(trainee*proccod) The consistent tendency for a particular trainee to score more highly (or poorly) 
on one index procedure than their general performance

Trainee procedure 
aptitude

V
i*j

Var(case*assessor) The tendency for assessors to give different scores to a particular case that is 
not explained by their baseline differences in stringency

Assessor subjectivity 
over case

V
proc*j

Var(proccod*assessor) That part of Var(case*assessor) that is explained by the index procedure being 
assessed on the basis that the assessor differences are consistent within an 
index procedure

Assessor subjectivity 
over procedure

V
e

Var(error) Score variation that is not already explained by one of the factors above Residual variation

GT, generalisability theory.
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axis factoring with varimax rotation). For hypothesis 2, categorical regression (CATREG 
procedure) will regress to correct for intercorrelations between predictor variables. Regarding 
hypothesis 4, the raw mean scores for each procedure are confounded because they are based on 
very different samples of trainees and assessors in each case. Thus the best test of whether the 
different procedures themselves produce different scores is to examine the value of Var(proc) in 
the G-study tables for each instrument. Var(proc) represents the ‘consistent differences between 
index procedures after correcting for the different samples of trainees doing, and assessors 
assessing, each index procedure’.

Exactly the same considerations apply to hypothesis 5. The raw mean scores for each assessor 
designation are confounded by the uneven sampling of individual assessors and of trainees and 
procedures. The value of Var(designation) in the G-study tables, however, corrects for this and 
represents ‘that part of Var(assessor) that can be explained by designation on the basis that it is 
consistent within a group of assessors of the same designation’.

For hypothesis 6, we do not have the data to compare the performance of ‘not assessed’ and 
‘assessed’ cases. We therefore present the questionnaire-based perceptions of trainees and 
supervising surgeons as a proxy indicator. In addition, we compare the scores given to those 
cases in which either party felt that assessment affected performance with the scores given with 
those cases in which neither party perceived an effect. We also compare the scores given to video-
recorded and non-video-recorded cases. Both comparisons use unpaired t tests.

Where appropriate, the Bonferroni correction was used to raise the threshold for significance 
where several outcomes were used to evaluate the same hypothesis.

An interim analysis was performed at 1 year and submitted to the Steering Committee. After 
discussion with the Steering Committee, a post hoc analysis was performed to explore the 
reasons for differences in the reliability of the PBA and OSATS tools.
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Chapter 3  

Results

Recruitment

Patients
All patients had to be provided with written information in advance of their informed consent 
prior to their recruitment within the study. Information was sent to 832 patients whose surgery 
was identified as a suitable training case. A total of 274 (33%) of these patients were not 
consented for the study. A small proportion declined consent (n = 14), but the vast majority 
(n = 260) were not approached for consent because of lack of availability of an inpatient bed, 
alteration or cancellation of the operating list, or known non-availability of any trainee or 
research team member for the operating list. Of the 558 patients who were consented for 
participation in the study, 121 (22%) were not included. The flowchart in Figure 5 illustrates the 
percentages of consented and included patient cases.

Table 5 displays the number of cases consented, included and not included for each specialty. The 
greatest numbers of patients included were from O&G (n = 183) and vascular (n = 91) specialties, 
while the lowest numbers were from colorectal (n = 25) and orthopaedic specialties (n = 36).

The percentages of included versus non-included cases (i.e. lost to assessment) for each specialty 
are shown in Figure 6. Orthopaedic (31%) and cardiac (27%) surgery had the largest proportion 
of lost cases.

We recorded the reason for non-inclusion in each case. Fourteen cases were not included 
because no member of the research team was available to co-ordinate the assessments in theatre. 
Within O&G surgery, 29 cases were lost because a provisionally planned caesarean section 

FIGURE 5  Flowchart of cases consented and included.
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did not proceed. These cases were excluded from further analysis as we wanted to accurately 
reflect the clinical obstacles to WBA for trainees. The most common reasons for non-inclusion 
across all surgical specialties were no trainee available to perform the case (27%), the clinical 
supervisor performing the case, either because he or she felt the case was unsuitable for training 
the trainee available or because he or she chose to perform the case personally (22%), and no list 
time available for surgical training (12%). The contribution of each factor to the loss of cases is 
illustrated in Figure 7.

Assessor/trainee consent and participation
Having received information about the study and an invitation to participate, all clinical 
supervisors and all but two trainees within the six surgical specialties, while the study was active 
in those specialties, gave verbal consent to participate in the study. The two trainees who declined 
to consent were within O&G and were near achieving their CCT. Verbal consent from these 
groups was sought before each round of recruitment in that specialty or when an individual 
entered the specialty if this occurred part-way through the recruitment round. Four clinical 
supervisors (two in orthopaedics, one in cardiac surgery and one in colorectal surgery) did not 
go on to undertake any assessments because of logistical reasons which have been identified 
above. Six trainees (two in orthopaedics and one in colorectal, one in cardiac and two in upper 
GI surgery) did not go on to be assessed, also for logistical reasons. All anaesthetists, nurses 
and surgical-care practitioners (SCPs) working within the operating theatres were given prior 
information about the study and invited to participate. Individual assessors were approached 
for verbal consent as far in advance of their first case as possible. However, these professional 
groups sometimes rotated through the operating theatres in an unpredictable manner and it was 
not always possible to seek consent until the morning of the list. Owing to the large numbers 

TABLE 5  Numbers of patients consented and included per specialty

Cardiac Colorectal Upper GI Orthopaedic O&G Vascular All specialties

Patients 
consented

55 28 78 52 243 102 558

Patients included 40 25 62 36 183 91 437

Patients not 
included

15 3 16 16 60 11 121

FIGURE 6  Percentage of included versus non-included cases for each surgical specialty.
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of personnel within these groups, verbal consent was sought only from those individuals 
attached to the relevant operating lists and not from all potential recruits as was the case with 
clinical supervisors and trainees. No nurses and only one anaesthetist who were approached 
to participate declined to do so. Numbers of non-recruited anaesthetists and nurses were not 
recorded. Demographic information was not collected for any non-participant assessors or 
trainees as they had not given consent for us to do so.

Surgical cases
Fifty-one clinical supervisors, 56 anaesthetists, 39 scrub nurses, two SCPs and four independent 
assessors provided 1635 assessments on 85 trainees undertaking 437 cases. The distribution of 
assessments for these surgical cases using the three assessment tools is shown in Table 6. A total 
of 749 PBAs, 695 NOTSS assessments and 191 OSATS were performed. There are many more 
assessments than cases owing to the multiple assessments provided by different assessor groups. 
In addition, the independent assessor completed an OSATS/PBA and NOTSS assessment on 
many occasions. Independent assessor (IA)1 completed more than one assessment tool in 75% of 
cases, IA2 in 73% of cases and IA3 in 86% of cases.

Study context

Assessor and trainee demographics
Surgical trainee demographics
Of 85 surgical trainees, 82 provided almost complete demographic data (98% response rate) and 
there are some data for all trainees. The descriptive statistics are presented as a proportion of 
those who responded (this is also the case for presentation of the assessor demographic data). 
The greatest share of trainees were from O&G (38%), while the remaining trainees were fairly 
evenly split between the other five surgical specialties (Figure 8).

The trainees’ demographics are summarised in Table 7 and illustrated in Figures 9–13. 
The majority of all trainees were male (65%). Male gender predominated in all specialties 

FIGURE 7  Reasons for lost assessment cases.

n = 4

n = 1
n = 1 n = 1

n = 12

n = 10
n = 27

n = 22

No trainee
Case performed by clinical 
supervisor
No time for training
Patient cancelled
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changed
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Anaesthetist unwilling
No consultant
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(67%–100%), with the exception of O&G, where 78% were female; 100% of all trainees in cardiac 
and orthopaedic specialties were male.

Half of all trainees graduated in the UK (51%), although the proportion of UK and non-UK 
graduates in each specialty differed substantially. Colorectal and orthopaedic specialties had 
a large majority of UK graduates (both 78%), whereas cardiac trainees were predominantly 
non-UK graduates (89%) with the highest median for number of years of non-UK surgical 
training.

The most experienced trainees, in terms of age, total years of surgical training and total number 
of index procedures previously performed, were from the cardiac and orthopaedic specialties. 
Trainees in vascular surgery had the greatest range in years of total and non-UK surgical training 

TABLE 7  Trainee demographics by surgical specialty

Cardiac Colorectal Upper GI Orthopaedic O&G Vascular

Total number Frequency 10 9 13 9 33 11

% 12 10.5 15 10.5 39 13

Number males Frequency 10 6 12 9 9 9

% 100 67 92 100 28 90

Age (years) Median 37 33 33 35 32 34

Range 28–45 28–39 27–43 34–40 25–40 27–46

UK graduate Frequency 1 7 9 7 13 6

% 10 78 69 78 41 60

ST level Median 8 3 3 8 3 3

Range 3–8 3–8 1–7 3–8 0–7 2–7

Total years’ surgical 
training

Median 11 6 9 9 5.5 6

Range 4–17 2–13 0–14 4–18 0–15 2–19

Years’ UK surgical 
training

Median 11 6 4 9 3 5

Range 1–13 2–12 0.2–12 4–12 0.5–9 2–10

Years’ non-UK 
surgical training

Median 3 2.5 0 0 0 0

Range 0–6 1–4 0–7 0–7 0–6 0–9

Total index 
procedures

Median 57.5 7 30 116 46 3.5

Range 0–450 0–54 0–200 5–350 0–400 0–500

Recent index 
procedures

Median 13.5 4 17.5 15 10 1.5

Range 0–60 1–10 0–58 3–60 0–45 0–20

Cardiac
12%

Vascular
13%

Colorectal
11%

Upper GI
15%

Orthopaedic
11%

O&G
38%

FIGURE 8  Proportion of trainees in each surgical specialty.
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FIGURE 9  Percentage of male and female trainees by surgical specialty.

FIGURE 10  Percentage of UK and non-UK graduates by surgical specialty.

FIGURE 11  Median age (years) and ST level of trainees by surgical specialty.

FIGURE 12  Medians for total years of surgical training, UK surgical training and non-UK surgical training by surgical 
specialty.
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(2–19 years and 0–9 years respectively) and the greatest range of previous total number of index 
procedures performed (0–500).

All levels of ST were represented within the trainees recruited across the study. The highest 
median ST level was within cardiac and orthopaedic specialties.

The spread of trainees according to their year of ST within each of the surgical specialties is 
presented in Figure 14. The percentage of trainees at each ST level is presented in Figure 15. The 
greatest percentage of trainees was at either a junior level (ST2 or ST3) or a senior level (ST7 and 
ST8), reflecting the tertiary referral centre/teaching hospital setting for the study.

FIGURE 13  Medians for total number and number of recently performed index procedures prior to taking part in the 
study by surgical specialty.
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FIGURE 14  Trainees by specialty and year of training.

FIGURE 15  Percentage of trainees at each ST level.
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Clinical supervisor demographics
Of 51 clinical supervisors, 50 provided almost complete demographic data (98% response rate) 
and there are some data for all clinical supervisors. The greatest share of clinical supervisors were 
from O&G (37%), while the remainder were fairly evenly split between the other five surgical 
specialties (Figure 16).

The majority of clinical supervisors were male (90%) and were UK graduates (78%). There was 
a broad age range across the specialties (37–61 years), although the median age was similar 
within each specialty (45–48 years). There was also a broad range of experience (1–26 years) 
across all specialties. The median years of experience was highest in O&G (13 years) and cardiac 
(10.5 years) and lowest in upper GI (5 years). Six senior trainees acted as assessors in a small 
number of cases (n = 15, 3% of total). Their demographic data are not included in Table 8 but 
rather in the demographic data for trainees.

Independent assessor demographics
The demographic information for the four independent assessors was:

■■ IA1  an SCP of 4 years’ experience who was a 37-year-old female UK graduate
■■ IA2  a consultant vascular surgeon of 17 years’ experience who was a 51-year-old male UK 

graduate
■■ IA3  an ST4 trainee in O&G who was a 29-year-old female UK graduate

FIGURE 16  Percentage of clinical supervisors in each surgical specialty.

Cardiac
12%

Vascular
18%

Colorectal
9%

Upper GI
14%

Orthopaedic
10%

O&G
37%

TABLE 8  Clinical supervisor demographics by surgical specialty

Cardiac Colorectal Upper GI Orthopaedic O&G Vascular

Total number of 
clinical supervisors

Frequency 6 5 7 5 19 9

% 12 9.5 14 9.5 37 18

Age (years) Median 47 48 45 45 47 45

Range 43–53 43–61 38–60 39–51 37–60 40–52

Number males Frequency 6 3 7 5 13 9

% 100 75 100 100 76 100

UK graduate Frequency 5 3 6 5 12 7

% 83 75 100 100 63 78

Experience (years 
as a consultant)

Median 10.5 6.5 5 9 13 8

Range 8–18 2–8 1–26 3–16 1–25 1–17
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■■ IA4  an ST2 trainee in vascular surgery who was a 33-year-old male non-UK graduate.

Anaesthetist demographics
Of 56 anaesthetists, 48 provided almost complete demographic data (86% response rate). They 
had a median age of 41 years (range 27–57 years) and 73% were male. Eighty-eight per cent were 
UK trained and they had a median of 8 years’ experience as a consultant (range 0–27 years).

Scrub nurse and SCP demographics
Of 39 scrub nurses, 33 provided almost complete demographic data (85% response rate). They 
had a median age of 39 years (range 26–58 years) and 18% were male. Eighty-two per cent were 
UK trained and they had a median of 10 years’ experience as a scrub nurse (range 1–38 years).

The two SCPs who provided NOTSS assessments were both UK-trained males. They were 33 and 
51 years old and had 4 and 8 years’ SCP experience respectively.

Cases and outcomes

Table 9 displays the ASA grade and some important intra- and postoperative outcome data 
for the surgical cases included within the study. The intra- and postoperative data are almost 
complete for all of the 437 cases. Blood loss was not available for aortic valve replacement (AVR) 
procedures because of the difficulties of estimating blood loss for some cardiac procedures.

The data show the anticipated patterns. The different surgical specialties have different profiles 
with respect to the comorbidity of patients and the complexity of surgery. These more complex 
operative cases on more dependent patients typify the index cases within cardiac, vascular and 
colorectal specialties, while upper GI and O&G specialties include fewer high-risk index cases 
on fitter patients. Coronary artery bypass grafting had the longest median operating time and 
evacuation of the uterus the shortest. Aortic aneurysm repair had the highest median blood loss 
while hernia repairs had the lowest.

There is a large range in the length of operations, which is influenced by case complexity as well 
as surgical skill/aptitude. Longer and higher blood loss operations on more dependent patients 
are associated with greater lengths of hospital stay and a greater likelihood of HDU/ICU stay 
and postoperative complications. As expected, cardiothoracic and vascular cases were associated 
with the greatest number of HDU/ICU stays and postoperative complications. Patients in 
O&G, who are often young and fit, tolerate surgery well and have a short length of hospital stay. 
There are some notable exceptions with respect to postoperative stay: for orthopaedic patients, 
postoperative rehabilitation increased postoperative stay in excess of the surgical recovery time.

Experience and training in use of the study tools

All participants were asked to report their prior experience with the relevant assessment tool, 
either for the purpose of assessing and providing feedback in the case of the study assessors or for 
being assessed and receiving feedback for the surgical trainees. All assessors received face-to-face 
training supported by written and/or e-mail information packs from the research team before 
their involvement in the study. Participants’ perspectives on the adequacy of the training they 
received, either through their involvement in the study or from other training avenues, were 
addressed within the questionnaires.

The descriptive statistics for experience and training are all presented as a proportion of those 
who responded.
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Procedure-based assessment – prior experience
Procedure-based assessment questionnaires were given to all clinical supervisors and trainees in 
the six surgical specialties. Questions relating specifically to previous experience with the PBA tool 
were excluded from questionnaires for O&G clinical supervisors and trainees. PBA was introduced 
to O&G for the purposes of our study. Therefore, they would not have used the tool before.

Twenty-eight of the 38 non-O&G clinical supervisors (response rate 74%) provided almost 
complete responses about their prior experience and training in using the PBA tool for 
assessment and feedback. They reported a range of prior experience and a range of training 
(Table 10). Overall, 39% of them reported that they had not assessed trainees using PBA prior 
to their involvement in the study. However, where PBA had been used in WBA, 44% them had 
given feedback to trainees as part of the assessment process.

Forty-one of 53 non-O&G trainees (response rate 77%) provided responses about their 
experience of being assessed and receiving feedback using PBA. They reported a range of prior 
experience (Table 11). Forty-nine per cent had never previously been assessed with PBA.

Procedure-based assessment – training
Forty-four of 52 clinical supervisors (response rate 85%) provided almost complete responses 
about their PBA training. The questionnaires asked them about the types of PBA training they 
had received and the overall adequacy of this training for using PBA (Table 12). Eighty-nine per 
cent of them reported that they had undergone some form of training and 70% agreed that the 
training had been adequate. Clinical supervisors were asked about the different types of training 
received, and multiple responses were possible. Face-to-face and written information (60% of 
clinical supervisors) were the most common types of training, reflecting the training approach 
adopted by the research team, with 20% of clinical supervisors having received a combination of 
two or more types of training.

TABLE 10  Non-O&G clinical supervisors’ prior PBA experience

n %

Assessing with PBA > 15 times 2 7

6–15 times 8 29

1–5 times 7 25

Never 11 39

Giving feedback with PBA Always 12 44

Sometimes 4 15

Never 0 0

Not applicable 11 41

TABLE 11  Non-O&G trainees’ prior PBA experience 

 n %

Being assessed with PBA > 15 times 3 7

6–15 times 6 15

1–5 times 12 29

Never 20 49

Receiving feedback with PBA Always 13 32

Sometimes 9 22

Never 0 0

Not applicable 19 46
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Sixty-six out of 85 trainees (response rate 78%) provided almost complete responses about their 
PBA training (Table 13). Sixty-five per cent of them reported that they had received some form 
of training and 41% agreed that they had had adequate training. A greater proportion of trainees 
accessed the ISCP web guidance for training, although face-to-face and written information 
remained the most common types of training.

Objective Structured Assessment of Technical Skills – prior experience
Objective Structured Assessment of Technical Skills questionnaires were given to all clinical 
supervisors and trainees in O&G. As OSATS had been used informally in clinical practice for 
2 years before the study began, prior experience with OSATS was assessed according to length of 
time used.

Seventeen of 21 O&G clinical supervisors (response rate 81%) provided responses about OSATS 
(Table 14). There was high previous experience of using the OSATS tool. Only 6% of them had 
never previously assessed a trainee using OSATS prior to their involvement in the study.

TABLE 12  Clinical supervisors’ PBA training 

n %

Face to face 27 60

Video 1 2

ISCP web guidance 10 22

Written information 27 60

Combination of methods 9 20

None 5 11

TABLE 13  Trainees’ PBA training 

n %

Face to face 19 31

Video 0 0

ISCP web guidance 16 25

Written information 15 24

Combination of methods 10 15

None 23 35

Missing/blank 19 23

TABLE 14  O&G clinical supervisors’ prior OSATS experience 

n %

Assessing > 2 years 2 12

1–2 years 6 35

Since 1 August 2007 8 47

Never 1 6

Giving feedback Always 5 29

Mostly 7 41

Sometimes 4 24

Never 0 0

Not applicable 1 6
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Twenty-eight of 33 O&G trainees using OSATS (response rate 85%) provided responses about the 
method (Table 15). They reported similarly substantial experience in previous use of OSATS to 
their O&G clinical supervisors, with only 4% never having been assessed with OSATS before.

Objective Structured Assessment of Technical Skills – training
Sixty-four per cent of O&G clinical supervisors who responded were satisfied with their training 
in the use of the OSATS tool (Table 16). This is similar to the proportion of the total clinical 
supervisor cohort who were satisfied with their training in the use of PBA (70%).

The O&G trainees were less satisfied than their O&G clinical supervisors with training for the 
use of OSATS (43% vs 64%) (Table 17). This is also similar to the proportion of the total trainee 
cohort who were satisfied with their training in the use of PBA (41%). Both groups had accessed 
similar training methods, and the same proportion of both groups (29%) had used a combination 
of training methods.

Non-technical Skills for Surgeons
Non-technical Skills for Surgeons questionnaires were given to all anaesthetist and scrub nurse 
assessors. NOTSS assessments are not in current training use and therefore questions regarding 
prior experience with this tool were not relevant. The training methods outlined reflect the 
training received for the study’s purpose alone.

Thirty of 56 anaesthetists (response rate 54%) provided responses about the NOTSS tool. The 
anaesthetists reported a range of perceived training (Table 18). Responses on whether the 
adequacy of training was sufficient were evenly divided between agreement and disagreement.

TABLE 15  O&G trainees’ prior OSATS experience 

n %

Being assessed > 2 years 6 21

1–2 years 10 36

Since 1 August 2007 11 39

Never 1 4

Getting feedback Always 1 4

Mostly 19 68

Sometimes 7 25

Never 0 0

Not applicable 1 4

TABLE 16  O&G clinical supervisors’ OSATS training

n %

Reported training activity Face to face 4 24

Training workshop 6 35

RCOG web guidance 2 12

A combination 5 29

Response to question: ‘I have had 
sufficient training’

Strongly agree 5 29

Agree 6 35

Neither agree or disagree 4 24

Disagree 2 12

Strongly disagree 0 0



46 Results

Twenty-six of 39 nurses (response rate 67%) provided almost complete responses about using 
NOTSS. They reported a range of perceived training (Table 19). Eighty-four per cent of them 
reported having received face-to-face training compared with 63% of anaesthetists. The majority 
of them (82%) felt that the NOTSS training received was adequate compared with 47% of 
anaesthetists.

User satisfaction and acceptability

All participants were asked to report their satisfaction with and acceptability of the tools that they 
used as part of the study. A postrecruitment structured questionnaire was used for this purpose. 
The descriptive statistics for user satisfaction and acceptability are all presented as a proportion of 
those who responded.

Procedure-based assessment user satisfaction and acceptability
Forty-four of 52 clinical supervisors (response rate 85%) provided almost complete responses 
about their satisfaction with the PBA assessment and feedback process. They provided mixed, 
but predominantly positive, responses about the use of the PBA tool (Table 20). The majority of 
them agreed or strongly agreed that PBA was valuable as a tool for providing feedback (77%), 
for formative assessment (72%), for summative assessment (68.5%), and to support reflective 
practice (63%). Of those clinical supervisors who strongly disagreed or disagreed that PBA was 
a valuable tool for assessment, more disagreed that it was useful in summative assessment than 
formative assessment (15.5% vs 6%).

TABLE 17  O&G trainees’ OSATS training

n %

Reported training activity Face to face 8 29

Training workshop 4 14

RCOG web guidance 6 21

A combination 8 29

None/other 2 7

Response to question: ‘I have had 
sufficient training’

Strongly agree 0 0

Agree 12 43

Neither agree or disagree 7 25

Disagree 4 14

Strongly disagree 5 18

TABLE 18  Anaesthetists’ NOTSS training

n %

Reported training activity Face to face 12 40

NOTSS booklet 7 23

A combination 7 23

None 4 13

Response to question: ‘I have had 
sufficient training’

Strongly agree 2 7

Agree 12 40

Neither agree or disagree 2 7

Disagree 13 43

Strongly disagree 1 3
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Clinical supervisors were asked to report their opinions of PBA based upon personal use of 
the tool. A categorical scale from 0 to 10 was used for these questions where 0 was ‘not at all’, 
5 was ‘moderately’ and 10 was ‘very much’ (Table 21 – median scores are shaded). The clinical 
supervisors’ overall satisfaction with PBA was moderately good. They reported that they thought 
trainees found their feedback moderately useful (median score 6, interquartile range 5–7). The 
extent to which PBA enhanced their ability to assess was reported as moderate (median score 5, 
interquartile range 4–7), although 7% reported that it did not help them at all to assess trainees 
(score 0). Most clinical supervisors felt comfortable reporting their concerns about a trainee’s 
surgical skills on a PBA form (median score 7, interquartile range 4.5–8). Two questions were 
asked only of non-O&G clinical supervisors, for whom PBA is the current WBA tool within 
the ISCP. These questions related to the role of PBA in surgical education and whether the 
clinical supervisor would use PBA in the future if given the choice. The majority of non-O&G 
clinical supervisors felt that PBAs were moderately important in surgical education (median 
score 6, interquartile range 5–7). However, there was a wide range of opinion as to whether, if 
given the choice, they would use PBA in the future (median score 6, interquartile range 3.5–8). 
The majority (68%) felt that they were more likely than not to choose to use PBA in the future 
(scores ≥ 5).

Sixty-six of 85 trainees (response rate 78%) provided almost complete responses about their 
satisfaction with PBA and its feedback process. They provided mixed, but predominantly positive, 
responses about the use of the PBA tool (Table 22). The majority of trainees agreed that PBA was 
useful for providing feedback (88%), for formative assessment (72%), for summative assessment 
(64%), and to support reflective practice (74%). In contrast to clinical supervisor responses, 
there was slightly more agreement/strong agreement among trainees for the use of PBA as a 
formative assessment than for its use as a summative assessment (72% vs 64%). In keeping with 

TABLE 19  Scrub nurses’ NOTSS training

n %

Reported training activity Face to face 18 69

NOTSS booklet 2 8

A combination 4 15

None 2 8

Response to question: ‘I have had 
sufficient training’

Strongly agree 0 0

Agree 18 82

Neither agree or disagree 0 0

Disagree 4 18

Strongly disagree 0 0

TABLE 20  Clinical supervisors’ opinions on the value of the PBA tool (n, %)

Response to questionnaire statements
Strongly 
disagree Disagree

Neither agree 
nor disagree Agree Strongly agree

PBAs are a useful tool for providing 
feedback after an operation

0 3 8 29 4

0% 7% 18% 66% 9%

PBAs are a valuable formative 
assessment tool

0 2 7 21 2

0% 6% 22% 66% 6%

PBAs are a valuable summative 
assessment tool

1 4 5 18 4

3% 12.5% 16% 56% 12.5%

PBAs are a useful tool to support 
reflective practice or to provide insight

0 3 12 23 5

0% 7% 27% 52% 11%
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clinical supervisors’ responses, more trainees disagreed or strongly disagreed with the use of PBA 
for summative assessment than for formative assessment (16% vs 8%). A greater proportion of 
trainees than clinical supervisors felt that PBA was useful for providing feedback (88% vs 77%) 
and to support reflective practice (74% vs 63%).

Trainees were also asked to report their opinions of PBA, based upon personal use of the tool 
(Table 23 – median scores are shaded). Trainees reported that they found the feedback provided 
by the clinical supervisors moderately to very useful (median score 7, interquartile range 6–8). 
The extent to which trainees felt that PBA had enhanced the ability of their clinical supervisors 
to assess them was reported as moderate (median score 6, interquartile range 4.5–7), although 
6% of trainees felt that it did not help their clinical supervisors at all to assess them (score 0). 
Most trainees, like the clinical supervisors, felt comfortable with clinical supervisors reporting 
their concerns about a trainee’s surgical skills on a PBA form (median score 7, interquartile range 
5–8). Non-O&G trainees were asked the same two additional questions as non-O&G clinical 
supervisors. The majority of non-O&G trainees felt that PBA was moderately to very important 
in surgical education (median score 7, interquartile range 5–8). The vast majority of trainees 
(84% with scores ≥ 5) reported that, if given the choice, they would be likely to choose to use PBA 
in the future (median score 8, interquartile range 6–9).

Key differences in the responses of clinical supervisors and trainees regarding their experiences 
in using PBA are illustrated by box-plots (Figures 17–20), with median scores displayed by a 

TABLE 21  Clinical supervisors’ opinions on their use of PBA (medians shaded) (n, %) 

Response to questions

Not at all	 	 Moderately	 	 Very much

0 1 2 3 4 5 6 7 8 9 10

How useful do you think your trainees found 
the feedback you gave in these sessions? 

0 0 1 2 0 11 11 9 5 4 1

0% 0% 2% 5% 0% 25% 25% 20% 11% 9% 2%

To what extent do you think PBA enhances 
your ability to assess your trainees? 

3 0 3 4 6 8 5 9 6 0 0

7% 0% 7% 9% 14% 18% 11% 20% 14% 0% 0%

How comfortable do you feel recording 
on a PBA that you have concerns about a 
trainee? 

0 1 2 3 5 6 0 6 12 4 5

0% 2% 5% 7% 11% 14% 0% 14% 27% 9% 11%

How important do you think PBAs are in 
surgical education? 

1 0 0 3 2 7 6 5 2 1 0

4% 0% 0% 11% 7% 26% 22% 19% 7% 4% 0%

How likely is it that you would use PBAs in 
the future if given the choice? 

3 0 1 3 2 3 4 2 5 0 5

11% 0% 4% 11% 7% 11% 14% 7% 18% 0% 18%

TABLE 22  Trainees’ opinions on the value of the PBA tool (n, %)

Response to questionnaire 
statements

Strongly 
disagree Disagree

Neither agree 
nor disagree Agree Strongly agree

PBAs are a useful tool for providing 
feedback after an operation

0 5 3 45 12

0% 8% 5% 69% 19%

PBAs are a valuable formative 
assessment tool

1 3 10 31 5

2% 6% 20% 62% 10%

PBAs are a valuable summative 
assessment tool

2 6 10 30 2

4% 12% 20% 60% 4%

PBAs are a useful tool to support 
reflective practice or to provide insight

2 4 11 39 9

3% 6% 17% 60% 14%
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vertical black line, the interquartile range of scores by the grey box and the range of scores by 
the horizontal whisker lines, with outliers identified as small numbered circles. There were 
differences of opinion regarding the value of the PBA feedback process, with trainees finding 
the feedback provided more useful than the clinical supervisors themselves felt it was useful to 
trainees. Trainees also perceived that PBA enhanced the process of assessing surgical skills more 
than clinical supervisors did. Trainees placed more value upon the importance of PBA within 
surgical education than did clinical supervisors. The most striking difference of opinion was 
regarding the likelihood of choosing to continue using PBA in the future as a method of assessing 
surgical skills.

Objective Structured Assessment of Technical Skills user satisfaction and 
acceptability

Seventeen of 20 O&G clinical supervisors using OSATS (response rate 85%) provided almost 
complete responses about their satisfaction with OSATS and its feedback process. They provided 
predominantly positive responses about the use of the OSATS tool, but the greatest number of 

TABLE 23  Trainees’ opinions on their use of PBA (medians shaded) (n, %) 

Response to questions

Not at all	 	 Moderately	 	 Very much

0 1 2 3 4 5 6 7 8 9 10

How useful did you find the feedback given 
to you in these sessions? 

0 0 0 2 3 5 7 21 18 7 2

0% 0% 0% 3% 5% 8% 11% 32% 28% 11% 3%

To what extent do you think PBA enhances 
your trainer’s ability to assess you? 

4 1 5 4 2 7 12 16 8 4 1

6% 2% 8% 6% 3% 11% 19% 25% 13% 6% 2%

How comfortable do you feel about a trainer 
recording on a PBA that they have concerns 
about a trainee? 

0 3 0 6 4 13 4 12 10 6 6

0% 5% 0% 9% 6% 20% 6% 19% 16% 9% 9%

How important do you think PBAs are in 
surgical education? 

2 1 1 5 2 13 7 15 13 3 3

3% 2% 2% 8% 3% 20% 11% 23% 20% 5% 5%

How likely is it that you would use PBA in 
the future if given the choice? 

3 1 0 3 9 3 4 6 8 4 9

7% 2% 0% 7% 9% 7% 10% 15% 20% 10% 22%

FIGURE 17  Comparing clinical supervisors’ and trainees’ opinion of the usefulness of feedback with PBA.

Trainee

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all
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negative responses were over its summative use (Table 24). The majority of them felt that OSATS 
was valuable as a tool for providing feedback (88%), for formative assessment (76%), for summative 
assessment (59%), and to support reflective practice (71%). There was a clear difference in 
agreement or strong agreement for the use of the OSATS tool as either a formative or a summative 
assessment (76% vs 59%), with more trainers disagreeing or strongly disagreeing with the use of 
OSATS as a summative assessment than as a formative assessment (24% vs 6%). In addition, the 
majority who responded felt that OSATS did not add time to their operating list (66%).

Overall, O&G clinical supervisors’ satisfaction with OSATS was moderately good (Table 25). 
Clinical supervisors reported the extent to which OSATS enhanced their ability to assess as 
moderately good (median score 7, interquartile range 5–7). Their overall satisfaction with 
OSATS as an assessment tool was moderately good (median score 7, interquartile range 4.5–7.5). 
However, the 15 O&G clinical supervisors who had used both OSATS and PBA expressed a 
slightly greater overall satisfaction with PBA as an assessment tool (median score 7, interquartile 

FIGURE 18  Comparing clinical supervisors’ and trainees’ opinion of enhancement of the assessment process with PBA.

Trainee 20

633252

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all

FIGURE 19  Comparing clinical supervisors’ and trainees’ opinion of the importance of PBA in surgical education.

Trainee 52

5

63

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all
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range 5–9). In response to the direct question ‘Do you prefer OSATS or PBA?’, five (29%) 
preferred PBA, two (12%) preferred OSATS and 10 (59%) expressed no preference.

Twenty-eight of 33 O&G trainees using OSATS (response rate 85%) provided almost complete 
responses about their satisfaction with OSATS and its feedback process. They provided mixed 

FIGURE 20  Comparing clinical supervisors’ and trainees’ opinion of the likelihood of using PBA in the future if given 
the choice.

Trainee 32
6354 81

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all

TABLE 24  O&G clinical supervisors’ opinions on the value of the OSATS tool (n, %)

Response to questionnaire statements
Strongly 
disagree Disagree

Neither agree 
nor disagree Agree Strongly agree

OSATS is a useful tool for providing 
feedback after an operation

0 0 2 13 2

0% 0% 12% 76% 12%

OSATS is a valuable formative assessment 
tool

1 0 3 12 1

6% 0% 18% 70% 6%

OSATS is a valuable summative 
assessment tool

2 2 3 10 0

12% 12% 18% 59% 0%

OSATS is a useful tool to support reflective 
practice or to provide insight

0 1 4 11 1

0% 6% 24% 65% 6%

TABLE 25  O&G clinical supervisors’ opinions on their use of OSATS (medians shaded) (n, %) 

Response to questions

Not at all	 	 Moderately	 	 Very much

0 1 2 3 4 5 6 7 8 9 10

To what extent do you think OSATS 
enhances your ability to assess your 
trainees?

0 1 0 1 0 4 1 7 3 0 0

0% 6% 0% 6% 0% 24% 6% 41% 18% 0% 0%

I am satisfied with OSATS as an 
assessment tool

0 0 1 1 2 2 1 6 4 0 0

0% 0% 6% 6% 12% 12%  6% 35% 24% 0% 0%

I am satisfied with PBA as an assessment 
tool

0 0 0 0 0 4 2 2 3 4 0

0% 0% 0% 0% 0% 27% 13% 13% 20% 27% 0%
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responses about the use of OSATS (Table 26), which were less positive than those of their clinical 
supervisors. Similarly to the clinical supervisors’ responses, the greatest number of negative 
responses related to its summative use. The only response that was answered positively by the 
majority of trainees (83%) was regarding the value of OSATS in providing feedback after an 
operation. Fifty per cent were of the opinion that OSATS is valuable as a formative assessment 
tool and 36% as a summative assessment tool. Almost half (46%) felt OSATS was a useful tool to 
support reflective practice.

The overall satisfaction of O&G trainees with OSATS was not particularly high (Table 27). The 
extent to which trainees felt that OSATS had enhanced the ability of their clinical supervisor to 
assess them was reported as moderate (median score 6, interquartile range 5–7). Their overall 
satisfaction with OSATS as an assessment tool was just moderate (median score 5, interquartile 
range 3.25–6.75). Directly comparing the overall satisfaction of trainees with clinical supervisors, 
43% versus 65%, respectively, were satisfied with OSATS as an assessment tool (scores ≥ 6). 
However, the 24 trainees who had used both OSATS and PBA expressed a greater overall 
satisfaction with PBA as an assessment tool (median score 6.5, interquartile range 4–7.75). 
In response to the direct question ‘Do you prefer OSATS or PBA?’, 11 (39%) preferred PBA, 
five (18%) preferred OSATS and 12 (43%) expressed no preference.

Key differences in the responses of clinical supervisors and trainees regarding their experiences 
in using OSATS are illustrated in box-plots (Figures 21–23). Clinical supervisors perceived that 
OSATS enhanced the process of assessing surgical skills more than trainees. In addition, clinical 

TABLE 26  O&G trainees’ opinions on the value of the OSATS tool (n, %)

Response to questionnaire statements
Strongly 
disagree Disagree

Neither agree 
nor disagree Agree Strongly agree

OSATS is a useful tool for providing 
feedback after an operation

0 1 4 22 1

0% 4% 14% 79% 4%

OSATS is a valuable formative assessment 
tool

0 6 8 14 0

0% 21% 29% 50% 0%

OSATS is a valuable summative 
assessment tool

2 8 8 10 0

7% 29% 29% 36% 0%

OSATS is a useful tool to support reflective 
practice or to provide insight

1 4 10 13 0

4% 14% 36% 46% 0%

TABLE 27  O&G trainees’ opinions on their use of OSATS (medians shaded) (n, %)

Response to questions

Not at all	 	 Moderately	 	 Very much

0 1 2 3 4 5 6 7 8 9 10

To what extent do you think OSATS 
enhances the ability of your clinical 
supervisor to assess you?

0 0 2 2 1 8 5 6 4 0 0

0% 0% 7% 7% 4% 29% 18% 21% 14% 0% 0%

I am satisfied with OSATS as an 
assessment tool

0 1 2 4 1 8 5 4 3 0 0

0% 4% 7% 14% 4% 29%  18% 14% 11% 0% 0%

I am satisfied with PBA as an assessment 
tool

0 1 1 2 3 1 4a 6a 5 1 0

0% 4% 4% 8% 13% 4% 17% 25% 21% 4% 0%

a	 Median score 6.5.
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supervisors expressed greater overall satisfaction than trainees with both OSATS and PBA as 
assessment tools. The O&G pattern of responses for OSATS, with O&G clinical supervisors’ user 
satisfaction greater than that of O&G trainees, contrasts with the PBA user satisfaction results, in 
which non-O&G trainees reported greater satisfaction with PBA than their clinical supervisors.

Non-technical Skills for Surgeons user satisfaction and acceptability
Thirty of 56 anaesthetists (response rate 54%) provided almost complete responses about the 
NOTSS tool (Table 28). More agreed that they were able to easily assess interpersonal skills 
than cognitive skills using NOTSS (60% vs 27%). A majority agreed that the tool was useful for 
reflection (73%) and that it added value to the use of surgical skill assessments (60%). All of 
the 46% of anaesthetists who responded to this question felt NOTSS was useful for providing 
feedback. However, they were evenly split on whether or not it would enhance patient safety. 

FIGURE 21  Comparing O&G clinical supervisors’ and trainees’ opinion of enhancement of the assessment process with 
OSATS.

FIGURE 22  Comparing O&G clinical supervisors’ and trainees’ opinion of overall satisfaction with OSATS as an 
assessment tool.

Trainee

1
Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all

Trainee

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all
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Only one anaesthetist felt that using NOTSS added too much time to the list, but anaesthetists 
declined to complete a NOTSS form on some occasions because they said they were too occupied 
with their clinical duties at the beginning of the procedure.

Twenty-six of 39 nurses (response rate 67%) provided complete responses about using NOTSS 
(Table 29). Almost all of them agreed that NOTSS is a valuable tool for reflective practice (96%) 
and a large majority saw its value as an adjunct to surgical skill assessments (81%). A large 
majority of nurses perceived that they were able to easily assess interpersonal and cognitive 

FIGURE 23  Comparing O&G clinical supervisors’ and trainees’ opinion of overall satisfaction with PBA as an 
assessment tool.

Trainee

Clinical supervisor

Moderately Very much

0 1 2 3 4 5 6 7 8 9 10

Not at all

TABLE 28  Anaesthetists’ opinions on their use of NOTSS (n, %)

Response to questionnaire statements No response
Strongly 
disagree Disagree

Neither 
agree nor 
disagree Agree

Strongly 
agree

NOTSS provides a common language to 
discuss non-technical skills

0 0 1 8 17 4

0% 0% 3% 27% 57% 13%

It was easy to rate cognitive skills 
(situation awareness, decision-making)

0 0 12 10 8 0

0% 0% 40% 33% 27% 0%

It was easy to rate interpersonal skills 0 0 4 8 18 0

0% 0% 13% 27% 60% 0%

Using NOTSS added too much time to 
my list

0 5 16 8 0 1

0% 17% 53% 27% 0% 3%

NOTSS is a useful tool to support 
reflective practice or to provide insight

0 0 0 8 19 3

0% 0% 0% 27% 63% 10%

NOTSS is a valuable adjunct to tools that 
assess surgical skills, e.g. PBA, OSATS

2 0 0 10 17 1

7% 0% 0% 33% 57% 3%

Routine use of the NOTSS system will 
enhance safety in the operating theatre

1 1 8 12 8 0

3% 3% 27% 40% 27% 0%

NOTSS provides useful feedback for the 
trainee

16 0 0 0 10 4

53% 0% 0% 0% 33% 13%
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skills (92% and 85% respectively). This was noticeably different from the anaesthetists where 
the proportion was 60% and 27% respectively for being easily able to assess interpersonal and 
cognitive skills. Sixty-five per cent of nurses felt that NOTSS would enhance patient safety. 
However, four scrub nurses felt that NOTSS assessments added too much time to their lists.

Reliability

Assessment ratings for assessment tools
In order to make it possible to appreciate the results, we have summarised the structure and 
rating profile of each tool.

Procedure-based assessment rating profile
The PBA instrument consists of a checklist of up to 62 items, each of which may be scored 
as ‘performed to a satisfactory standard for CCT’, ‘development required’, or ‘not observed/
not appropriate’. The items are clustered into the domains of ‘consent’, ‘preoperative planning’, 
‘preoperative preparation’, ‘exposure and closure’, ‘intraoperative technique’ and ‘postoperative 
management’. Each of the 15 index procedures has a different number and variety of task-
specific items, so comparison at the item level is not possible. The structured checklist is 
therefore presented as the adjusted total item score (ATIS). This is a proportion of the perfect 
score of 1, based on the mean of the completed/appropriate items by converting satisfactory 
to 1 and development required to 0. In addition, assessors make a summary global assessment 
of progression towards independent practice. This is presented as the level, whereby level 1 
is unable to perform the procedure, or unable to perform that part of the procedure that was 
observed, under supervision; level 2 is able to perform the procedure under supervision; level 3 
is able to perform the procedure with minimum supervision (needed occasional help) and level 
4 is competent to perform the procedure unsupervised (could deal with any complications that 
arose).

TABLE 29  Scrub nurses’ opinions on their use of NOTSS (n, %)

Response to questionnaire statements No response
Strongly 
disagree Disagree

Neither 
agree nor 
disagree Agree

Strongly 
agree

NOTSS provides a common language to 
discuss non-technical skills

0 0 0 4  22 0

0% 0% 0% 15% 85% 0%

It was easy to rate cognitive skills 
(situation awareness, decision making)

0 0 2 2 20 2

0% 0% 8% 8% 77% 8%

It was easy to rate interpersonal skills 
(communication and teamwork, leadership)

0 0 1 1 22 2

0% 0% 4% 4% 85% 8%

Using NOTSS added too much time to 
my list

0 4 9 9 4 0

0% 15% 35% 35% 15% 0%

NOTSS is a useful tool to support 
reflective practice or to provide insight

0 0 0 1 19 6

0% 0% 0% 4% 73% 23%

NOTSS is a valuable adjunct to tools that 
assess surgical skills, e.g. PBA/OSATS

0 0 0 5 19 2

0% 0% 0% 19% 73% 8%

Routine use of the NOTSS system will 
enhance safety in the operating theatre

0 0 1 8 12 5

0% 0% 4% 31% 46% 19%

NOTSS provides useful feedback for the 
trainee

1 0 0 0 21 4

4% 0% 0% 0% 81% 15%
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Objective Structured Assessment of Technical Skills rating profile
The OSATS instrument consists of three parts. Part 1 contains a checklist of up to 17 tasks unique 
to each index procedure. Each task may be scored as ‘performed independently’ (1), ‘needs 
help’ (0) or ‘not applicable’. The checklist is presented as the adjusted total task score (ATTS) – 
calculated in exactly the same way as the ATIS for PBA as a proportion of 1. Part 2 is a generic 
assessment with eight global dimensions of performance:

1.	 ‘respect for tissue’
2.	 ‘time, motion and flow of operation and forward planning’
3.	 ‘knowledge and handling of instruments’
4.	 ‘suturing and knotting skills as appropriate for the procedure’
5.	 ‘technical use of assistants’
6.	 ‘relations with patient and the surgical team’
7.	 ‘insight/attitude’
8.	 ‘documentation of procedures’.

Each generic skill may be assessed at one of three levels (0, 1, 2) based on behaviourally anchored 
descriptors of performance. The generic section is presented as the adjusted total generic score 
(ATGS), based on the mean of the completed elements out of a perfect score of 2. In Part 3 the 
assessor is required to provide a ‘pass/fail’ judgement by which the trainee has ‘achieved’ (1) or 
‘failed to achieve’ (0) the OSATS competency. According to the guidance material for OSATSs, 
this judgement is to be based on a clear assessment algorithm that requires all checklist items 
(Part 1) to be scored ‘performed independently’ plus the general skill for ‘insight’ scored at the 
highest level of 2.

Non-technical Skills for Surgeons rating profile
The NOTSS instrument consists of four domains of performance, which are described in the 
NOTSS tool as categories. These constitute the skill categories: ‘situation awareness’, ‘decision-
making’, ‘communication/teamwork’ and ‘leadership’. Within each category there are three 
element scores, which reflect behaviours relevant to the category. There are clear positive and 
negative behavioural examples provided for each category as these are designed to assess 
separate performance domains. There is also one overall category score which is an overall expert 
judgement based upon balancing the three element scores. Each category and element may be 
scored as ‘poor’ (1), ‘marginal’ (2), ‘acceptable’ (3) or ‘good’ (4). As the instrument is clearly 
intending to measure four separate domains, each NOTSS assessment is presented as four 
separate category scores: ‘situation awareness domain score’ (SDS), ‘decision-making domain 
score’ (DDS), ‘communication/teamwork domain score’ (CDS), and ‘leadership domain score’ 
(LDS). For the purposes of this analysis a ‘global score’ (GS) was also calculated as the mean of 
the four category scores to provide a G coefficient for the tool as a whole.

These 10 possible assessment ratings across the three tools are presented as a function of 
procedure and assessor type in Table 30.

Reliability of procedure-based assessment
Tables 31 and 32 display the variance component analyses for the ATIS and the level score 
respectively. For both scores, the ‘overall’ ability of the trainee (as judged across all procedures, 
cases and assessors) makes the largest contribution to any given score (variance 33% and 36% 
respectively).

Of the two ratings, the level score appears to provide a more reliable indicator of the trainee’s 
performance than the ATIS because it highlights the trainee’s aptitude for a particular procedure 



© Queen’s Printer and Controller of HMSO 2011. All rights reserved.

57� Health Technology Assessment 2011; Vol. 15: No. 1DOI: 10.3310/hta15010

TA
B

LE
 3

0 
S

co
re

s 
fo

r 
st

ud
y 

to
ol

s 
by

 a
ss

es
so

r 
ty

pe
 fo

r 
al

l s
pe

ci
al

tie
s 

an
d 

in
de

x 
pr

oc
ed

ur
es

 

Ca
rd

ia
c

Co
lo

re
ct

al
Up

pe
r G

I
Or

th
op

ae
di

c
O&

G
Va

sc
ul

ar

M
ea

n

AVR

CABG

Anterior resection

Right hemicolectomy

Hernia

Laparoscopic 
cholecystectomy

Hip replacement

Knee replacement

Diagnostic laparoscopy

Elective caesarean

Evacuation of uterus

Urgent caesarean

Aortic aneurysm

Carotid endarterectomy

Varicose veins

PB
A 

fo
rm

AT
IS

Su
rg

eo
n

1.
0

0.
9

0.
9

0.
9

0.
7

0.
8

1.
0

1.
0

0.
8

0.
9

0.
9

0.
9

0.
8

0.
8

0.
8

0.
9

IA
1

0.
9

0.
8

0.
8

0.
8

0.
8

0.
8

0.
9

0.
9

0.
7

0.
9

0.
9

–
0.

8
0.

8
0.

7
0.

8

IA
2

–
0.

9
0.

8
0.

6
0.

7
0.

8
1.

0
0.

8
0.

8
0.

8
0.

9
–

0.
9

0.
6

0.
7

0.
8

IA
3

–
–

–
–

0.
8

0.
8

1.
0

–
0.

7
0.

9
0.

8
0.

8
–

0.
9

0.
9

0.
8

IA
4

–
–

–
–

0.
9

0.
8

–
–

–
–

–
–

–
–

–
0.

9

M
ea

n
1.

0
0.

9
0.

8
0.

8
0.

8
0.

8
1.

0
0.

9
0.

8
0.

9
0.

9
0.

9
0.

8
0.

8
0.

8
 

Le
ve

l
Su

rg
eo

n
3.

5
3.

1
2.

7
3.

0
2.

6
2.

9
3.

7
3.

3
2.

8
3.

4
3.

3
3.

3
2.

6
2.

5
2.

5
3.

0

IA
1

3.
6

3.
1

2.
6

3.
0

3.
5

3.
0

3.
7

3.
2

2.
3

3.
4

3.
0

–
2.

7
2.

6
2.

3
3.

0

IA
2

–
3.

0
2.

5
2.

0
3.

5
3.

0
4.

0
3.

0
2.

8
2.

5
3.

5
–

3.
0

2.
0

2.
5

2.
9

IA
3

–
–

–
–

3.
4

3.
1

4.
0

–
2.

7
3.

3
3.

1
3.

5
–

3.
0

3.
0

3.
2

IA
4

–
–

–
–

3.
3

3.
3

–
–

–
–

–
–

–
–

–
3.

3

M
ea

n
3.

6
3.

1
2.

6
2.

7
3.

3
3.

1
3.

9
3.

2
2.

7
3.

2
3.

2
3.

4
2.

8
2.

5
2.

6
 

NO
TS

S 
fo

rm

SD
S

An
ae

st
he

tis
t

3.
6

3.
3

3.
4

3.
3

3.
1

3.
5

4.
0

–
2.

9
3.

0
2.

9
2.

7
3.

2
3.

0
3.

2
3.

2

IA
1

3.
4

2.
8

2.
9

3.
0

2.
9

3.
1

3.
2

3.
4

2.
0

2.
9

2.
3

–
3.

1
3.

2
2.

3
2.

9

IA
2

–
3.

4
2.

4
2.

0
–

–
3.

0
3.

0
2.

5
2.

7
2.

4
–

3.
0

2.
6

2.
7

2.
7

IA
3

–
–

–
–

3.
0

2.
7

3.
5

–
2.

4
2.

8
2.

7
2.

5
–

3.
2

2.
5

2.
8

Nu
rs

e
–

2.
6

3.
5

3.
0

2.
8

3.
0

–
3.

3
3.

1
3.

1
3.

3
2.

3
3.

3
4.

0
–

3.
1

SC
P

4.
0

3.
4

–
–

–
–

–
–

–
–

–
–

–
–

–
3.

7

M
ea

n
3.

7
3.

1
3.

1
2.

8
3.

0
3.

1
3.

4
3.

2
2.

6
2.

9
2.

7
2.

5
3.

2
3.

2
2.

7

co
nt
in
ue
d



58 Results

 

Ca
rd

ia
c

Co
lo

re
ct

al
Up

pe
r G

I
Or

th
op

ae
di

c
O&

G
Va

sc
ul

ar

M
ea

n

AVR

CABG

Anterior resection

Right hemicolectomy

Hernia

Laparoscopic 
cholecystectomy

Hip replacement

Knee replacement

Diagnostic laparoscopy

Elective caesarean

Evacuation of uterus

Urgent caesarean

Aortic aneurysm

Carotid endarterectomy

Varicose veins

DD
S

An
ae

st
he

tis
t

3.
3

3.
2

3.
2

3.
2

3.
2

3.
5

–
–

2.
9

3.
0

2.
9

2.
8

3.
3

2.
9

3.
3

3.
1

IA
1

3.
7

3.
0

3.
0

3.
1

3.
2

3.
2

3.
4

3.
5

2.
5

2.
9

3.
0

–
3.

1
3.

2
2.

5
3.

1

IA
2

–
3.

0
3.

0
3.

0
–

–
3.

2
3.

0
3.

0
3.

0
3.

0
–

2.
8

2.
8

3.
1

3.
0

IA
3

–
–

–
–

3.
0

2.
9

4.
0

–
2.

5
2.

7
2.

7
2.

6
–

4.
0

2.
9

3.
0

Nu
rs

e
–

3.
0

3.
4

3.
1

2.
2

2.
7

–
4.

0
2.

9
3.

1
3.

3
2.

3
3.

4
3.

8
–

3.
1

SC
P

3.
8

3.
5

–
–

–
–

–
–

–
–

–
–

–
–

–
3.

7

M
ea

n
3.

6
3.

1
3.

2
3.

1
2.

9
3.

1
3.

5
3.

5
2.

8
2.

9
3.

0
2.

6
3.

2
3.

3
3.

0
 

CD
S

An
ae

st
he

tis
t

3.
6

2.
9

3.
8

3.
2

3.
1

3.
5

3.
8

–
2.

8
3.

0
3.

0
2.

4
3.

2
3.

1
3.

2
3.

2

IA
1

3.
3

2.
8

3.
1

2.
9

2.
4

3.
0

2.
9

3.
0

2.
2

2.
6

2.
0

–
2.

9
3.

2
2.

3
2.

8

IA
2

–
3.

2
2.

9
2.

3
–

–
3.

0
3.

0
3.

1
3.

0
2.

8
–

2.
7

2.
7

2.
7

2.
9

IA
3

–
–

–
–

2.
8

2.
9

3.
1

–
2.

4
2.

7
2.

7
2.

6
–

3.
7

2.
7

2.
8

Nu
rs

e
–

3.
1

3.
6

3.
0

2.
8

3.
0

–
4.

0
3.

0
3.

0
3.

2
2.

3
3.

5
3.

8
–

3.
2

SC
P

4.
0

2.
9

–
–

–
–

–
–

–
–

–
–

–
–

–
3.

5

M
ea

n
3.

6
3.

0
3.

4
2.

9
2.

8
3.

1
3.

2
3.

3
2.

7
2.

9
2.

7
2.

4
3.

1
3.

3
2.

8
 

LD
S

An
ae

st
he

tis
t

3.
7

3.
2

3.
6

3.
2

3.
4

3.
7

4.
0

–
3.

2
3.

1
2.

9
2.

6
3.

4
3.

3
3.

2
3.

3

IA
1

3.
7

2.
8

3.
0

2.
9

3.
3

3.
2

3.
2

3.
3

2.
2

2.
6

3.
0

–
3.

1
3.

3
2.

3
3.

0

IA
2

–
3.

0
3.

0
3.

0
–

–
3.

0
2.

8
3.

2
2.

9
3.

0
–

2.
9

2.
9

2.
7

2.
9

IA
3

–
–

–
–

3.
2

3.
2

3.
3

–
2.

6
2.

8
2.

8
2.

5
–

3.
0

3.
0

2.
9

Nu
rs

e
–

3.
5

3.
8

3.
2

2.
8

3.
1

–
4.

0
3.

0
3.

1
3.

1
2.

4
3.

4
3.

3
–

3.
2

SC
P

4.
0

3.
1

–
–

–
–

–
–

–
–

–
–

–
–

–
3.

6

M
ea

n
3.

8
3.

1
3.

4
3.

1
3.

2
3.

3
3.

4
3.

4
2.

8
2.

9
3.

0
2.

5
3.

2
3.

2
2.

8
 

TA
B

LE
 3

0 
S

co
re

s 
fo

r 
st

ud
y 

to
ol

s 
by

 a
ss

es
so

r 
ty

pe
 fo

r 
al

l s
pe

ci
al

tie
s 

an
d 

in
de

x 
pr

oc
ed

ur
es

 (c
on

tin
ue

d)



© Queen’s Printer and Controller of HMSO 2011. All rights reserved.

59� Health Technology Assessment 2011; Vol. 15: No. 1DOI: 10.3310/hta15010

 

Ca
rd

ia
c

Co
lo

re
ct

al
Up

pe
r G

I
Or

th
op

ae
di

c
O&

G
Va

sc
ul

ar

M
ea

n

AVR

CABG

Anterior resection

Right hemicolectomy

Hernia

Laparoscopic 
cholecystectomy

Hip replacement

Knee replacement

Diagnostic laparoscopy

Elective caesarean

Evacuation of uterus

Urgent caesarean

Aortic aneurysm

Carotid endarterectomy

Varicose veins

GS
An

ae
st

he
tis

t
3.

5
3.

1
3.

5
3.

2
3.

2
3.

6
3.

9
–

2.
9

3.
0

2.
9

2.
6

3.
3

3.
1

3.
2

3.
2

IA
1

3.
5

2.
9

3.
0

3.
0

2.
9

3.
1

3.
2

3.
3

2.
2

2.
7

2.
6

–
3.

0
3.

2
2.

4
2.

9

IA
2

–
3.

1
2.

8
2.

6
–

–
3.

0
2.

9
2.

9
2.

9
2.

8
–

2.
9

2.
7

2.
8

2.
9

IA
3

–
–

–
–

3.
0

2.
9

3.
4

–
2.

5
2.

7
2.

7
2.

6
–

3.
5

2.
8

2.
9

Nu
rs

e
–

3.
0

3.
6

3.
1

2.
7

2.
9

–
3.

8
3.

0
3.

1
3.

2
2.

3
3.

4
3.

8
–

3.
2

SC
P

4.
0

3.
2

–
–

–
–

–
–

–
–

–
–

–
–

–
3.

6

M
ea

n
3.

7
3.

1
3.

2
3.

0
3.

0
3.

1
3.

4
3.

3
2.

7
2.

9
2.

8
2.

5
3.

2
3.

3
2.

8
 

OS
AT

S 
fo

rm

AT
TS

Su
rg

eo
n

–
–

–
–

–
–

–
–

0.
9

0.
9

1.
0

0.
8

–
–

–
0.

9

IA
1

–
–

–
–

–
–

–
–

0.
7

0.
9

–
–

–
–

–
0.

8

IA
2

–
–

–
–

–
–

–
–

–
0.

9
0.

9
–

–
–

–
0.

9

IA
3

–
–

–
–

–
–

–
–

0.
8

0.
9

0.
9

0.
5

–
–

–
0.

8

M
ea

n
–

–
–

–
–

–
–

–
0.

8
0.

9
0.

9
0.

7
–

–
–

 

AT
GS

Su
rg

eo
n

–
–

–
–

–
–

–
–

1.
5

1.
6

1.
8

1.
5

–
–

–
1.

6

IA
1

–
–

–
–

–
–

–
–

0.
9

1.
4

–
–

–
–

–
1.

2

IA
2

–
–

–
–

–
–

–
–

–
1.

7
1.

6
–

–
–

–
1.

7

IA
3

–
–

–
–

–
–

–
–

1.
4

1.
4

1.
7

0.
8

–
–

–
1.

3

M
ea

n
–

–
–

–
–

–
–

–
1.

3
1.

5
1.

7
1.

1
–

–
–

 

Pa
ss

/fa
il

Su
rg

eo
n

–
–

–
–

–
–

–
–

0.
6

0.
8

0.
8

0.
0

–
–

–
0.

6

CA
BG

, c
or

on
ar

y 
ar

te
ry

 b
yp

as
s 

gr
af

tin
g.



60 Results

(variance 21% vs 13%), brings assessors of different stringencies into line (variance 3% vs 15%), 
and reduces assessor subjectivity (variance 16% vs 21%). Using either rating, trainees vary in 
their performance from case to case (variance 11% vs 9%) and the index procedures appear to 
differ in their difficulty (variance 11% vs 7%).

Table 33 shows the D-study table for the ATIS, comparing trainees on the same procedure and on 
a mix of procedures. Reliability for the same procedure (G > 0.8) can be achieved using four cases 
with one assessor per case, which equates to four individual expert judgements. Reliability on a 
mix of procedures can be achieved only with large numbers of cases and assessors.

Table 34 shows the D-study table for the level score, comparing trainees on the same procedure 
and on a mix of procedures. Reliability for the same procedure (using G > 0.8) can be achieved 
using three cases with one assessor per case, which equates to three individual expert judgements. 
Reliability on a mix of procedures can be achieved only with large numbers of cases and 
assessors.

Reliability of Objective Structured Assessment of Technical Skills
Tables 35 and 36 display the relative contributions that a number of key factors make to score 
variation for the ATTS and ATGS respectively. The pass/fail judgement was completed too 
infrequently by the supervising consultant (50% of cases) to allow useful variance component 
analysis. For both the ATTS and ATGS, the largest contribution to any given score across all 
procedures, cases and assessors is the overall ability of the trainee (variance 34% and 25% 
respectively). However, the influence of the other factors is very different for the two ratings.

TABLE 31  Variance component analysis for PBA (ATIS)

Component Estimate % Meaning

Var(trainee) 0.011 33 Trainee ability

Var(case) 0.003 9 Trainee case-to-case variation

Var(proccod) 0.002 7 Procedure difficulty

Var(assessor) 0.005 15 Assessor stringency

Var(designation) 0.000 0 Assessor designation stringency

Var(trainee*proccod) 0.004 13 Trainee procedure aptitude

Var(case*assessor) 0.007 21 Assessor subjectivity over case

Var(proccod*assessor) 0.001 2 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation

TABLE 32  Variance component analysis for PBA (level score)

Component Estimate % Meaning

Var(trainee) 0.267 36 Trainee ability

Var(case) 0.082 11 Trainee case-to-case variation

Var(proccod) 0.079 11 Procedure difficulty

Var(assessor) 0.024 3 Assessor stringency

Var(designation) 0.000 0 Assessor designation stringency

Var(trainee*proccod) 0.158 21 Trainee procedure aptitude

Var(case*assessor) 0.117 16 Assessor subjectivity over case

Var(proccod*assessor) 0.010 1 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation
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Of the two, the ATGS appears to be a more reliable assessment because it highlights the trainee’s 
aptitude for a particular procedure (variance 7% vs 0%) and reduces the extent to which case-
to-case variation influences the score (variance 8% vs 26%). However, assessor stringency has a 
greater impact on the ATGS than on the ATTS (variance 14% vs 9%), and both are much higher 
than the 3% for the PBA level score. Both the ATTS and ATGS attract a significant score variance, 
which is attributable to assessor case subjectivity (variance 23% and 21%), although this is similar 
to the PBA ATIS and the level score (variance 21% and 16%).

The striking difference compared with the PBA scores is the large element of assessor stringency 
variation that appears to be attributable to the assessor’s designation within OSATS scores 
(variance 4% and 16% compared with 0%). This reflects the differences in scores that are 
attributable to our two main assessor groups (clinical supervisors and independent assessors), 
whereby these assessor groups differ more in their stringency when using OSATS and agree more 
when using PBAs.

The ATTSs show 0% variance owing to both trainee procedure aptitude and assessor subjectivity 
over procedure. These are the two additional procedure-specific components used in the 
generalisability theory model for mix of procedures analysis. Therefore, the reliability of the 
ATTS, whether modelled for the same procedure or for a mix of procedures, generates the same 
D-study table estimates. For the ATTS, reliability (G > 0.8) can be achieved using five cases with 
one assessor per case (Table 37).

TABLE 33a  D-study for PBA (ATIS): comparing trainees 
on the same procedure

Cases

Assessors per case

1 2 3

1 0.42 0.54 0.60

2 0.65 0.75 0.79

3 0.76 0.83 0.85

4 0.82 0.87 0.89

5 0.85 0.90 0.91

6 0.88 0.91 0.93

7 0.89 0.93 0.94

8 0.91 0.94 0.95

TABLE 33b  D-study for PBA (ATIS): comparing trainees 
on a mix of procedures

Cases

Assessors per case

1 2 3

1 0.38 0.49 0.54

2 0.58 0.65 0.68

3 0.66 0.71 0.73

4 0.70 0.74 0.76

5 0.73 0.76 0.78

6 0.75 0.78 0.79

7 0.76 0.79 0.79

8 0.77 0.79 0.80

TABLE 34a  D-study for PBA (level score): comparing 
trainees on the same procedure

Cases

Assessors per case

1 2 3

1 0.55 0.64 0.67

2 0.76 0.81 0.83

3 0.85 0.88 0.89

4 0.89 0.91 0.91

5 0.91 0.93 0.93

6 0.93 0.94 0.94

7 0.94 0.95 0.95

8 0.95 0.95 0.96

TABLE 34b  D-study for PBA (level score): comparing 
trainees on a mix of procedures

Cases

Assessors per case

1 2 3

1 0.47 0.53 0.56

2 0.62 0.65 0.66

3 0.67 0.69 0.70

4 0.70 0.71 0.72

5 0.72 0.73 0.73

6 0.73 0.73 0.74

7 0.73 0.74 0.74

8 0.74 0.74 0.75
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Table 38 shows the D-study table for the ATGS, comparing trainees on the same procedure and 
on a mix of procedures. Reliability for the same procedure (G > 0.8) can be achieved using five 
cases with one assessor per case. Reliability on a mix of procedures can be achieved only with 
large numbers of cases and assessors.

The ATTS and ATGS for the same procedure require the same number of cases and assessors 
per case (equivalent to five expert judgements) to achieve G > 0.8. The ATGS shows better overall 
reliability for assessing within each procedure, considering both the variance component analysis 

TABLE 35  Variance component analysis for OSATS (ATTS)

Component Estimate % Meaning

Var(trainee) 0.0092 34 Trainee ability

Var(case) 0.0072 26 Trainee case-to-case variation

Var(proccod) 0.0010 4 Procedure difficulty

Var(assessor) 0.0023 9 Assessor stringency

Var(designation) 0.0012 4 Assessor designation stringency

Var(trainee*proccod) 0.0000 0 Trainee procedure aptitude

Var(case*assessor) 0.0064 23 Assessor subjectivity over case

Var(proccod*assessor) 0.0000 0 Assessor subjectivity over procedure

Var(error) 0.0000 0 Residual variation

TABLE 36  Variance component analysis for OSATS (ATGS)

Component Estimate % Meaning

Var(trainee) 0.041 25 Trainee ability

Var(case) 0.014 8 Trainee case-to-case variation

Var(proccod) 0.012 7 Procedure difficulty

Var(assessor) 0.022 14 Assessor stringency

Var(designation) 0.026 16 Assessor designation stringency

Var(trainee*proccod) 0.012 7 Trainee procedure aptitude

Var(case*assessor) 0.034 21 Assessor subjectivity over case

Var(proccod*assessor) 0.004 3 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation

TABLE 37  D-study for OSATS (ATTS): comparing trainees on the same procedure or on a mix of procedures

Cases

Assessors per case

1 2 3

1 0.37 0.44 0.48

2 0.59 0.65 0.67

3 0.70 0.75 0.76

4 0.77 0.80 0.81

5 0.81 0.84 0.85

6 0.84 0.86 0.87

7 0.86 0.88 0.89

8 0.88 0.89 0.90
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results and the slightly higher G-values within the D-study tables (0.83 vs 0.81). However, as 
the ATTS fails to reflect procedural variance, it would appear to be more reliable for making 
comparisons across procedures.

Reliability of Non-technical Skills for Surgeons
Table 39 displays the relative contributions that a number of key factors make to score variation 
for the NOTSS GS. The ‘overall’ ability of the trainee (as judged across all procedures, cases 
and assessors) makes the biggest contribution (variance 31%), but only by a small margin. The 
reason for the small margin is the fact that assessor stringency variation and assessor subjectivity 
strongly influence the GS (variance 27% and 20% respectively). NOTSS GSs show more variance 
owing to assessor stringency than either PBA or OSATS scores, although variance arising from 
assessor subjectivity is similar across all the tools (variance range 16%–23%).

The specific index procedure being observed has a much smaller influence on the score in the 
context of NOTSS-based non-technical skills assessment than it does in PBA-based surgical skills 
assessment (variance 3% compared with 11% for procedure difficulty and 5% compared with 21% 
for procedure aptitude). Baseline trainee case-to-case variation is similar to PBA ratings (variance 
10% compared with 9% and 11%).

Table 40 summarises the factors that influence the scores across the four category ratings. 
Differences exist between the category ratings, some demonstrating greater or lesser proportions 
of true variance and case-to-case variation. The most striking observation is that, as with the 
GS, they are all highly influenced by assessor stringency and subjectivity, while demonstrating 
relatively procedure-independent scores.

Table 41 shows the D-study tables for the NOTSS GS, comparing trainees on the same 
procedure and on a mix of procedures. Because of the strong influence of assessor stringency 
and subjectivity, the reliability of NOTSS is lower than that for PBA. Reliability for the same 
procedure (G > 0.8) can be achieved using six cases and one assessor per case, i.e. six individual 
assessor judgements.

As procedure-specific factors exert a lesser influence on NOTSS scores than on either PBA or 
OSATS scores, the reliability of NOTSS scores on a mix of procedures is more similar to the 
reliability for the same procedure. Reliability between procedures (G > 0.8) can be achieved using 
eight cases and one assessor per case, i.e. eight assessor judgements.

TABLE 38a  D-study for OSATS (ATGS): comparing 
trainees on the same procedure

Cases

Assessors per case

1 2 3

1 0.37 0.50 0.56

2 0.61 0.71 0.76

3 0.72 0.80 0.83

4 0.79 0.85 0.87

5 0.83 0.88 0.90

6 0.86 0.90 0.92

7 0.88 0.91 0.93

8 0.89 0.92 0.94

TABLE 38b  D-study for OSATS (ATGS): comparing 
trainees on a mix of procedures

Cases

Assessors per case

1 2 3

1 0.35 0.46 0.51

2 0.55 0.64 0.68

3 0.65 0.72 0.74

4 0.70 0.75 0.77

5 0.73 0.78 0.79

6 0.76 0.79 0.81

7 0.77 0.81 0.82

8 0.79 0.81 0.82
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Validity

The evidence for the validity of the three assessment methods is presented by using various 
hypotheses to confirm or refute our interpretation of assessment scores. Content validity has 
not been directly evaluated within this study as the items for each assessment method have been 
systematically derived to reflect the key competencies of surgical performance.

TABLE 39  Variance component analysis for NOTSS (GS)

Component Estimate % Meaning

Var(trainee) 0.111 31 Trainee ability

Var(case) 0.035 10 Trainee case-to-case variation

Var(proccod) 0.012 3 Procedure difficulty

Var(assessor) 0.097 27 Assessor stringency

Var(designation) 0.000 0 Assessor designation stringency

Var(trainee*proccod) 0.019 5 Trainee procedure aptitude

Var(case*assessor) 0.072 20 Assessor subjectivity over case

Var(proccod*assessor) 0.013 4 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation

TABLE 40  Variance component analysis for NOTSS (separate category scores)

Component

Component score  
(% variance)

SDS DDS CDS LDS

Trainee ability 25 29 20 29

Trainee case-to-case variation 12 5 14 6

Procedure difficulty 3 0 3 5

Assessor stringency 21 22 28 21

Assessor designation stringency 3 0 0 0

Trainee procedure aptitude 3 8 9 2

Assessor subjectivity over case 25 32 27 33

Assessor subjectivity over procedure 8 5 0 4

Residual variation 0 0 0 0

TABLE 41a  D-study for NOTSS (GS): comparing trainees 
on the same procedure

Cases

Assessors per case

1 2 3

1 0.35 0.48 0.55

2 0.57 0.69 0.74

3 0.68 0.78 0.82

4 0.75 0.83 0.86

5 0.79 0.86 0.89

6 0.82 0.88 0.90

7 0.85 0.90 0.92

8 0.86 0.91 0.93

TABLE 41b  D-study for NOTSS (GS): comparing trainees 
on a mix of procedures

Cases

Assessors per case

1 2 3

1 0.34 0.46 0.52

2 0.53 0.64 0.69

3 0.63 0.72 0.76

4 0.69 0.77 0.80

5 0.73 0.80 0.82

6 0.76 0.82 0.84

7 0.78 0.83 0.85

8 0.80 0.84 0.86
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Hypothesis 1: Correlation within and between assessment methods
Scores obtained by each assessment will correlate with the other assessments that set out to 
measure the same aspect of performance. These correlations will operate within instruments 
(internal structure) and between instruments.

Where an assessment instrument or part of an instrument is setting out to measure a particular 
construct, all the items addressing that construct should correlate more highly with each other 
than they do with other items. This intercorrelation within domains gives the instrument a ‘factor 
structure’ which can be tested by factor analysis. If the expected factor structure is observed, then 
it demonstrates that the items are being used in a rational and non-random fashion and provides 
one source of evidence that those items are being used to reflect the intended construct. Most 
of the items on PBA and OSATS are not designed to measure a stable construct; they are simply 
checklists of the actions or behaviours that should be observed during a particular surgical 
procedure. However, the generic section of the OSATS instrument is intended to reflect globally 
relevant behaviours that can be linked to constructs. The NOTSS instrument sets out explicitly to 
measure four constructs (‘situation awareness’, ‘decision-making’, ‘communication/teamwork’ and 
‘leadership’), which should be reflected in the factor structure of the scores.

There is no prior theory on the factor structure of the OSATS generic items. Table 42 displays 
the observed factor structure. All the items are explained by a single factor (factor 1) with the 
exception of two (the factor with the highest loading is highlighted in bold). The items intended 
to measure ‘insight/attitude’ and ‘documentation of procedures’ each load on to a separate factor 
(factors 2 and 3 respectively). These are the only two items that are not designed to reflect the 
operative process, so the observed structure seems rational.

Table 43 displays the factor structure of the NOTSS scores (factor loadings < 0.5 are not displayed 
for clarity). The observed factors match the intended constructs almost perfectly, with only one 
item (setting and maintaining standards) falling outside the pattern by loading almost equally on 
two factors (‘situation awareness’ and ‘leadership’). This suggests that assessors are rating similarly 
the separate elements within each of the four categories as separate domains of performance.

Table 44 displays the correlations across cases between the eight ratings available from the three 
instruments. There were insufficient data to correlate PBA with OSATS, as to carry out both a 
PBA and an OSATS during an O&G case would have required the presence of two independent 
assessors, which was rarely possible. All the ratings correlate strongly and statistically 
significantly. The strongest correlations are within each instrument as might be expected (0.73 
between ATIS and level on PBA, 0.74–0.76 between SDS, DDS, CDS and LDS on NOTSS, and 
0.84 between ATTS and ATGS on OSATS). The correlations between ratings across instruments 

TABLE 42  OSATS factor structure

Item Meaning

Factor

1 2 3

1 Respect for tissue 0.381 0.370 0.356

2 Time, motion and flow of operation and forward planning 0.712 0.323  

3 Knowledge and handling of instruments 0.631   

4 Suturing and knotting skills as appropriate for the procedure 0.407 0.404  

5 Technical use of assistants 0.835   

6 Relations with patient and the surgical team 0.580  0.317

7 Insight/attitude   0.835

8 Documentation of procedures  0.774  
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are all between 0.40 and 0.67 and remain statistically significant even if correcting for multiple 
correlation tests using the Bonferroni method by raising the threshold for p to 0.002 (0.05/24). 
Because the instruments are designed to measure different aspects of surgical performance, we 
should not expect complete correlation – but the hypothesis is fulfilled. It is interesting to note 
that the strongest correlations between the non-technical instrument NOTSS and the ‘technical’ 
instruments PBA and OSATS are in the ‘decision-making’ domain in both cases.

Hypothesis 2: Construct validity
Scores will increase with duration of surgical training and number of similar procedures 
performed (experience).

Table 45 displays the correlations across trainees between age, year of ST, total years of surgical 
experience (including further division into years of surgical experience in the UK and overseas), 
with their mean score on all eight ratings. Correlations that are statistically significant are 
highlighted in bold. Year of ST is the strongest predictor of every outcome where there is a 
positive association. Total years of surgical training is also a strong predictor, but years of overseas 
training make no contribution at all. The strongest and most statistically significant relationships 
are observed with the PBA ratings. In contrast, none of the factors appears to be a significant 
predictor of OSATS ratings. All predict ‘decision-making’ and ‘situation awareness’ ratings in 
the NOTSS system, but only year of ST and UK years of surgical training reach significance as a 
predictor of ‘communication/teamwork’ or ‘leadership’ after p-value after correcting for multiple 
correlation tests using the Bonferroni method by raising the threshold for p to 0.01 (0.05/5). 

Table 46 displays the correlations between the number of cases of an index procedure that a 
trainee has performed ever and recently (last 6 months) on recruitment to the study, and his or 
her ratings on that particular index procedure. All the index procedures have been pooled for 
this analysis because, as Table 7 shows, the total number of cases within many index procedures 
is quite small. Correlations that are statistically significant are highlighted in bold. The strongest 
and most statistically significant relationships are observed with the PBA ratings. After correcting 

TABLE 43  NOTSS factor structure

Item Meaning

Factor

1 2 3 4

1 SITUATION AWARENESS 0.76

2 Gathering information 0.83

3 Understanding information 0.59

4 Projecting and anticipating future state 0.50 0.60

5 DECISION-MAKING 0.82

6 Considering options 0.72

7 Selecting and communicating options 0.76

8 Implementing and reviewing decisions 0.76

9 COMMUNICATION AND TEAMWORK 0.83

10 Exchanging information 0.73

11 Establishing shared understanding 0.69

12 Co-ordinating team activities 0.67

13 LEADERSHIP 0.76

14 Setting and maintaining standards 0.54 0.54

15 Supporting others 0.73

16 Coping with pressure 0.68
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for multiple correlation tests using the Bonferroni method by raising the threshold for p to 0.025 
(0.05/2), procedural experience does not appear to be a significant predictor of OSATS ratings. 
Total experience only predicts ‘decision-making’ and ‘situation awareness’ ratings in the NOTSS 
system, but recent experience also predicts ‘communication/teamwork’ and ‘leadership’.

Many of the predictors examined above are themselves correlated: for example, older trainees are 
likely to be in higher training years, have more years of surgical experience, and have performed 
more of the index cases. Regression analysis leaves year of ST and the number of recent index 
procedures performed as significant independent predictors of performance using PBA level. 
Hypothesis 2 is confirmed for PBA and NOTSS but not for OSATS.

Hypothesis 3: Relationship of ratings with case outcomes
Higher-scoring operations will result in less operative time and blood loss, fewer 
perioperative and postoperative complications and a shorter length of hospital stay.

As Table 9 showed, the different index procedures are associated with very different case 
outcomes. Five of these outcomes (operating time, blood loss, length of hospital stay, HDU and 

TABLE 44  Rating correlations between the assessment instruments

PBA NOTSS OSATS

Level ATIS SDS DDS CDS LDS ATTS ATGS

PBA

ATIS Pearson correlation 0.54 0.59 0.51 0.53

Significance (two-tailed test) 0.000 0.000 0.000 0.000

n 315 308 317 315  

Level Pearson correlation 0.73 0.48 0.55 0.43 0.49

Significance (two-tailed test) 0.000 0.000 0.000 0.000 0.000

n 351 315 308 317 315

NOTSS

SDS Pearson correlation 0.76 0.74 0.74 0.65 0.58

Significance (two-tailed test) 0.000 0.000 0.000 0.000 0.000

n 391 401 399 90 90

DDS Pearson correlation 0.75 0.75 0.67 0.57

Significance (two-tailed test) 0.000 0.000 0.000 0.000

n 392 390 88 88

CDS Pearson correlation 0.74 0.48 0.40

Significance (two-tailed test) 0.000 0.000 0.000

n 401 90 90

LDS Pearson correlation 0.56 0.50

Significance (two-tailed test) 0.000 0.000

n 90 90

OSATS

ATTS Pearson correlation 0.84

Significance (two-tailed test) 0.000

n 90

ATGS Pearson correlation

Significance (two-tailed test)

n
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ICU admission) are examined in Table 47 in relation to the assessment scores for each procedure. 
A regression analysis shows that the procedure is the predominant determinant of all these 
outcome measures. This means that it is not possible to pool the different procedures to examine 
the relationship between ratings and outcomes. Outcomes must be compared with ratings on a 
procedure-by-procedure basis.

Using the ratings ‘level’ for PBA, ‘GS’ for NOTSS, and ‘ATGS’ for OSATS, there are 118 possible 
associations to test. Table 47 shows which of these relationships reach statistical significance 
at the p = 0.05 level (those highlighted in bold). Chance alone would result in six associations 
in each direction. Because the ratings are positive but the outcomes are negative (worse with 

TABLE 45  Correlation between scores and trainees’ age and training

Age ST level
Total years’ 
surgical training

UK years’ 
surgical training 

Non-UK years’ 
surgical training 

PBA

Number of trainees 73 73 77 75 75

ATIS Pearson 
correlation

0.36 0.53 0.34 0.41 0.03

Significance (two-
tailed test)

0.00 0.00 0.00 0.00 0.81

Level Pearson 
correlation

0.51 0.71 0.51 0.56 0.12

Significance (two-
tailed test)

0.00 0.00 0.00 0.00 0.32

NOTSS

Number of trainees 75 75 79 77 77

SDS Pearson 
correlation

0.29 0.57 0.30 0.49 –0.15

Significance (two-
tailed test)

0.01 0.00 0.01 0.00 0.19

DDS Pearson 
correlation

0.31 0.57 0.34 0.47 –0.04

Significance (two-
tailed test)

0.01 0.00 0.00 0.00 0.73

CDS Pearson 
correlation

0.22 0.40 0.20 0.36 –0.14

Significance (two-
tailed test)

0.06 0.00 0.07 0.00 0.21

LDS Pearson 
correlation

0.18 0.46 0.23 0.40 –0.14

Significance (two-
tailed test)

0.11 0.00 0.04 0.00 0.22

OSATS

Number of trainees 28 30 29 28 28

ATTS Pearson 
correlation

0.16 0.15 0.16 0.27 0.01

Significance (two-
tailed test)

0.42 0.42 0.39 0.16 0.96

ATGS Pearson 
correlation

–0.01 –0.01 0.08 0.11 0.09

Significance (two-
tailed test)

0.97 0.96 0.67 0.57 0.64
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increasing size), the hypothesis anticipates negative associations. In this analysis, 13 negative 
associations and four counterintuitive positive associations were observed. This cannot be said to 
provide statistical confirmation for hypothesis 3 because there is no appropriate single statistical 
test.

Hypothesis 4: Interprocedural differences
Mean scores, and scores for each element, will not be significantly different across the nine 
different procedures.

Table 30 displays the scores across procedures as well as across different rating types and rater 
designations (clinical supervisors, independent assessors, anaesthetists and scrub nurses). 
Some procedures received lower mean scores then others. However, examining the G-study 
tables shows that the differences are related to the uneven distribution of rater stringency and 
trainee experience across the procedures rather than to a validity problem. Var(proc) accounts 

TABLE 46  Correlation between scores and trainees’ procedural experience

Number of procedures done

Total Recent

PBA

Number of trainee procedure combinations 110 113

ATIS Pearson correlation 0.31 0.34

Significance (two-tailed test) 0.00 0.00

Level Pearson correlation 0.50 0.49

Significance (two-tailed test) 0.00 0.00

NOTSS

Number of trainee procedure combinations 118 122

SDS Pearson correlation 0.22 0.36

Significance (two-tailed test) 0.02 0.00

DDS Pearson correlation 0.28 0.35

Significance (two-tailed test) 0.00 0.00

CDS Pearson correlation 0.06 0.25

Significance (two-tailed test) 0.50 0.01

LDS Pearson correlation 0.13 0.33

Significance (two-tailed test) 0.16 0.00

OSATS

Number of trainee procedure combinations 38 40

ATTS Pearson correlation 0.28 0.12

Significance (two-tailed test) 0.08 0.45

ATGS Pearson correlation 0.31 0.06

Significance (two-tailed test) 0.06 0.71
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for 3%–11% of score variance, which shows that, after controlling for trainee and assessor 
differences, very little score variation is due to differences between the index procedures.

Five index procedures received a mean PBA level score < 2.8 (anterior resection, right 
hemicolectomy, diagnostic laparoscopy, carotid endartectomy and varicose veins). The highest 
scoring procedures were AVR and hip replacement (mean PBA level 3.5 and 3.8 respectively). 
Table 48 examines the relationship between PBA level scores for each index procedure and 
the mean level of ST for the subgroup of trainees performing them. The clinical supervisor’s 
judgement as to whether the case was ‘more difficult than usual’ is also included. This illustrates 
that the index procedures with the lowest PBA scores either are performed by more junior 
trainees (mean ST level < 5.5) or have a higher proportion ( > 50%) of cases judged to be more 
difficult than usual. Conversely, the highest PBA-scored procedures were performed by more 
senior trainees, with a lower proportion of cases judged to be more difficult than usual.

Hypothesis 5: Stringency of assessors by designation
Assessor designation will not affect assessment stringency.

Table 30 displays the scores across assessor designations as well as across different rating types 
and procedures. Some designations gave lower mean scores than others. However, the G-study 
tables show that the differences, in all but one case, are related to the uneven distribution of 
individual rater stringency (not designation), trainee experience and procedure mix across the 
designations rather than to a validity problem. Var(designation) accounts for 0%–4% of score 
variance, with the exception of the OSATS ATGS. ATGS was significantly influenced by assessor 
designation, which contributed 16% to score variance. In summary, assessor designation does not 
affect assessment stringency after controlling for other variables, except in the case of the OSATS 
ATGS. The hypothesis is confirmed.

Hypothesis 6: Effect of assessment on performance
Assessment (plus or minus video-recording equipment) will not affect the performance of 
trainees.

Trainees’ and clinical supervisors’ perspectives were sought on whether surgical performance was 
affected by the assessment conditions from case 96 onwards, representing a total of 342 cases. 
Both trainees and clinical supervisors were asked for their judgement (‘yes’ or ‘no’) as to whether 
the trainee performed differently for each separate case that was assessed within the study. Some 
clinical supervisors were unable to comment (n = 50) if they had not previously supervised a 
trainee either operating or performing a particular index procedure. Similarly, some trainees felt 
unable to comment (n = 14) for corresponding reasons. The anaesthetists, nurses and SCPs were 
not asked, therefore only PBAs and OSATSs are considered.

Table 49 displays the responses. Trainees felt that their performance was affected in 70 (20%) of 
the cases where they were able to give a response. Clinical supervisors felt that performance was 
affected in 41 (12%) of cases where they were able to give a response. In total, there were 92 cases 
in which either trainees or supervisors judged that performance was affected. This represents 27% 
of cases where the question was asked.

Owing to the complex hierarchical nature of the data (interdependent variables), there is no 
feasible statistical approach for testing this hypothesis robustly on the basis of actual score 
differences. However, we do provide the following post hoc raw comparison of scores: (a) 
concerned that assessment has affected performance versus unconcerned that assessment has 
affected performance (subjective); and (b) video-recorded versus not video-recorded (objective). 
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We do not offer these comparisons to answer hypothesis 6, rather to raise new hypotheses for 
further work.

Table 50 compares the mean scores given on those cases where either the trainee or clinical 
supervisor responded ‘yes’ with the mean score of the remaining cases. Cases in which either the 
trainee or supervisor responded ‘yes’ received lower scores on every measure. These differences 
reach statistical significance for all but the ATTS and ATGS, even after applying the Bonferroni 
correction [p < 0.006 (0.05/8)].

A total of 120 cases were video recorded during the study, representing 27% of all recruited cases 
(n = 437). Considering the cases where trainee and trainer opinions were sought on the effect of 
assessment on performance (n = 342), 91 (26.6%) of these cases were video recorded.

Table 51 compares the mean scores given on those cases that were video recorded with the mean 
score of those that were not. Cases that were video recorded received similar scores to cases that 
were not. None of the small differences in the table reached statistical significance after applying 
the Bonferroni correction [p < 0.006 (0.05/8)].

TABLE 49  Trainees’ and clinical supervisors’ perspectives on the impact of assessment 

Clinical supervisor

Total trainee
% of those 
askedNo Yes Not relevant Not done

Trainee No 208 22 28 0 258 75

Yes 41 19 10 0 70 20

Not relevant 2 0 12 0 14 4

Not done 0 0 0 95 95 –

Total clinical supervisor 251 41 50 95 437

% of those asked 73 12 15 –

TABLE 50  Relationship between scores and perspectives on assessment 

Did assessment affect performance?

Independent samples t-testNo Yes

Mean n SD Mean n SD t Significance

PBA

Level 2.98 187 0.75 2.63 72 0.66 –3.64 0.000

ATIS 0.84 187 0.14 0.74 72 0.17 –4.22 0.000

NOTSS

SDS 2.94 231 0.56 2.63 87 0.52 –4.71 0.000

DDS 2.97 223 0.55 2.74 85 0.47 –3.64 0.000

CDS 2.87 231 0.57 2.68 87 0.52 –2.83 0.005

LDS 2.99 231 0.54 2.72 87 0.50 –4.17 0.000

OSATS

ATTS 0.90 64 0.13 1.41 23 0.17 –1.79 0.083

ATGS 1.63 64 0.30 1.41 23 0.36 –2.58 0.014

SD, standard deviation.
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A significant minority (20% of trainees and 12% of supervisors) perceived that assessment 
affected their performance. Interestingly, trainees who felt that observation affected their 
performance (subjective) performed less well than trainees who did not feel affected. However, 
trainees who were video recorded (objective) did not perform less well than trainees who were 
not video recorded. This post hoc analysis cannot answer hypothesis 6, but it does raise the 
interesting hypothesis that observation or video recording do not affect actual performance, 
rather a poor performance may be attributed to assessment or video recording.

Video recordings

A total of 120 cases were recorded during the study, representing 27% of all recruited cases. Some 
cases were lost because the patient consented to the observational part of the study but not to 
video recording. Other cases were not filmed because of the lack of availability of the audiovisual 
technician or owing to logistical difficulties posed by setting up video equipment for cases at 
different hospital sites or for cases that were changed at short notice. Table 52 summarises the 
number of video recordings for each index procedure.

Recordings were attempted for all index procedures but proved too difficult within orthopaedic 
theatres because camera access to the operative field was prevented by the high vertical laminar 
flow system of the Charnley tent used to limit contamination. In cardiac surgery, the amount of 
equipment surrounding the operating table, including the bypass pump and ultrasound machine, 
also prevented adequate views of the operative field.

With regard to the other specialty procedures, the operative field was frequently obscured by 
the surgeons operating during anterior resection, right hemicolectomy, hernia repair and aortic 
aneurysm repair. Therefore, video assessment of these procedures was not pursued, with efforts 
to video alternative procedures maximised. Good views of the operative field were obtained 
during caesarean section, carotid endarterectomy and varicose vein operations (saphenofemoral 
ligation). Varicose vein operations were not routinely recorded as we have previously shown 

TABLE 51  Relationship between scores and perspectives on video assessment 

Was the case video recorded?

Independent samples t-testNo Yes

Mean n SD Mean n SD t Significance

PBA

Level 2.94 264 0.81 2.99 87 0.77 0.43 0.669

ATIS 0.83 264 0.15 0.82 87 0.15 –0.54 0.590

NOTSS

SDS 2.94 288 0.59 2.78 113 0.54 –2.60 0.010

DDS 3.00 279 0.56 2.83 113 0.54 –2.68 0.008

CDS 2.87 290 0.57 2.76 113 0.59 –1.70 0.091

LDS 3.00 288 0.57 2.86 113 0.50 –2.54 0.012

OSATS

ATTS 0.87 56 0.15 0.88 34 0.13 0.35 0.727

ATGS 1.54 56 0.36 1.64 34 0.25 1.51 0.135

SD, standard deviation.
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good reliability of video recordings for this particular procedure.53 The best operative views were 
obtained during laparoscopic cholecystecomy and diagnostic laparoscopy, but even for these 
procedures we were unable to record sufficient numbers of individual index procedures for a 
dependable estimate of the reliability of blinded video assessment.
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Chapter 4  

Discussion

Reliability of assessment methods

Procedure-based assessment
The excellent reliability of G > 0.8 for three PBA level scores, using one assessor per case for the 
same index procedure, is exceptional for a WBA tool. The reliability of the ATIS, which informs 
the level score, approaches the same reliability. The reason for the high reliability of PBA scores 
is because trainee ability is the largest contributor to variance for both the level score and the 
ATIS (36% and 33% respectively). Unsurprisingly, the reliability of PBA on a mix of procedures 
is much lower. This is because trainee procedure aptitude contributes significantly to the variance 
within PBA scores, which reflects the procedure-related specificity of the assessment and the lack 
of transferability of competence between different procedures. The implication of these results 
is that a trainee needs to be adequately assessed on every index procedure to establish his or her 
competence, not just on a sample of different procedures.

Procedure-based assessment is primarily intended to be an assessment for learning. Assessments 
that are primarily intended for a low-stakes formative purpose (assessment for learning) can 
have lower reliability than those for a summative purpose (assessment of learning), as they are 
intended to be performed more frequently with the aim of providing constructive feedback 
to drive learning rather than determining high-stakes decisions about progression of training 
or certification. However, our results indicate that PBA reliability is sufficient for use within 
summative assessments.

Objective Structured Assessment of Technical Skills
Both the ATTS and ATGS require a larger number of cases and assessors than PBA (equivalent 
to five assessor judgements on one case each) to achieve G > 0.8 for the same procedure. This is 
because all assessors and the different designated assessor groups vary more in the stringency 
of their ratings when using OSATS and agree more when using PBA. The reasons for this are 
explored in the Post hoc analysis section below. However, trainee ability remains the largest 
contributor to variance for both the ATTS and ATGS of the OSATS tool.

The ATGS has better overall reliability than the ATTS for assessing trainees on the same 
procedure. This agrees with previous research by Martin et al.,52 who showed better reliability 
for global than task-specific ratings of surgical skill. As expected, the ATGS reliability is better 
for assessments of the same procedure than for a mix of procedures. However, the ATTS shows 
no procedure-specific variance (0% trainee procedure aptitude and 0% assessor subjectivity over 
case) and therefore its reliability is identical for the same procedure or a mix of procedures.

Non-technical Skills for Surgeons
The reliability of the NOTTS GS is lower than either PBA or OSATS (six assessor judgements 
on one case each to achieve G > 0.8 for the same procedure). However, scores are relatively 
procedure-independent, so the reliability of NOTSS GS scores on a mix of procedures approaches 
the reliability for the same procedure (eight assessor judgements on one case each to achieve 
G > 0.8). This is an achievable number, particularly for assessments over a mix of cases, as 
members of the operating team, including scrub nurses and anaesthetists, could act as assessors 
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in addition to the clinical supervisor. Interestingly, the number of judgements required to achieve 
reliability is similar to multisource feedback tools, such as the Mini-Peer Assessment Tool (Mini-
PAT), which also use non-medical coworkers as assessors.

Trainee ability remains the largest contributor to variance for the NOTSS GS, although only by a 
small margin as scores show more variance from assessor stringency than either PBA or OSATS. 
This suggests that the NOTSS instrument may require more assessor training to achieve a better 
reliability. It may also be that NOTSS assesses an inherently more subjective domain than the 
instruments designed primarily to assess surgical skill.

Post hoc analysis
Interim analysis of the results at 1 year highlighted significant differences in the reliability 
between the PBA and OSATS tools. There were several possible reasons why OSATS might 
perform differently from PBA:

1.	 The instrument is inherently less reliable by virtue of its design.
2.	 The nature of the speciality of O&G, or the nature of the selected index cases within O&G, is 

less easy to assess reliably.
3.	 The particular cohort of O&G trainees or assessors recruited to this study is atypical in a 

way that negatively affects assessment precision or discrimination (e.g. highly homogeneous 
trainees or unusually subjective assessors).

One way to see if the reliability difference is instrument specific is to compare the reliability of 
PBAs in O&G with PBAs in the other five surgical specialties. The relatively large proportion 
of PBA assessments within O&G (30% of total PBA assessments) permitted this comparison. 
The other surgical specialties did not individually recruit sufficient cases to permit additional 
comparative reliability analyses.

Comparing the variance component analyses for PBA ATISs for O&G and non-O&G procedures 
(Tables 53 and 54), the ratings obtained within O&G show lower reliability. In particular, ‘true’ 
variance contributes less to O&G than non-O&G procedural scores (variance 22% vs 37%), 
scores are more subject to case-to case variation (variance 16% vs 8%), with greater variance 
owing to assessor designation subjectivity and stringency (variance 11% vs 0%). Nevertheless, 
O&G ATISs anchor assessor stringency better (variance 5% vs 15%).

Comparing the PBA level score for O&G and non-O&G procedures (Tables 55 and 56), the 
scores obtained within O&G are markedly less reliable than the level scores obtained within non-
O&G specialties. Whereas ‘true’ variance is extremely high within non-O&G procedural scores 

TABLE 53  Variance component analysis for O&G PBA (ATIS)

Component Estimate % Meaning

Var(trainee) 0.006 22 Trainee ability

Var(case) 0.004 16 Trainee case-to-case variation

Var(proccod) 0.002 6 Procedure difficulty

Var(assessor) 0.001 5 Assessor stringency

Var(designation) 0.003 11 Assessor designation stringency

Var(trainee*proccod) 0.002 9 Trainee procedure aptitude

Var(case*assessor) 0.007 27 Assessor subjectivity over case

Var(proccod*assessor) 0.001 3 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation
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(accounting for 48% of total variance), it is extremely low (5%) for O&G scores. Furthermore, 
O&G level scores demonstrate higher case-to-case variation in trainee performance (variance 
16% vs 10%) with a greater impact on scores from assessor subjectivity (variance 30% vs 11%).

As the reliability of both PBA and OSATS tools across all specialties has already been shown to be 
greater for the same procedure rather than a mix of procedures, the D-study tables presented here 
only compare trainees for the same procedure. Table 57 demonstrates the reliability of PBA ATIS 
ratings within O&G and non-O&G cases. Whereas G > 0.8 can be achieved using five cases with 

TABLE 54  Variance component analysis non-O&G PBA (ATIS) 

Component Estimate % Meaning

Var(trainee) 0.014 37 Trainee ability

Var(case) 0.003 8 Trainee case-to-case variation

Var(proccod) 0.003 7 Procedure difficulty

Var(assessor) 0.005 15 Assessor stringency

Var(designation) 0.000 0 Assessor designation stringency

Var(trainee*proccod) 0.005 12 Trainee procedure aptitude

Var(case*assessor) 0.007 19 Assessor subjectivity over case

Var(proccod*assessor) 0.001 2 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation

TABLE 55  Variance component analysis O&G PBA (level score)

Component Estimate % Meaning

Var(trainee) 0.029 5 Trainee ability

Var(case) 0.093 16 Trainee case-to-case variation

Var(proccod) 0.103 18 Procedure difficulty

Var(assessor) 0.033 6 Assessor stringency

Var(designation) 0.000 0 Assessor designation stringency

Var(trainee*proccod) 0.141 25 Trainee procedure aptitude

Var(case*assessor) 0.169 30 Assessor subjectivity over case

Var(proccod*assessor) 0.000 0 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation

TABLE 56  Variance component analysis non-O&G PBA (level score) 

Component Estimate % Meaning

Var(trainee) 0.395 48 Trainee ability

Var(case) 0.084 10 Trainee case-to-case variation

Var(proccod) 0.068 8 Procedure difficulty

Var(assessor) 0.004 1 Assessor stringency

Var(designation) 0.005 1 Assessor designation stringency

Var(trainee*proccod) 0.153 19 Trainee procedure aptitude

Var(case*assessor) 0.093 11 Assessor subjectivity over case

Var(proccod*assessor) 0.020 2 Assessor subjectivity over procedure

Var(error) 0.000 0 Residual variation
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one assessor per case (five assessor judgements) within O&G, this level of reliability is achieved 
using four cases with one assessor per case (four assessor judgements) for non-O&G cases.

A direct comparison of PBA level scores across O&G and non-O&G cases shows a striking 
difference in reliability (Table 58). Within O&G, a good level of reliability (G > 0.8) is not achieved 
using feasible numbers of cases and assessors per case. Conversely, the reliability within non-
O&G cases is exceptionally high, with only two assessor judgements (two cases with one assessor 
per case) required to achieve good reliability.

This comparison shows that the lower reliability of OSATS in O&G is not instrument specific. 
Even the highly reliable PBA instrument does not produce reliable assessment results in 
O&G. This reliability gap is greatest when the ‘level of independence’ judgement is made. This 
judgement is the most reliable form of assessment outside the specialty of O&G, and the least 
reliable form of assessment inside the specialty of O&G.

To see if the reliability problem in O&G might be related to the cohort of trainees, we calculated 
the proportion of trainees within the study cohort for whom there were any training concerns. 
This was not part of our original demographic data set and required information from the 
deanery and the O&G programme director, after obtaining ethics approval. Formal training 
concerns are documented as ARCP2 (RITA D) and ARCP3 (RITA E) at annual review. An 
ARCP outcome 2 is recommended by the ARCP panel for focused training to acquire specific 
competencies using a timescale agreed with the trainee. An ARCP outcome 3 is recommended 
by the ARCP panel if additional remedial training is required, with the ARCP panel responsible 
for judging the intended outcome and timescale. Other informal training concerns are simply 
noted in the trainee’s file. The proportion of trainees who had informal or formal training 
concerns relative to the overall number of trainees recruited from each specialty is shown in 
Table 59. During the study period, there was a markedly higher proportion of O&G trainees 
with training issues (42%, n = 14) than in all other specialties (4%, n = 2).

Table 60 displays the number of trainees with identified training concerns by level of training 
for each specialty. The differences at ST6 and ST7 levels were striking, with seven senior O&G 
trainees having identified training concerns, compared with only one trainee from all other 
specialties combined. It is highly likely, therefore, that the high proportion of trainees in O&G 
with identified training concerns, especially at a senior level, contributed to the lower reliability 
of PBA and OSATS in O&G (as well as to the poor construct validity of OSATS).

TABLE 57a  D-study for O&G versus non-O&G PBA ATIS 
ratings: cases assessed within O&G specialty

Cases

Assessors per case

1 2 3

1 0.32 0.41 0.46

2 0.56 0.64 0.67

3 0.69 0.74 0.76

4 0.76 0.80 0.82

5 0.81 0.84 0.85

6 0.84 0.87 0.87

7 0.86 0.88 0.89

8 0.88 0.90 0.90

TABLE 57b  D-study for O&G versus non-O&G PBA ATIS 
ratings: cases assessed in non-O&G specialties

Cases

Assessors per case

1 2 3

1 0.47 0.60 0.66

2 0.70 0.79 0.82

3 0.79 0.86 0.88

4 0.84 0.89 0.91

5 0.88 0.92 0.93

6 0.90 0.93 0.94

7 0.91 0.94 0.95

8 0.92 0.95 0.96
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Validity of assessment methods

Validity has many different aspects, as defined within Chapter 1 of this report. All assessments 
require validity, and evidence for validity requires multiple sources. WBAs hold high face validity 
as assessments of day-to-day performance, as trainees are being assessed on direct observation of 
their real clinical practice. All assessments included in this study were carried out using a direct 
observation methodology.

Content validity is assured because the content of the study assessment tools was systematically 
derived from an iterative process involving many consultant surgeons and surgical educators 
during their development. The strong correlations between the ATIS and the level score for PBA 
(0.73), the ATTS and ATGS for OSATS (0.84), and the four categories within NOTSS (range 
0.74–0.76) are an indication of the good internal content validity of each tool. The confirmed 
factor structure of the NOTSS tool also indicates that each NOTSS category is measuring a 
different competency domain, as intended by the content design of the tool. The good correlation 
between PBA or OSATS and NOTSS is encouraging, although perfect correlation should not 
be expected as they are intended to measure different competencies. The strongest correlations 
between NOTSS and the ‘technical’ instruments (PBA and OSATS) are in the ‘decision-making’ 
domain. This is to be expected, as a number of the items in both PBA and OSATS relate to 
decision-making, and provides evidence for criterion validity, in which instruments measuring 
the same construct should correlate.

The evidence for construct validity for PBA is demonstrated by the good correlation of scores 
with all demographic measures of age and experience we considered (age, ST level, total years 
and UK years of surgical training, total and recent experience of relevant index procedure) except 

TABLE 58a  D-study for O&G versus non-O&G PBA level 
score: cases assessed within O&G specialty

Cases

Assessors per case

1 2 3

1 0.09 0.13 0.15

2 0.22 0.28 0.31

3 0.32 0.39 0.42

4 0.41 0.47 0.50

5 0.48 0.54 0.56

6 0.53 0.59 0.61

7 0.58 0.63 0.65

8 0.61 0.66 0.68

TABLE 58b  D-study for O&G versus non-O&G PBA level 
score: cases assessed in non-O&G specialties

Cases

Assessors per case

1 2 3

1 0.69 0.75 0.77

2 0.85 0.88 0.89

3 0.91 0.92 0.93

4 0.93 0.94 0.94

5 0.95 0.95 0.96

6 0.96 0.96 0.96

7 0.96 0.97 0.97

8 0.97 0.97 0.97

TABLE 59  Proportion of trainees with training concerns per specialty

Cardiac
Colorectal and 
upper GI Orthopaedic O&G Vascular Total

Trainees in study 
cohort

10 23 9 33 11 85

Number with 
training concerns

0 1 0 14 1 16

Percentage with 
training concerns

0 5 0 42 9 19
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years of non-UK surgical training. All of the NOTSS categories demonstrated construct validity 
for many of these measures. For the ‘situation awareness’ and ‘decision-making’ categories, there 
was good correlation of scores with age, ST level, total years and UK years of surgical training, 
and recent procedural experience. For the ‘communication’ and ‘leadership’ categories, there was 
correlation with ST level, UK surgical training and recent procedural experience.

We would hypothesise that previous procedural experience would have a greater effect on the 
‘technical’ scores (PBA and OSATS) than on the ‘non-technical’ scores (NOTTS) and that, within 
NOTTS, ‘situation awareness’ and ‘decision-making’ would depend more on procedure-specific 
experience than would ‘communication’ or ‘leadership’. Our data showed this to be the case for 
PBA and NOTSS.

The OSATS tool did not demonstrate any evidence for construct validity, as there was no 
correlation of scores with any of the measures for age and experience. This may be explained 
by the factors previously addressed within the post hoc analysis discussion section. The high 
proportion of senior level O&G specialist trainees with training concerns, whose surgical 
competence was appraised as being below the expected standard for their level of training, 
undermines the expected hypothesis relating surgical skill with training/experience.

We have demonstrated a correlation between the PBA and NOTSS scores with years of UK 
surgical training but not with years of non-UK surgical training. While this may raise a question 
regarding the consistency of overseas training, the numbers are small and there may be other 
confounders, therefore no direct inferences can be made. Other factors that might affect 
assessment, such as language skills and cultural background, could also be associated with 
overseas training. This area warrants further research.

Predictive (outcome) validity provides the most important long-term evidence to support the 
validity of assessment methods. However, it is often the hardest to demonstrate, particularly 
without large sample sizes. We believe that there is a ‘hint’ of outcome validity in this study, 
albeit without reaching statistical significance. There were more than twice as many significant 
associations between surgical case outcomes and assessment scores than could be expected 
by chance alone. This is the first time that such an effect has been demonstrated for trainee 
assessments. Measuring outcome validity for procedures performed by trainees has previously 
been discounted because of the chance that outcomes could be influenced by consultant/team 
intervention and other confounders, such as patient-related risk factors. Many specialties are now 
providing risk-stratified comparative outcomes for consultants for the purpose of revalidation. 
There is an argument for providing the same facility for senior trainees, especially those who are 
approaching consultant status. Outcome data could be linked to both logbook and WBA data 
for commonly performed index procedures to triangulate the evidence on a trainee’s surgical 
performance.

Consequential validity considers the educational impact or effectiveness of an assessment 
method. Evaluating the educational impact of the study’s three WBA methods was not one 
of our primary research aims. However, the study’s user-satisfaction questionnaires provide 
some evidence of good educational impact. Kirkpatrick described four levels on which to focus 
educational evaluation, which have been adapted for use in health education by Freeth et al.17,18 
The Kirkpatrick model can be used to evaluate the process and outcomes of assessment, or 
to evaluate any other aspect of education. Level 1 concerns learners’ views on the learning 
experience, and our user-satisfaction questionnaires provide a wealth of data on trainees’ views 
towards the assessment methods, which are discussed below. Level 2a concerns a change in 
attitudes among participants. Our user-satisfaction questionnaires asked trainees and clinical 
supervisors to consider their attitudes towards future use of the PBA, which we consider 
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is a surrogate marker to indicate a change in attitude. Encouragingly, a majority of clinical 
supervisors and a large majority of trainees reported that they were likely to use PBA in the future 
if given the choice. Levels 3 and 4 concern a change in behaviour and change in patient outcomes 
respectively, which were beyond the scope of this study.

Although it would be expected that trainees are accustomed to WBA undertaken by their clinical 
supervisor, the more formal nature of the assessments within this study, which included the 
presence of an independent assessor (in some cases also video recording), may have affected 
the performance of some trainees. The independent assessor made every attempt to remain 
unobtrusive to ensure that the operating and assessment conditions for the trainee were as 
authentic as possible. However, this was sometimes hard to achieve while ensuring good views 
of the procedure to allow direct observation and rating of a trainee’s performance. Although 
either the trainee or clinical supervisor felt that performance had been affected in a quarter of 
cases, there was little agreement between their judgements for individual surgical cases. The 
cases judged to have been negatively affected by direct observational assessment (subjective) 
had slightly but significantly lower scores, but the video-recorded cases (objective) did not. This 
raises the possibility that trainees and assessors might have attributed a poor performance to the 
assessment conditions when the real reason lay elsewhere.

User satisfaction and acceptability

Procedure-based assessment
Clinical supervisors and trainees in all surgical specialties provided mixed, but predominantly 
positive, responses about the use of PBA for assessment and feedback. The majority of clinical 
supervisors and trainees were positive about its value as both an ‘assessment for learning’ 
(formative purpose) and an ‘assessment of learning’ (summative purpose), indicating that they 
are comfortable with the dual purpose of PBA for on-the-job training as well as for informing 
the ARCP. However, more clinical supervisors and trainees were negative about its use for a 
summative purpose. The high acceptability of the tool for formative and summative purposes 
indicates that successful implementation of the tool should be feasible. Scepticism towards the 
use of PBA as a summative assessment method might be reduced once evidence for its validity 
and reliability is within the public domain.

Comparing the perspectives of clinical supervisors with trainees in their responses to the 
applications of the PBA tool, trainees were relatively more positive about using PBA in the future 
if given the choice (were it not mandatory), the value of PBA in surgical education, the value of 
PBA in enhancing the assessment process and its usefulness for giving feedback. This positive 
perspective towards the value of feedback supports the evidence that feedback aids learning.123,124 
It also reinforces the need for feedback to be acknowledged as an integral aspect of WBA 
that requires clinical supervisors to invest in giving trainees timely feedback on their surgical 
performance.

Information from the ISCP indicates that engagement of registered trainees and clinical 
supervisors with WBA in the Yorkshire and Humber Deanery is 90%, which is similar to other 
deaneries (unpublished data). This suggests that our data for user satisfaction and usability are 
generalisable within the UK.

Objective Structured Assessment of Technical Skills
There is a marked difference between O&G clinical supervisor and trainee perspectives for the 
use of OSATS, with trainees reporting less overall satisfaction and acceptability than clinical 
supervisors. This contrasts with the PBA clinical supervisor and trainee perspectives, in 
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which trainees reported greater satisfaction than clinical supervisors. The majority of clinical 
supervisors agreed that OSATS was useful as both a formative and a summative assessment 
method, although more were positive about its formative use. Trainees were markedly less 
positive about the use of OSATS as a formative method and especially as a summative assessment 
method, with these perspectives falling equal to or below a majority view respectively. The 
proportion of clinical supervisors and trainees who disagreed with its use as a summative method 
outweighed the proportion of those who disagreed with its formative use. This finding was more 
marked than for PBA. These responses show trainees’ concern about the summative design and 
purpose of OSATS. This could reflect the OSATS tool design at the time of the study, in which 
a pass/fail summary judgement was assigned by the clinical supervisor. This reinforced the 
summative purpose of OSATS and may have been viewed by trainees as a practical ‘mini-exam’.

The clinical supervisors and trainees in O&G who had used both OSATS and PBA expressed 
greater overall satisfaction with PBA. The reasons for this preference are being explored within 
subsequent focus groups with trainees (see Further research section) and include the use of a 
single assessment form, detailed items that provide a structure for feedback, a simpler binary 
rating system that uses an explicit standard (CCT level) and the use of a four-level outcome with 
clear descriptors concerning readiness for independent practice, rather than a pass/fail judgement 
of their performance.

Non-technical Skills for Surgeons
The scrub nurses provided more positive responses than the anaesthetists to every question 
regarding the NOTSS tool and its uses. A majority of both assessor groups agreed that the 
NOTSS system provided a common language for discussing non-technical skills, which provides 
encouraging evidence for the face validity of the tool. In addition, the majority of both groups 
agreed that NOTSS was useful for reflective practice and providing feedback and a valuable 
adjunct to the use of surgical skill assessments. Anaesthetists were evenly split on whether or not 
NOTSS would enhance patient safety, whereas scrub nurses indicated a strong agreement. These 
results would be encouraging were NOTSS to be considered for use in routine surgical practice, 
as both assessor groups see a definite role for NOTSS within surgical training.

The majority of anaesthetists felt that they were able to more easily assess interpersonal skills 
(e.g. communication and leadership) than cognitive skills (e.g. situation awareness and decision-
making) using NOTSS. This contrasts with the scrub nurse perspectives, who found it equally 
easy to assess both skill domains, and with the usability trial conducted by Yule et al.,112 in which 
clinical supervisors found interpersonal skills more difficult to rate than cognitive skills. In our 
study, more scrub nurses than anaesthetists perceived that they were able to easily assess both 
cognitive and interpersonal skills. This may be because they possess more technical knowledge 
of the procedure, which may inform their understanding and interpretation of surgeons’ non-
technical behaviours.

The differing assessor groups’ perspectives on their ability to rate non-technical skills may 
provide an argument for the use of NOTSS by a multidisciplinary group of assessors, similar to 
multisource feedback tools, e.g. Mini-PAT. While the overall NOTSS reliability is stable, it may be 
that each disciplinary group offers a unique perspective on non-technical performance that may 
enhance the assessment process.

Time is a precious commodity in the operating theatre and our NOTSS assessors were asked to 
voluntarily complete NOTSS assessments in the knowledge that these would be used only for 
research purposes. The overwhelming majority of participating NOTSS assessors indicated that 
it was feasible to complete the assessments within the time constraints of the list. However, some 
scrub nurses and anaesthetists declined to complete an assessment at the start of a case because 
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of other constraints (staff shortages, need to supervise a trainee, complex case, list running over 
time), which was entirely justified to prioritise patient safety. Our results agree with those of Yule 
et al.,112 who found that only 9% of clinical supervisors in their usability trial thought NOTSS 
added too much time to their list. These results provide further weight to the proposal that 
NOTSS should be a feasible tool to implement within the operating theatre.

Implications for assessment and training

Study recruitment and opportunities lost for workplace-based assessment
In this section, we make use of our recruitment results to illustrate the opportunities lost for 
WBA within surgical training. We feel that this reflects implications for practice, given the 
expectation that current surgical assessment programmes advocate using WBA as frequently as 
possible and making use of every possible surgical case for training. Shorter training schemes 
combined with the reduction in hours required by the EWTD mean that training must 
necessarily become more efficient. If the obstacles to recruitment that we have identified were 
addressed, we estimate that trainees might gain access to at least twice as many training cases 
within the same timeframe.

Successful recruitment to the study relied upon the timing and alignment of many factors to 
enable a WBA to be completed, e.g. a suitable case, an available clinical supervisor, an appropriate 
trainee and sufficient training time. The practical difficulties that we encountered shed light on 
why training opportunities are lost in practice. There will always be pressures on training time 
within the NHS, given the dual and often conflicting concerns of service provision with training. 
There is a need for trainees and clinical supervisors to be fully aware of the obstacles to training 
and to focus their joint responsibility on securing suitable training opportunities. We offer some 
possible solutions to the obstacles we have identified.

Some training obstacles are not directly within the control of clinical supervisors and trainees, 
being determined at an organisational level, although successful lobbying may influence 
organisational decision-making. We found that there was a large proportion of consented cases 
that could not be assessed within the study because there was insufficient operating theatre time 
for supervised training. It is possible that, with more allocation of operating theatre time per 
case, a better balance could be achieved between provision of training opportunities and service 
provision. There was a similar proportion of cases that were lost to study recruitment owing to 
lack of availability of an inpatient bed, cancellation or alteration of the case/operating list and 
staff leave or shortages. Two solutions could be to provide ring-fenced beds for elective inpatient 
admissions in tertiary referral centres and to establish training opportunities within local 
diagnosis and treatment centres.

Other training obstacles, although they may be perceived as organisational, are determined at a 
professional level, being subject to the guiding principles of the medical professionals themselves. 
These might be suitably addressed through forward planning and reorganisation of clinical 
workload by clinical supervisors and trainees. The most common reason for non-recruitment in 
our study was the lack of a trainee at short notice, usually owing to the emergency rota or other 
clinical commitments. With appropriate rota design and reorganisation to allocate trainees to 
daytime training lists, trainee availability for daytime supervised surgical training could be better 
prioritised, e.g. larger (hospital-at-night) emergency rotas or taking trainees off being on call 
at night. This might be difficult within the constraints of the EWTD. However, trainees might 
wish to consider using the voluntary additional 8 hours of opt-out above the 48-hour EWTD 
maximum for additional training rather than service.
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Further training obstacles are immediately suitable for change as they are under the direct control 
of trainees and clinical supervisors at an individual level. The second most common reason for 
cases being lost to assessment within the study was that the clinical supervisor performed the 
case as he or she deemed it unsuitable for the trainee available. However, it appeared that some 
clinical supervisors stated that the case was unsuitable for training when it seemed no more 
difficult than usual. Some trainees were not given the opportunity to be involved in certain 
elements of an operation appropriate to their level of training, including opening and closure 
of the operative site. There also appeared to be conflicts of interest as some clinical supervisors 
wanted to make the most of the surgical opportunity themselves while others appeared reluctant 
or uneasy supervising the trainees. Clinical supervisors also blamed time pressure on the 
operating list: ‘It’s quicker to do it myself ’. Therefore, it is imperative that a surgical training 
culture is engendered in which clinical supervisors are encouraged to regularly supervise trainees 
to perform suitable cases in part or whole and in which trainees are empowered to identify and 
ask for opportunities for WBA. In addition, improved collaboration between clinical supervisors 
and trainees would enable better matching of suitable trainees to appropriate cases.

Some issues were more common in certain specialties. For example, orthopaedic surgery had 
a high proportion of complex cases that were deemed unsuitable for junior trainees. Cardiac, 
vascular and O&G surgery suffered more from lack of availability of trainees owing to other 
clinical commitments. O&G trainers stated more often that the case was unsuitable for training, 
which may reflect the factors discussed within the post hoc analysis.

Frequency and timing of workplace-based assessment
Although our study shows that the number of cases required to achieve a reliable assessment 
using the tools is quite low, it would be a mistake to equate this with the number of assessments 
actually required. The main purpose of WBA is assessment for learning, in which repeated 
supervised surgical practice with timely feedback aids surgical skill acquisition. Furthermore, the 
more frequently assessments take place and are integrated into training, the better the validity of 
the assessment in terms of relating to actual performance.

Defining a minimum or set number of assessments may encourage trainees and trainers to view 
them as ‘mini-exams’. This is certainly the experience of the Foundation Programme and Core 
Surgical Training Programme, where it has been acknowledged that trainees practise procedures 
informally without asking for an assessment and only ask for assessment later on when they 
feel confident of achieving a good score.125 Viewing WBA as ‘mini-exams’ may also increase the 
pressure on an assessor to give a good rating, particularly where there is the option only to pass 
or fail a trainee for a given assessment. This can undermine the overall reliability of an assessment 
tool. This raises the question of whether the lower reliability of OSATS than PBA was, in part, 
related to its use of a pass/fail summative judgement. In our study, only half of O&G assessors 
completed the pass/fail summary judgement within OSATSs. This culture of putting emphasis on 
assessment as summative rather than formative defeats the principal aim of WBA, which is to aid 
learning.

At present, some surgical specialties set target numbers of index procedures for trainees to 
achieve in order to progress with their training. These numbers are often based on what is 
achievable or on a consensus of opinion, rather than guidance from an evidence base. The ISCP 
will be in a position to correlate PBA levels with logbook experience from the large database 
of PBAs completed and submitted electronically. This will provide information about learning 
curves and the calculation of confidence intervals for the number of procedures required to 
achieve competence. One system for monitoring a trainee’s competency progression over time is 
with cumulative sum (CUSUM) charts. CUSUM charts were first used in industry in the 1950s 
as a quality control tool,126 but have been applied to medicine to monitor progress in trainees’ 
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surgical,127 anaesthetic128 and clinical skills.129 Both the OCAP and ICSP plan to collate the PBA 
level scores and logbook data for each trainee so that progression of experience and performance 
can be mapped.

A CUSUM chart provides an objective graph of performance for a number of consecutive 
procedures, with the CUSUM score representing a running total of successful and unsuccessful 
attempts. The upper and lower limits of performance can be set for the procedure in question, 
which may be further adjusted for different ST levels.130 For example, if the accepted standard is 
that ST4 trainees should achieve a PBA level 3 or 4 for an inguinal hernia repair on 9 out of 10 
occasions, the accepted ‘failure rate’ is 10%. Each unsuccessful procedure (PBA level < 3) will have 
an incremental value of 0.9, and each successful procedure (PBA level 3 or above) a decrement of 
0.1. When the graph shows a consistent downward sloping line, an acceptable performance has 
been achieved for the relevant procedure. CUSUM charts can readily identify poorly performing 
trainees or weaknesses in training. They also enable the calculation of the numbers of procedures 
required for the majority of trainees to acquire competence for a particular procedure. This has 
a direct bearing on both the average number of assessments required to demonstrate a trainee’s 
competence as well as the number of training opportunities required by trainees. The addition 
of CUSUM charts to trainees’ e-portfolio may be a useful aid to learning, as well as an audit of 
actual assessment and training practice, particularly within the run-through training structure 
whereby large numbers of novice surgeons enter training at the same time.

Another important question is whether WBA should be undertaken every time a trainee 
performs an index procedure or less frequently (i.e. triggered assessment). Evidence for how 
often WBA can be feasibly undertaken is emerging. A study in Bath suggested that weekly PBA 
is feasible and acceptable.131 Although triggered assessments may be more acceptable to trainees 
and assessors as they involve less time and work, the philosophy of assessment for learning should 
be ‘the more the better’ because of the constructive feedback provided. Furthermore, early and 
frequent assessment must be encouraged in order to demonstrate a progression in surgical skills 
that should precede achievement of competence. Our results demonstrate reliability for the tools 
using feasible numbers of assessments, but the emphasis for an assessment for learning should 
remain on the feedback element of the assessment, which these tools structure and support. 
Clinical supervisors and trainees require reassurance that ‘development required’ or ‘needs help’ 
simply means that more practice is required.

The other factor in this ‘numbers game’ is the frequency of complications specific to a particular 
procedure. A trainee undertaking a complex procedure with multiple possible complications will 
need to be assessed more frequently to ensure that he or she can deal with them all. Uncommon 
and serious adverse events are probably better rehearsed on simulators, wherever possible.

Returning to our study results, we have shown that the tools that primarily assess technical skills 
(PBA/OSATS) require adequate assessment of each individual index procedure for reliability. 
Therefore, in any decision-making regarding the frequency and timing of WBA, the interests 
of ensuring adequate sampling of cases for reliability and providing the maximum educational 
benefit from ongoing feedback need to be balanced.

Purpose and design of workplace-based assessment
The purpose of WBA needs to be clear to both clinical supervisors and trainees, as it exerts a 
powerful effect on the type of teaching and learning that the assessment method supports. As 
a research team we gained insight into the impact of the assessment purpose upon training 
through the recruitment from different surgical specialties. The ISCP, which applies to all 
specialties studied except O&G, states that the main purpose of WBA is formative, i.e. assessment 
for learning. PBA has been made mandatory only for those trainees entering the ISCP surgical 
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curriculum at ST3 level from August 2007, using a competency-based training approach, for 
whom this purpose is explicit and understood from their foundation-level training experience. 
However, use of PBA has not been made mandatory for more senior trainees who have trained 
within the former apprenticeship system, in recognition that the expectations and training under 
this system were fundamentally different. Conversely, in O&G, OSATS has been a requirement 
for trainees at all levels, with a set minimum number of assessments that a trainee must pass to 
achieve logbook competencies. This may increase pressure on both the trainee and the clinical 
supervisor to produce good OSATS scores. It may explain the lower reliability of OSATS found 
in our results if there is reluctance on the part of clinical supervisors to use OSATS in making 
a pass/fail summative judgement. The low overall trainee user satisfaction/acceptability of 
OSATS in our study, with the most negative responses relating to its summative use, are likely 
to reflect the trainees’ dissatisfaction with this issue. Encouragingly, the pass/fail terminology 
has since been revised to ‘competent in all areas included in this OSATS’ and ‘working towards 
competence’ by the RCOG Assessment and Examination Committee in order to reinforce its 
formative purpose.104 Our experience resonates with recent policy documents aimed at improving 
the implementation of assessment one of which states, ‘A period of re-education is required to 
change the mindset of mini-exam towards WBA’.27

Both the PMETB and the Academy of Medical Royal Colleges have recently issued guidance to 
stress the importance of clarifying and communicating the dual purpose of WBA.16,27 Ongoing 
WBA, as assessment for learning, provides part of the body of evidence for the assessment of 
learning at ARCP. Rather than being at ‘crossed purposes’, both assessment purposes should 
be complementary in reinforcing feedback and self-directed learning. It is evident that clearly 
defining the purpose of WBA has direct implications for the utility of the assessment tool, 
particularly its user satisfaction and reliability.

The dual purpose of PBA was made explicit from the beginning, embedded in the ISCP 
framework, web-based and available to all stakeholders. In our study, PBA stands out as the 
most reliable tool with the greatest user satisfaction and acceptability. The majority of clinical 
supervisors and trainees valued its dual assessment purpose as assessment for learning and 
assessment of learning.

There is emerging evidence that the types of rating scales used for rating performance of doctors 
have a strong influence on assessors’ judgements.125,132 The latest PMEMB recommendation is 
that assessors should make judgements against word descriptors rather than numerical rating 
scales,16 as performance-based descriptions of what is being judged, and at what standard, help 
assessors achieve accuracy and consistency in their ratings. For example, rating scales that use 
either numerical (e.g. Likert) or relative scales (e.g. poor/average/excellent performance) are 
outperformed by scales using descriptive, behaviourally anchored rating scales (e.g. able or not 
able to perform independently). Furthermore, expressing concerns about a trainee’s competence 
is more appropriate using clear performance descriptors. Our results add to this emerging 
body of evidence. The exceptional reliability of the PBA level rating scale leads to the possible 
conclusion that medical assessors are more able to be consistent and discriminatory when they 
are asked to make judgements that they are familiar with (such as readiness for independent 
practice).

Experience in using workplace-based assessment
The ISCP and RCOG implemented their new competency-based curricula concurrently in 
August 2007, adopting PBA and OSATS respectively. However, OSATS had been in informal use 
for 2 years before that. Around half of the O&G clinical supervisors and trainees in our study had 
previous experience of using OSATS during that period. Encouragingly, this reflects a positive 
uptake of OSATS before its mandatory implementation in the new curriculum. In contrast, half 
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of non-O&G clinical supervisors and trainees had never used PBA before their involvement in 
the study. As there was no prior informal use of PBA, it could have been anticipated that the 
initial cohorts of non-O&G clinical supervisors and trainees had yet to gain direct experience of 
using the tool. Interestingly, following the introduction of the new curriculum, a further half of 
O&G assessors and one-third of O&G trainees reported that they had begun to use OSATS. This 
suggests that a change in educational policy promotes a change in educational practice.

Assessor training for workplace-based assessment
The general principle of WBA is that assessors should possess the relevant clinical expertise 
with regard to the task being undertaken and have been trained in that assessment method 
and in giving feedback. One aim of training is to improve the reliability of assessment through 
a thorough understanding of the design and purpose of the assessment method being used, as 
well as the standard required. Training may help assessors to make consistent and defensible (i.e. 
reliable) judgements.16 Another aim is to improve the quality of teaching during the procedure 
and the feedback afterwards, through the use of constructive methods such as Pendleton’s 
rules.133 Our results suggest that, for PBA in particular, achieving good assessment reliability 
may not require rigorous training of clinical supervisors. However, it is required to help trainees 
and clinical supervisors understand the process and purpose of assessment. Assessor training is 
probably required to improve the quality of teaching and feedback, although this was outside the 
scope of this study.

Assessors for PBA and OSATS are normally expected to be clinical supervisors in the relevant 
specialty, who are competent to perform the procedure being assessed. Although written 
guidance and web-based training is available via the ISCP, OCAP and RCOG, all organisations 
advocate that assessor training is best carried out through face-to-face workshops. It has since 
been acknowledged that the hurried implementation of ST assessment systems to meet the 
PMETB approval in 2007, which coincided with problems caused by the MTAS, resulted in 
inconsistent assessor training.27 The pattern of our results for clinical supervisor training reflects 
this inconsistency, as the coverage of training across different methods was patchy. Some clinical 
supervisors reported that they had received training using a combination of methods, whereas 
others reported training with one method. This suggests that training may occur ad hoc and 
could benefit from a more systematic approach. Similar proportions of both non-O&G and 
O&G clinical supervisors had utilised web-based training, indicating that the provision of online 
training is an essential resource to support other training methods.

Clinical supervisors’ perceptions of the provision and adequacy of training appear to be very 
subjective. Our results demonstrate that not all clinical supervisors access training where it is 
made available to them. We provided all clinical supervisors with face-to-face training in the use 
of PBA/OSATS, supported by written and/or e-mail packs, yet a large proportion reported not 
having received training. Some clinical supervisors found it acceptable that they had undertaken 
very little training. Conversely, other clinical supervisors who had reported receiving training 
using more than one method did not perceive this as adequate. These findings reflect the real-life 
surgical training culture, in which there are wide variations in clinical supervisors’ engagement 
and attitudes towards their personal training.

The PBA tool demonstrated excellent reliability for a WBA tool, despite patchy assessor training. 
This suggests that intensive assessor training may not be required for the use of PBA. This may 
be because the self-explanatory design of the form is intuitive to use, and the descriptive anchor 
statements for establishing a standard (based upon the ability of a trainee to perform a procedure 
with or without supervision) are well understood without the need for training.
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Despite offering training in the appropriate use of the tools, our team observed some recurring 
inconsistencies in the way the tools were used:

■■ prompting trainees too readily during the procedure
■■ inability to allow trainees to lead the case within their level of competence by taking over 

decision-making or the surgical instruments
■■ directing trainees to operate using the supervisor’s preferred surgical sequence and/or 

technique, even if the trainee’s sequence/technique was acceptable
■■ reluctance to score competencies negatively (and/or give difficult feedback), particularly for 

senior trainees.

We recognise that some of these training styles may have influenced the ratings of trainees’ skills 
and behaviours in our study. For example, if a trainee is directed to operate using a different 
technique, he or she may not be as smooth in its delivery, which could affect WBA scores. This 
highlights the difficulties that trainees experience when a clinical supervisor combines training 
with assessment during a surgical case. Although we have analysed quantitatively the proportion 
of trainees who judged that their performance was affected, we still have descriptive data to 
analyse, which may shed more light on this issue.

The most successful training opportunities and complete WBA were observed to be during those 
cases in which the clinical supervisor permitted the trainee to operate within his or her limits of 
competence and granted him or her the leadership to carry this out, prompting or intervening 
only when required or requested. Clinical supervisor training to this level was beyond the scope 
of our study, but it is likely to be required of clinical supervisors in the future if surgical training 
is to become more effective. As a response to our team observations, we have begun to draw upon 
these experiences through facilitating clinical supervisor training workshops, using videos to 
explore their surgical training techniques.

Face-to-face training may also be required to improve the quality of feedback provided by 
clinical supervisors. We observed and timed the feedback given by clinical supervisors to trainees 
after all cases, and in some cases we recorded the characteristics and quality of the feedback 
using structured observation charts. These feedback data, which are yet to be analysed using 
quantitative and qualitative methods, constitute ongoing team research work.

One of the acknowledged obstacles to achieving good assessor training is the difficulty in 
prioritising time and resources to prepare clinical supervisors for their educational role and 
responsibilities, within the constraints of service provision. The 2007 PMETB trainers’ survey 
found that over half of training programme directors had not undergone appraisal for their 
educational duties.134 This sheds doubt on whether clinical supervisors’ training is systematically 
directed and may undermine confidence in the consistency and standards of clinical supervisors’ 
training within surgical training programmes. However, it is also imperative that clinical 
supervisors themselves take ownership and responsibility for their educational responsibilities 
in a bottom-up approach. In our study we noted that some clinical supervisors did not engage 
with the face-to-face WBA training being offered in preparation for their inclusion in the study. 
Sometimes insufficient time was given as a reason, while in other cases it appeared not to be a 
personal priority.

It has been openly recognised by WBA stakeholders that achieving full compliance with the 
PMETB’s 2008 ‘standards for trainers’135 may be difficult owing to organisational issues and time 
constraints on training all clinical supervisors. This was reflected in a deadline for full compliance 
deferred to January 2010. In rolling out WBA, it may be considered most credible to use clinical 
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supervisors as assessors. However, our results suggest that the assessment burden could be eased 
by using non-surgeon assessors. The independent assessor ratings using PBA were as reliable as 
those provided by clinical supervisors, with assessor designation not affecting the stringency of 
either the ATIS or level PBA ratings. One independent was an SCP who completed assessments 
in all specialties, and the three other independent assessors were ‘relative non-expert’ surgeons, 
as they completed assessments outside, as well as within, their surgical specialty. It may be that, 
with additional PBA training, SCPs could assess the surgical skills of trainees for the purposes 
of WBA. However, the use of SCPs as trained assessors requires further evaluation. A standard-
setting exercise conducted by the Vascular Society of Great Britain and Ireland suggested that 
scrub nurses were able to discriminate between different levels of operative performance from 
videos of operations.103 We did not use theatre nurses or SCPs to complete PBA (except our SCP 
independent assessor who was trained in WBA) but this could be evaluated in a further study. 
However, it may be that it is the experience of SCPs performing surgery themselves, experience 
that scrub nurses do not have, that makes them suitable as assessors of technical skills.

Non-technical Skills for Surgeons was also originally developed and designed for use by trained 
surgeons. After discussion with the NOTSS development team, we chose to address in our study 
whether NOTSS could be reliably used by non-surgeon assessors. We used both anaesthetists 
and scrub nurses, along with the independent assessor, as our NOTSS assessors. Although the 
reasons for this were primarily pragmatic, as it was not desirable for clinical supervisors to 
complete NOTSS in addition to PBA/OSATS, we sought to extend the validation and application 
of NOTSS for WBA purposes. We hypothesised that members of the wider surgical team could 
reliably assess non-technical behaviours, in a similar way to members of the medical team using 
multisource feedback assessments to assess professional behaviours. Both anaesthetists and scrub 
nurses were believed to offer excellent assessors’ perspective. They are familiar with the operating 
theatre environment, with a good understanding of the steps of surgery within their own 
practising subspecialty, while being present throughout the operation to directly observe trainee 
behaviours, particularly to capture the preoperative behaviours that the clinical supervisor was 
often not present to observe. In addition, we recognised that there was some familiarity among 
anaesthetists with non-technical skills and human factor concepts that are inherent to their 
clinical role and that scrub nurses regularly articulated surgical safety issues.

All of our NOTSS assessors received training, largely by provision of a NOTSS booklet together 
with face-to-face training from an independent assessor. None of our assessors had any prior 
experience of using NOTSS, although some of our anaesthetists had a working knowledge of 
ANTS and human factors training. NOTSS training, as advocated by the developers of the tool, 
is comprehensive: background knowledge on human performance, error management and 
non-technical skills, an understanding of the principles of using psychometric tools for rating 
performance, familiarity with the NOTSS tool, and practice in observing non-technical skills and 
rating behaviours using NOTSS. At the time of the study, the NOTSS development team were 
delivering these elements within a 1-day training workshop. Attendance on such a course for all 
NOTSS assessors was not feasible for our study, in terms of both study resources and staff time/
availability. Furthermore, we wanted to assess the reliability of NOTSS ‘in the real world’ where 
limited training opportunities may exist. In practice, both the evaluation and usability trials 
conducted by the NOTSS development team have used a shorter 3-hour training session to train 
clinical supervisors,110,112 which suggests that more limited training may be sufficient. The vast 
majority of clinical supervisors involved in these trials reported that they had received adequate 
training. With the increasing body of evidence that relates non-technical performance to patient 
surgical outcomes and safety, the need for non-technical training becomes axiomatic. This is 
supported by the surgeons’ perspective, with a recent study of human factors training finding that 
views on the impact of human factors upon surgical performance had changed among surgeon 
participants.136
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All independent assessors in our study provided ‘relative expert’ NOTSS ratings, having 
completed a training course led by the NOTSS development team as well as attending 
‘Behavioural Science Applied to Surgery’ conferences annually. Despite the more limited 
training received by anaesthetist and scrub nurse assessors, our results show that they did not 
differ significantly in the stringency of their scores compared with independent assessors, with 
no variance owing to assessor designation for NOTSS ratings. This provides evidence that less 
intensive NOTSS training does not compromise the tool’s reliability.

Implementation of workplace-based assessment and research

As a research team, we became interested in the issues and challenges we faced over the course 
of the study in implementing both WBA and research in the operating theatre. Sharing these 
experiences and the lessons learnt could be a useful resource for those involved in implementing 
WBA into surgical training and researchers working in this field. The main themes relating to 
our experiences of implementing WBA are summarised here, but appear in full in Marriott et 
al.120 Since our publication, issues of WBA implementation have come to the forefront, and recent 
educational policy is now seeking to address this gap between assessment theory and practice.27

Relating the study design to the research aim
The surgical workplace is a complex and unpredictable assessment context. Additionally, 
performance is a complex assessment construct. To find order in this complexity demands a 
structured design and overarching theoretical framework. Our commitment to answering clear 
research questions drove the study’s design, e.g. for evaluating the question of tool validity, the 
study’s design included trainee demographics for training and experience (construct validity), 
questionnaire data (consequential validity) and surgical outcomes (predictive validity), which 
provided evidence to confirm or refute our validity hypotheses. In addition, the study design 
was heavily influenced by two theoretical frameworks: van der Vleuten’s utility model (see Figure 
3) and the Cambridge model of performance assessment (see Figure 2), which are illustrated 
and discussed within Chapter 1. However, even when the design is structured by clear research 
questions and informed by educational theory, developments to the design may be required 
during implementation, e.g. collecting data of the trainees’/clinical supervisors’ perspectives for 
the effect of assessment and/or video recording on performance.

Key lessons:

■■ Use structured questions and theory to inform the design of assessment research.
■■ Flexibility and foresight are required to manage developments to the study design during 

implementation.

Matching the research team to the study design
A multidisciplinary research team with expertise and confidence in surgery, operating 
theatre etiquette, principles and practice of education, educational research and research 
governance is required to evaluate WBA. All four independent assessors within our team were 
practising in surgery, trained in assessment and had a surgical education research interest. Our 
psychometrician had established statistical experience in WBA.

Although it is impossible to outline all the essential skills and attributes required from a 
research team working in this field, we consider the following to be essential to the process of 
implementation:

■■ expertise in surgical knowledge, skills, attributes and competence
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■■ familiarity and confidence with working in the operating theatre environment
■■ firm research governance knowledge and ‘good clinical practice’ training
■■ statistical expertise, independent from the grass-roots researchers
■■ diplomacy in negotiating sociopolitical surgical frameworks
■■ tenacity towards recruitment of cases and engagement of trainees/assessors.

Engaging surgical teams
The start of the study in 2007 coincided with major shifts in surgical training and assessment, 
including the MTAS and the new competency-based training curricula. The engagement of staff 
was initially difficult as there was resistance to further change. However, we noticed a change 
in attitude over the timeframe of the study, with increasing acceptance and value placed upon 
WBA. Our approach was to familiarise surgical teams with the study’s aim and purpose in 
advance to ensure that the research wasn’t seen to be imposed upon the theatre environment, 
which may have been viewed as threatening and/or unnecessary. Engagement was best achieved 
by e-mail and written information packs supported by face-to-face discussion in the workplace. 
Unsurprisingly, we encountered cynicism among some trainees and clinical supervisors, so 
giving time for discussion was a key part of the process.

It is very encouraging that we successfully engaged all clinical supervisors and all but two trainees 
across the six surgical specialties to participate in the study. It is not known whether the decision 
to exclude assessments of consultant surgeons prior to implementing our study affected their 
engagement positively, but it appeared to be a useful step in separating the study aims from the 
controversial issue of ‘revalidation’. Individual trainees became increasingly engaged with the 
study as it became clear that it was providing ring-fenced opportunities for them to undertake 
training cases that contributed to their training portfolio. The engagement of trainees and 
clinical supervisors with the study shows that implementation of WBA is achievable even where 
scepticism may exist.

Key lessons:

■■ Explain the aims of the study in advance within the context of WBA and surgical training.
■■ Engage staff using face-to-face discussion, supported by written and/or e-mail information.
■■ Revise your approach to overcome barriers in the workplace.

Ethical considerations for participants: patient and trainee consent
The ethics committee viewed the patients as study participants primarily on the basis of the use 
of video assessment. However, normal UK surgical practice does not routinely seek informed 
patient consent for the involvement of surgical trainees in their operations under supervision. It 
was noteworthy that patient consent was not a major limiting factor for case recruitment. For the 
few patients who declined to consent, their decision was usually surrounded by misconceptions 
about trainee involvement in performing supervised elective surgery. We provided an open 
discussion of the role of supervised operating in surgical training, and some patients were then 
happy to consent, while others wished for consultant-led care.

During implementation of the study, we considered trainees as additional participants and 
viewed their informed consent to be an important ethical consideration. The added requirements 
of this study beyond normal WBA training requirements included video assessments, NOTSS 
assessments and the presence of independent assessors. We used trainee invitation letters in 
advance of study recruitment within a specialty and verbal consent to ensure the voluntary 
involvement of trainees. An important part of this consent process was highlighting that 
the study’s purpose was to evaluate the tools themselves across different trainees, cases and 
specialties and not to evaluate an individual’s level of surgical skill. Once this purpose was clearly 
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communicated, the very small proportion of hesitant trainees felt comfortable with participating. 
There were only two trainees, who were approaching CCT level, who declined to participate. 
While we are entirely comfortable with our ethical approach to consent, the reality that some 
trainees declined to participate raises the possibility of a shortcoming in the ethics process. There 
remains a literature gap on the ethics of trainee involvement in educational research where there 
is an overlap between training and research requirements.

Key lessons:

■■ Consent of participants within educational research is complex.
■■ Use the patient’s perspective towards surgical care systems and surgical training to inform 

your consent process.
■■ Consider the ethics of trainees’ involvement within educational research.

Research versus training agenda
Given that our study sought to validate WBA tools that were in current use within surgical 
training, there were opportunities for the research to form collaborations or conflicts with the 
training agenda. Some key examples from both camps are summarised here.

Examples of collaboration:

■■ provision of valuable, timely training on the tools for trainees and clinical supervisors
■■ ring-fenced opportunities for WBA
■■ encouraging appropriate use of tools for formative assessment, e.g. using parts of PBA for 

junior surgical trainees
■■ practical demonstration of the feasibility of workplace learning and assessment
■■ ‘field testing’ prompting tool modification, e.g. separating cystic duct and artery ligation tasks 

for appropriate assessment within laparoscopic cholecystectomy PBA.

Examples of dichotomy:

■■ Conflicts may exist between providing assessors with sufficient tool information without 
prejudicing usage. This may be limited by advance training and ongoing guidance.

■■ Upholding the research agenda of assessing the utility of WBA in the real-life setting may 
compromise timely guidance on ‘correct’ use of the tool.

■■ If multiple assessors are used, care is needed to avoid contamination of ratings, limiting 
necessary discussion until after ratings are assigned.

■■ The role of WBA assessors may be more aligned to observer-as-participant than complete 
observer if the assessor is part of the working surgical team.

Limitations of the study

The original study plan was to include teaching hospital trusts in three cities, and site-specific 
ethics approval was obtained for all three. During the initial phase of the study, it became 
apparent that the difficulty and workload involved in identifying, consenting and assessing 
suitable surgical cases would have required the appointment of a trial co-ordinator/independent 
assessor at each centre. Funding was not available for this within the finite resources of the grant. 
It is therefore possible that the results would not be not generalisable to other centres in the UK. 
Our sampling strategy of assessing as many cases per trainee as feasible, providing the most 
dependable reliability data, was achieved by focusing our efforts on gaining multiple assessments 
for trainees at the single hospital trust. We also revisited most surgical specialties on two separate 
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occasions during the course of the study, providing the opportunity for the assessment of trainees 
who had rotated in from other peripheral hospitals. Within the trust there were three hospital 
sites that we observed to have a range of working and training cultures. Furthermore, the 
willingness of all potential clinical supervisors and all bar two potential trainees to participate in 
the study increases our confidence in the generalisability of our results to the rest of the UK.

The overall recruitment figures for the study fell slightly short of the target we set ourselves, 
although they well exceeded those proposed by the Steering Committee. Within recruitment as 
a whole the number of non-O&G cases fell short of our target although, once again, it was above 
the target set by the Steering Committee. It is disappointing that the recruitment figures for 
orthopaedic and colorectal surgery were noticeably lower than intended, despite concerted efforts 
to optimise numbers in the second rounds of recruitment. However, this does not negatively 
affect the primary outcome of reliability evaluation, although it does limit the extent to which we 
can explore specialty differences in reliability, validity and feasibility.

Inevitably, the study could not include all surgical specialties or all index procedures. Specialties 
were selected on the basis of having an adequate number of trainees with a sufficient workload 
of the selected index procedures to allow an evaluation of WBA tools within a real-life training 
environment. Various surgical subspecialties including breast, endocrine, plastic, ENT (ear, 
nose and throat), maxillofacial, ophthalmic, neurosurgery and urology did not satisfy these 
selection criteria. We did not include specialties for which PBA had not been developed (e.g. 
endovascular), except O&G, within which new PBAs were developed to allow a comparison of 
PBA utility with OSATS. We excluded any specialties that require operating microscopes for 
their index procedures because of the difficulty of direct observation by independent assessors, 
e.g. ophthalmic surgery. However, having included 15 index procedures across six specialties, 
we believe that the tools have been adequately evaluated for interspecialty and interprocedural 
differences. PBA did not show interprocedural variations in scores that could be attributed to 
index procedures per se, but rather were due to the confounding effect of assessor stringency and 
procedural difficulty across all index procedures. We have no reason to suspect that PBA would 
be less valid or reliable in other surgical specialties; however, future work may be useful.

Only domains 3–5 of PBA were used within the context of the study. The main reason for this 
was that these sections covered performance in the operating theatre, as do OSATS and NOTSS. 
Furthermore, in practice it is not anticipated that an entire PBA is necessarily completed for 
any one case. The fact that we have shown excellent reliability for domains 3–5 means that there 
should be less concern about the validity and reliability of the tool in its entirety. However, it 
would be helpful to do further work on the other PBA domains, especially preoperative planning 
and consent.

Although all ST levels were represented, the greatest proportion of surgical trainees in this study 
were at junior (ST2 or ST3) and senior (ST7 and ST8) levels. This reflects the organisation of the 
surgical training programmes. Trainees are often placed centrally at the main teaching hospital 
sites at the beginning of their training. They then move to clinical placements in the surrounding 
district general hospitals for intermediate-level training, before moving back centrally as senior 
trainees for advanced subspecialty training. To include the surrounding district general hospitals 
in this study would have required additional resources. Despite these restrictions on trainee 
sampling, we did achieve a good spread of WBA scores, indicating that a full range of surgical 
performance was represented within our cohort of trainees.

Reliability is a measure of how consistently an assessment method can discriminate between 
candidates. This requires a precise instrument and a heterogeneous population of candidates with 
stable differences. Indeed, reliability is the ratio of precision to performance spread. Therefore, 
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reliability is reduced where precision is poor or where the population is very homogeneous. It 
is important that the sample of trainees is reasonably large and representative if the reliability 
results of the evaluation are to be extrapolated to the general population of trainees. Our interim 
analysis demonstrated that OSATS reliability was significantly different from PBA, raising 
the possibility of a cohort-specific effect. A high proportion of senior trainees with training 
concerns was found in our O&G cohort, which made this population more homogeneous. To 
optimise conditions for evaluating the reliability of PBA/OSATS within O&G, we sustained our 
attempt to capture as wide a sample of O&G trainees and clinical supervisors as possible within 
the timescale of the study. We sampled another entire trainee cohort after the August 2008 
changeover. Overall, the recruitment of trainees within O&G approached 100% (two trainees 
declined to consent).

The response rates for some of the user satisfaction and acceptability follow-up questionnaires 
were suboptimal. While the response rates of clinical supervisors and trainees were very good 
and well above accepted questionnaire response rate thresholds, those for the anaesthetists and 
nurses were disappointing. This may affect the generalisability of the NOTSS questionnaire 
results. Initially the response rates were poor for all participant groups, and our efforts at 
resending e-mails and hard-copy questionnaires proved unsuccessful in increasing response 
rates. It became clear that the most successful method of retrieving questionnaires was by 
approaching personnel face to face with a hard copy at a time that was convenient for them to 
complete it. We had not anticipated quite how time consuming this approach would be. We made 
a decision to prioritise retrieving trainees’ and clinical supervisors’ questionnaires. In so doing, 
we lost responses from the other professional groups. We would have needed to allocate much 
more time to this aspect of data collection for NOTSS questionnaire response rates to have been 
significantly improved.

As OSATS and PBA appear to be alternative tools for use in WBA, it would have been ideal to 
evaluate their validity by estimating the correlation between them when used together across 
cases. However, the estimation of reliability requires multiple assessors to use the same tool as 
they observe a given case. Unless there are three or more simultaneous ‘technical’ assessors, it is 
not possible to gather good reliability data for two ‘technical’ instruments in parallel. In taking a 
pragmatic approach, we prioritised obtaining reliability evidence for the tools.

At an early stage of the study, the Steering Committee suggested that each independent assessor 
should minimise the number of cases for which they used a ‘technical’ PBA or OSATS with 
the non-technical NOTSS simultaneously, owing to concern about cross-contamination of 
the ratings. This would have required two independent assessors to be present for every case. 
However, this was not often possible because of the priority we gave to sampling as many 
cases as possible for each trainee. Therefore, for these cases, it is possible that the completion 
of more than one tool informed the independent assessor ratings, particularly with respect 
to the non-technical skills that form part of the content of the ‘technical’ tools. In addition, a 
further potential confounder to assessment ratings could stem from the recognised different 
methodological approaches. For the ‘technical’ tools there is an expectation that trainees should 
verbalise their intentions throughout the procedure. This is made explicit on the PBA form itself. 
However, the NOTSS tool is designed for use without prompting verbalisation of behaviours. 
The independent assessor’s approach was not to prompt the trainees to fulfil the methodological 
expectations for a given tool, but the supervising clinical supervisor often had an expectation 
that trainees would verbalise their intentions and actions throughout the cases. However, except 
for the OSATS ATGS, the independent assessors did not differ in the stringency of their ratings 
compared with other relevant assessor groups. Given the overall similarity between assessor 
designation stringency, it strongly suggests that the independent assessors’ ratings were not 
unduly influenced by the completion of more than one tool.
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The proportion of index procedures that could be video recorded was disappointing. The reasons 
contributing to this are detailed in Chapter 3. As we were unable to record sufficient numbers 
of individual index procedures, we were unable to complete work on the reliability of the study 
tools using video assessment. Furthermore, the quality of the recordings was suboptimal for some 
index procedures. Better recordings were obtained with cameras built into the theatre lights than 
with the study’s filming equipment. However, the majority of our recordings relied upon using 
study equipment because of the limited availability of trust operating theatres with purpose-built 
recording equipment. The study team’s ongoing work with video assessment is discussed within 
the further research section.

Reflections and lessons learned

Reflecting on the study’s design, implementation and results offers the opportunity to explore, 
in hindsight, how we might have approached fulfilling the study’s primary outcomes differently. 
This is a complex argument to present as the implementation of the study was developmental, its 
design evolving in response to the clinical setting in which it took place. While we are satisfied 
with the majority of the primary outcomes, particularly the validity and reliability results, the 
user satisfaction and acceptability data were less robust. It may be that these outcomes could 
have been better fulfilled by allocating more of the team’s resources to optimising questionnaire 
response rates. Also, the use of additional methodology, such as focus groups or interviews, 
could have been employed in the design. During the course of the study’s implementation, we 
explored the advantage of using focus groups to support the questionnaire data under collection. 
However, there were insufficient research team resources to take this forward. On balance, the 
questionnaire methodology allowed the widest sampling of participant opinions.

Inevitably, discussing how resources could have been better focused on a specific research 
outcome demands a decision on how finite resources could have been reallocated. There was 
a significant, and ongoing, investment of the research team’s resources involved in the video 
recording of cases. In fact, the validity (fidelity) of video recording as an indicator of directly 
observed performance was a secondary research outcome. This, together with the shortcomings 
in achieving sufficient numbers for reliability analysis, leads us to reflect that this aspect of the 
study was probably allocated a disproportionate amount of time and resources.

Working within the confines of the grant resources proved difficult for the research team. In 
practice, the process of identifying cases and undertaking assessments was extremely time 
consuming. This had very real implications for the study, which quickly became apparent during 
implementation. The study protocol had ambitiously aimed to recruit from three different cities. 
However, it was unfeasible for the single study co-ordinator to travel to other centres when a full-
time presence on site was essential for successful recruitment. Effectively these constraints limited 
the study to one centre. There may be lessons to be learned from this for researchers wishing to 
undertake similar workplace-based studies when making grant funding applications.

Further research

Ongoing work
Some of the ongoing research projects that we as a research team are continuing to develop have 
already been highlighted within the relevant discussion sections. These can be summarised as 
follows:
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1.	 Does WBA capture authentic performance? The narrative comments from trainees and 
clinical supervisors on the effect of assessment on performance will be subjected to 
qualitative analysis to supplement our quantitative data.

2.	 What is the quality of the feedback that clinical supervisors provide when completing WBA? 
We have collected structured observations of 56 feedback sessions and these will be analysed 
qualitatively to explore the characteristics and quality of verbal feedback given to trainees. It 
is anticipated that the qualitative analysis will identify key themes that can then be explored 
in subsequent focus groups with trainees and clinical supervisors.

3.	 Can our NOTSS data be used to provide further validation and development of the NOTSS 
system? Our NOTTS assessors completed the tools by providing examples of behaviours to 
justify their ratings. These behavioural markers will be subjected to qualitative analysis that 
may identify new markers for the NOTSS system. The collaboration with the NOTSS team is 
ongoing and we obtained ethical approval to share our DVD material with this expert group. 
The proposal is to use the DVDs to identify more observable non-technical behaviours, 
particularly in leadership. This research forms part of an ongoing process for improving the 
sensitivity and validity of the NOTSS system as well as extending the NOTSS framework for 
use in surgical training assessment programmes.

4.	 What influences opinions on WBA acceptability and user satisfaction? Although our 
questionnaires have been subjected to quantitative analysis for this report, there remains 
a body of narrative evidence to be analysed qualitatively to fully explore the trainees’ and 
trainers’ attitudes to these WBA tools. This is especially relevant for our O&G trainees and 
clinical supervisors for whom user satisfaction of OSATS and PBA can be compared.

5.	 Can DVDs be used to provide reliable performance assessments of trainees? Good inter-
rater reliability between direct and video assessment of saphenofemoral ligation has 
been demonstrated.53 However, Scott et al.137 found that assessment of edited videotapes 
of laparoscopic choleystectomies did not correlate well with direct observation. A study 
conducted on behalf of the Vascular Society also found that silent video recordings of 
trainees performing carotid endarterectomies could not be scored reliably because of 
difficulty in gauging how much help was provided by the clinical supervisor (unpublished 
data). The reliability of video assessment would be anticipated to be improved by dual 
recordings of the operative field and the operating theatre, combined with voice recordings, 
as used in our study. Unfortunately, we were unable to video sufficient cases of individual 
index procedures to allow dependable reliability estimates. However, video assessment 
by several assessors per DVD may be used to compensate for our small sample sizes. The 
excellent reliability of direct observation using PBA means that testing the reliability of video 
assessment may become less important. However, video recordings of operations may have 
other important educational roles for training trainees and assessors, which are discussed 
within the New research section.

6.	 Can using DVDs of supervised surgical cases improve training for assessors? The use of 
videos within training workshops or educational courses could help assessors understand 
how to use WBA tools in making judgements of trainee surgical performance. The evidence 
from the occupational psychology literature shows that the most effective method for 
training assessors to provide accurate performance ratings is through frame-of-reference 
training.138 This involves providing assessors with examples of performances at different 
levels of competence with clear standards for assessments, with opportunities to practise 
giving scores and feedback. We suggest that DVDs of operations used in these settings would 
provide ideal frame-of-reference material for training clinical supervisors. Therefore, we 
have begun to use DVDs within workshops at various Royal Colleges of Surgeons with good 
feedback from participants. We plan to use the data collected from the workshops to study 
the effect of such training on the reliability of WBA tools.
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New research
In addition, there are a number of new research areas that we have identified as being worthy of 
further pursuit:

1.	 Does WBA demonstrate educational effectiveness, i.e. does it enable trainees to achieve 
the required surgical training competencies and improve patient outcomes? This study 
provided some evidence of educational effectiveness at level 1 and level 2 of the Kirkpatrick 
model as adapted by Freeth et al.,18 including user satisfaction perspectives and changes in 
attitudes, although it was not one of our study’s aims. Evidence for changes in behaviours and 
changes in patient outcomes at levels 3 and 4, respectively, require research of assessment 
programmes rather than of individual WBA tools using longitudinal and integrated research 
methodologies.

2.	 Is there a relationship between surgical experience, performance and outcomes? Can 
surgical outcome data be used to assess trainees? This study shows some promising evidence 
of outcome validity. Further large-scale studies are required to evaluate this as a potential 
method of assessing the surgical performance of more senior trainees.

3.	 Can we establish learning curves and minimum number requirements for index procedures? 
Longitudinal collection of PBA forms and logbook data nationally should permit calculation 
of the numbers of procedures required for the ‘average’ trainee to achieve competence.

4.	 Are the PBA domains that were not part of this study (e.g. preoperative planning and 
consent) also valid and reliable?

5.	 Is WBA affected by factors such as language skills and cultural background?
6.	 Can non-surgeons assess the surgical performance of trainees using WBA? We have shown 

that non-surgeons, e.g. anaesthetists, scrub nurses and SCPs, can reliably assess the non-
technical skills of trainees using NOTSS. Our results also indicated that SCPs could produce 
as reliable PBA ratings as those by clinical supervisors, as one independent assessor was an 
SCP. Further research is needed to establish whether SCPs are reliable as an assessor group.

7.	 Can DVDs be used to provide trainees with additional feedback on their surgical 
performance? Videos can be used by trainees to review the key stages of a procedure before 
entering the operating theatre and to review the management of adverse events. They may 
also have a role in reinforcing the feedback provided after direct observation by a clinical 
supervisor. Feedback on performance using videos is well established within general practice 
for patient consultation skills.139–141 There is also evidence that giving trainees feedback on 
their surgical performance improves their surgical skill.142 Trainees could be provided with 
DVDs of their operations to review, with the PBA/OSATS assessment provided by their 
clinical supervisor, for additional feedback on their surgical performance.
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Chapter 5  

Conclusions

Procedure-based assessment possesses high reliability (G > 0.8 using three assessors for the same 
index procedure), excellent construct validity and positive user satisfaction and acceptability 
perspectives from trainees and clinical supervisors. Given its high validity, reliability and 
acceptability, PBA demonstrates good evidence of overall assessment utility. These results indicate 
that PBA is highly suitable as an assessment for learning and as part of an assessment of learning. 
Therefore, the ISCP and OCAP can be reassured about the continued use of PBA as their main 
WBA method for surgical specialty trainees. However, the high reliability of PBA is procedure 
specific and requires that trainees are adequately assessed for each individual index procedure. 
We have no reason to believe that PBA would be less valid or reliable in other surgical specialties; 
however, further evaluation within other specialties may be useful.

Objective Structured Assessment of Technical Skills is a less reliable method than PBA as a 
tool for assessing predominately ‘technical’ skills. However, good reliability for assessing the 
same procedure remains achievable using feasible numbers of surgical cases (G > 0.8 using 
five assessors for the same index procedure). OSATS failed to show construct validity for all 
demographic measures of age and experience. However, the context of our OSATS evaluation 
within the specialty of O&G had fundamental cohort differences from the other surgical 
specialties in which PBA was evaluated. The high proportion of senior O&G trainees with 
training concerns made the population more homogeneous, resulting in reduced estimated 
reliability and undermining the construct validity evidence for OSATS.

Whether PBA or OSATS are used to assess surgical skills within a training programme, the 
purpose, timing and frequency of WBA require detailed guidance for both trainees and 
clinical supervisors, to ensure that they are used correctly and provide maximum educational 
effectiveness. Even if relatively low numbers of assessments are required for good reliability, this 
should not detract from their primary purpose as an assessment for learning, which requires 
frequent assessment. Furthermore, user satisfaction/acceptability for a summative purpose is 
lower. Clinical supervisors would benefit from continued training in assessment and feedback 
techniques to maximise the educational potential of WBA.

Non-technical Skills for Surgeons is a promising tool for the assessment of non-technical 
skills, with evidence of a valid internal structure and good construct validity. Good reliability 
(G > 0.8) can be achieved using eight assessors for a mix of procedures, without intensive assessor 
training. Given the prerequisite that reliable assessment using PBA/OSATS demands adequate 
assessment of individual procedures, there would be no foreseeable difficulty in obtaining an 
adequate sample of a mix of procedures to permit a reliable assessment of non-technical skills 
using NOTSS. NOTSS may complement the predominantly ‘technical’ WBA tools especially for 
trainees who have mastered the technical aspects of a procedure. The ‘technical’ tools showed 
concurrent validity with NOTSS, demonstrated by score correlations between OSATS/PBA 
and NOTSS. This suggests that NOTSS is valid for providing a supplementary assessment of 
surgical skill, as part of the overarching assessment construct intending to measure surgical 
performance. Surgical training programmes may wish to consider the inclusion of NOTSS into 
their assessment framework and/or considering integrating elements of the NOTSS into their 
‘technical’ WBA tools.
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Taking into account all the study assessment tools, there is some evidence of predictive (outcome) 
validity for WBA. We found twice as many significant correlations between case outcomes and 
scores than could be expected by chance alone.

The variance component analyses used to estimate reliability reveal that assessor designation (i.e. 
the different assessors involved) does not affect their scoring stringency using PBA and NOTSS. 
Our independent assessor ratings using PBA were as reliable as the clinical supervisor ratings, 
and our independent assessor ratings using NOTSS were as reliable as the anaesthetist and 
scrub nurse ratings. These results suggest that PBA could be completed by SCPs and NOTSS by 
anaesthetists, scrub nurses and SCPs.

The reliability of PBA and NOTSS was just as good for those assessors who had received less 
rigorous training. This has important implications for the routine implementation of WBA. 
However, training of clinical supervisors is required for good supervision and feedback.

Regarding the reported impact of assessment on surgical performance, there was little agreement 
between clinical supervisor and trainee perspectives. Although the cases judged to have been 
affected by direct observational assessment had lower scores, the video-recorded cases did 
not, suggesting neither affect performance a priori but rather that a poor performance may be 
attributed to assessment or video recording. This supports the intention of WBA in assessing 
authentic surgical performance.

Our difficulties with study recruitment shed light on the challenges faced by clinical supervisors 
and trainees in undertaking WBA. If the obstacles to recruitment that we have identified 
were addressed, we estimate that trainees may gain access to at least twice as many training 
cases within the same timeframe. These findings have important implications for training and 
assessment, given the requirement for surgical training to be more efficient within shorter 
training schemes with fewer hours for training. While we acknowledge that conflicts between 
training and service provision are inherent within the context of the NHS, we have identified 
three levels of obstacles to achieving systematic supervised training in the operating theatre with 
corresponding solutions presented:

1.	 ‌Organisational-level obstacles  These may be amenable to change by successful lobbying for 
improved training conditions, e.g. allocation of more theatre time per case, ring-fenced 
beds for elective admissions, establishment of training opportunities at local diagnosis and 
treatment centres.

2.	 ‌Professional-level obstacles  These are amenable to change by forward planning and 
reorganisation of workload by the key stakeholders (clinical supervisors and trainees), e.g. 
rota design including taking trainees off being on call at night, voluntary use of the 8-hour 
EWTD opt-out for additional training.

3.	 ‌Individual-level obstacles  These are amenable to direct change by individual groups of 
clinical supervisors and trainees, with the intention of improving their working relationship 
for training, e.g. better matching of suitable trainees to appropriate surgical cases, 
commitment by consultants to regularly supervise trainees performing suitable cases, active 
trainee involvement in identifying and requesting opportunities for WBA.

We believe that this is the largest study of the assessment of surgical skills in the workplace to 
have been undertaken. Despite the difficulties with recruitment, the primary aims of the study – 
to investigate the reliability, validity and user acceptability of, and satisfaction with, PBA, OSATS 
and NOTSS – were achieved.
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OSATS forms for caesarean section
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Appendix 2  

PBA form for caesarean section
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Appendix 3  

NOTSS form, rating scale and 
descriptors
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Gantt chart of study progress
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Trainee and assessor questionnaires
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A. PBA questionnaire for clinical supervisors 
 
Thank you for using PBAs in your surgical sessions as part of the Surgical Skills 
Study. Please can you now complete this short survey to give us feedback on your 
experience of using this assessment form. 
 
  
1. How many times had you assessed trainees with PBAs prior to this study? (please 
      circle) 
 
       
     

 
 
2.   How often did you give feedback from PBAs at the time? (please circle) 

 
 
 

 
 

 
3. Please indicate the extent to which you disagree or agree with the following  
      statements about PBAs: (please tick appropriate box)  

 
  1 2 3 4 5 
  Strongly  

disagree 
Disagree Neither 

agree or  
disagree 

Agree Strongly 
agree 

a.  
PBAs are a useful tool for  
providing debriefing 
(feedback) after an 
operation 
 

     

b.  
PBAs are a valuable tool in 
formative assessment ie. to 
show progress in training 
 

     

c.  
PBAs are a valuable tool in 
summative assessment ie. 
to show a level of 
competency has been 
achieved 
 

     

d.  
PBAs are a useful tool to 
support reflective practice or 
to provide insight 

     

Never 1–5 
times 

6–15 
times 

> 15 
times 

Never Sometimes Always Not 
applicable 
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4.   The amount of training I have undertaken to use PBAs is (please circle):  
 
 
 

 
 

5. What training have you undertaken? (please circle more than one as appropriate) 
 
 

 
 
 
 
 
6. Where do you normally conduct PBA debrief sessions?  (please circle more than  
      one as appropriate) 
 
 
 
 
 
 
 If other, please specify location: (please enter text) 
 
 ---------------------------------------------------------------------------------------------- 
  
7. How useful do you think your trainees found the feedback given by you in these 
sessions? (please circle a number on the scale)  
 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Not at all useful        Very useful 
 
 
Please give details if you wish: (please enter text) 

 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
 
8. To what extent do you think PBAs enhanced your ability to assess your trainees?   
     (please circle) 

 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Not at all                    Very much 

Too little Just 
right 

Too 
much 

Operating 
theatre 

Coffee 
room 

Office Other 

ISCP web 
guidance 

Training 
workshop 

Written 
information 
from research 
team 

None Face-to-face 
discussion 
with reseach 
team 
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Please give details if you wish (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 

 
9.  Do you think trainees performed differently as a result of being assessed? (please  
     circle): 

 
    
 

 
Please give details and/or examples (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
10. How comfortable do you feel about formally recording on the PBA that you have  
       concerns about a trainee’s surgical skills? 
 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Very uncomfortable                 Very comfortable 
 
 
Please give details if you wish: (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 

 
 

11.  How important do you think PBAs are in surgical education? (please circle a 
      number on the scale) 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Irrelevant                    Very important 

 
Please give details if you wish: (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------ 
 
 
 
 
 

Yes No 
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12. Have you used PBAs outside of the study since the study began? (please circle) 
 
 
 
 
 
13. If yes, in what context have you used PBAs outside the study? (please 
     enter text) 
     
     --------------------------------------------------------------------------------------------------------------
- 
 
     --------------------------------------------------------------------------------------------------------------
- 
 
14.  If no to Q.12, what was the reason for not using PBAs? (Please circle more than  
       one as appropriate) 
 
         
 
 
 

 
If other, please give reason: (please enter text) 

 
------------------------------------------------------------------------------------------------------------------- 
 
 
 
15. PBAs are now part of the new surgical curriculum, but if given the choice, how 

likely would you be to use PBAs  in the future? (please circle a number on the  
      scale) 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Very unlikely                    Very likely 
 
 
16.  Please make any further comments regarding PBAs or this study:  
       (please enter text) 
  
 ---------------------------------------------------------------------------------------------------------------- 
 
 ---------------------------------------------------------------------------------------------------------------- 
 

 

No trainee 
to assess 

No index 
procedures 
performed 
 

Lack of 
time 
 

Other 

Yes No 



136 Appendix 5

B. PBA questionnaire for surgical trainees 
 
Thank you for using PBAs in your surgical sessions as part of the Surgical Skills 
Study. Please can you now complete this short survey to give us feedback on your 
experience of using this assessment tool. 
 
  
2. How many times had you been assessed with PBAs prior to this study? (please 
      circle) 
 
       
     

 
 
2.   How often did you receive feedback from PBAs at the time? (please circle) 
 
 
 

 
 

4. Please indicate the extent to which you disagree or agree with the following  
      statements about PBAs: (please tick appropriate box) : 

 
  1 2 3 4 5 
  Strongly  

disagree 
Disagree Neither 

agree or  
disagree 

Agree Strongly 
agree 

a.  
PBAs are a useful tool for  
providing debriefing after an 
operation 
 

     

b.  
PBAs are a valuable tool in 
formative assessment ie. to 
show progress in training 
 

     

c.  
PBAs are a valuable tool in 
summative assessment ie. 
to show a level of 
competency has been 
achieved 
 

     

d.  
PBAs are a useful tool to 
support reflective practice or 
to provide insight 
 

     

 

Never 1–5 
times 

6–15 
times 

> 15 
times 

Never Sometimes Always Not 
applicable 
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4.   The amount of training I have undertaken to use PBAs is (please circle):  
 
 
 
 
 
5. What training have you undertaken? (please circle more than one as appropriate) 
 
 
 
 
 
 
 
6. Where are your PBA debrief sessions normally conducted?  (please circle more  
      than one as appropriate) 
 
 
 
 
 
 
 If other, please specify location: (please enter text) 
 
 ---------------------------------------------------------------------------------------------- 
 
     
7. How useful have you found the feedback given by your supervising consultant in 

these sessions? (please circle a number on the scale)  
 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Not at all useful        Very useful 
 
 
Please give details if you wish: (please enter text) 

 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 

 
8. To what extent do you think PBAs enhanced your trainer’s ability to assess you?  
     (please circle) 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Not at all                    Very much 

 

Too little Just 
right 

Too 
much 

Operating 
theatre 

Coffee 
room 

Office Other 

ISCP web 
guidance 

Training 
workshop 
 

Written 
information 
from research 
team 

None Face-to-face 
discussion 
with research 
team 
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Please give details if you wish: (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 

 
9.  Do you think you performed differently as a result of being assessed? (please  
     circle): 

 
    
 

 
Please give details and/or examples (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
10.  How comfortable do you feel about a consultant formally recording on the PBA  
      that they have concerns about a trainee’s surgical skills? 

 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Very uncomfortable                 Very comfortable 
 
 
Please give details if you wish: (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
11.  How important do you think PBAs are in surgical education? (please circle a 
      number on the scale) 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Irrelevant                    Very important 

 
Please give details if you wish: (please add text) 
 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
12.  Have you used PBAs outside of the study since the study began? (please circle) 
 
 
 

 

Yes No 

Yes No 
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13. If yes, in what context have you used PBAs outside the study? (please 
      enter text) 
     
     --------------------------------------------------------------------------------------------------------------
- 
 
     --------------------------------------------------------------------------------------------------------------
- 
 
  
14.  If no to Q.12, what was the reason for not using PBAs? (Please circle more than  
       one as appropriate) 
 
         
 
 
 

 
If other, please give reason: (please enter text) 

 
------------------------------------------------------------------------------------------------------------------- 
 
------------------------------------------------------------------------------------------------------------------- 
 
15. PBAs are now part of the new surgical curriculum, but if given the choice, how 
likely would you be to use PBAs in the future? (please circle a number on the scale) 
 
0           1           2          3          4           5          6           7           8           9          10 
l---------l----------l----------l----------l----------l----------l----------l----------l----------l----------l 
Very unlikely                    Very likely 
 
 
16.  Please make any further comments regarding PBAs or this study:  
       (please enter text) 
  
 ---------------------------------------------------------------------------------------------------------------- 
 
 ---------------------------------------------------------------------------------------------------------------- 
 

No index 
procedures 
performed 

Consultant 
unwilling  
 

Lack of 
time 
 

Other 
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C. OSATS questionnaire for clinical supervisors 
 

Thank you for using OSATS and PBA (procedure-based assessment) forms in your 
surgical sessions as part of the Surgical Skills Study. Please could you complete this 
short survey to give us feedback on your experience of using these assessment 
forms. 

 
PART 1: OSATS Assessments 
 
1. How long have you been using OSATS forms to assess trainees surgical skills?   

 
Not before this 

study 
            

Since 01/08/07  
(launch of new curriculum) 

 

1–2 years 
 

 

    2 years 
 
    

 
2. When using OSATS forms outside of this study, how frequently have you given     

      trainees feedback on their surgical skills?   
 

Not 
applicable 

 

Never 
 

 

Sometimes 
         
      

Mostly 
      
   

Always 
 
    

 
3. Please indicate the extent to which you disagree or agree with the following  

   statements about OSATS: (please select appropriate box)  
 

  1 2 3 4 5 
  Strongly  

disagree 
Disagree Neither 

agree or  
disagree 

Agree Strongly 
agree 

a. OSATS are a useful tool for  
providing feedback after an 
operation/procedure 

 
 

 
 

 
 

 
 

 
 

b. OSATS are a valuable 
formative assessment 
method, i.e. an aid to 
learning 

 
 

 
 

 
 

 
 

 
 

c. OSATS are a valuable 
summative assessment 
method, i.e. to show a 
satisfactory level of 
competency has been 
acheived 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

d. OSATS are a useful tool to 
support reflective practice or 
to provide insight 
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4. I have had sufficient training in using the OSATS tool (please select appropriate   
box to indicate the extent of your agreement or disagreement with this statement) 

 
                  ------------------ ----------------- ---------------- ------------------  
Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                       or disagree                             agree 
  
Give details if you wish (enter text): 

     

 
 

5. What training have you undertaken? (please select more than one as appropriate) 
 

None 
 
 

 

RCOG web 
guidance 

 
 

Training 
workshop 

 
 

Written 
information from 
research team 

 

Face-to-face 
discussion with 
research team 

 

Other 
 
 

 
 
         If you selected ‘other’ box, please give details: 

     

 
 
 

6. Using OSATS adds too much time to my operating list (please select appropriate 
box to indicate the extent of your agreement or disagreement with this statement)  

 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                            or disagree                              agree 
 
Give details if you wish: 

     

 
 

7. Do you think OSATS have helped you to assess the surgical skills of trainees? i.e. 
helped you identify trainees’ surgical strengths and areas for development (please 
select a number on the scale) 

 
1             2           3            4           5            6            7            8           9        10 

-------- -------- -------- -------- -------- -------- -------- -------- -----   
Not at all                                    Moderately                                      Very much 
                                                                                                                           
        Give details if you wish: 

     

 
 

8. What is your level of overall satisfaction with the OSATS tool for assessing trainees 
surgical skill and providing feedback? 

 
1             2            3           4           5            6            7            8           9       10 

-------- -------- -------- -------- -------- -------- -------- -------- -----    
No satisfaction                         Moderately                                 Highly satisfied 
                                                   satisfied 
    
 Please give details if you wish: 

     

 
 

9. OSATS are now part of the new specialty curriculum, but if given the choice, would  
    you continue to use the OSATS tool to assess trainees’ surgical skills? 
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Never 

 
Sometimes 

 
Always 

 
Not sure 

 
 
Please give details if you wish: 

     

 
 

10. Have you any suggestions to improve the current OSATS tool? 
 

Yes 
 

No 
 

 
            If yes, please give details: 

     

 
 
 

11. Do you think there have been any differences with the OSATS you completed    
within this study, compared to the training OSATS assessments you usually 
complete?     

 
Yes 

 
No 

 
 
If yes, please give details: 

     

 
 
 

PART 2: PBA Assessments 
 

1. Please indicate the extent to which you disagree or agree with the following  
      statements about PBAs: (please select appropriate box)  
 

  1 2 3 4 5 
  Strongly  

disagree 
Disagree Neither 

agree or  
disagree 

Agree Strongly 
agree 

a. PBAs are a useful tool for  
providing feedback after an 
operation/procedure 

 
 

 
 

 
 

 
 

 
 

b. PBAs are a valuable 
formative assessment 
method,  i.e. an aid to 
learning 

 
 

 
 

 
 

 
 

 
 

c. PBAs are a valuable 
summative assessment 
method, i.e. to show a 
satisfactory level of 
competency  has been 
achieved 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

d. PBAs are a useful tool to 
support reflective practice or 
to provide insight 
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2.  I have had sufficient training in using the PBA tool (please select appropriate box) 
 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree     Disagree      Neither agree         Agree         Strongly  
                                                           or disagree                                 agree 
  
Give details if you wish (enter text): 

     

 
 
 

3. What training have you undertaken? (please select more than one as appropriate) 
 

None 
 
 

 

ISCP web 
guidance 

 
 

Training 
workshop 

 
 

Written 
information from 
research team 

 

Face-to-face 
discussion with 
research team 

 

Other 
 
 

 
 
        If you selected ‘other’ box, please give details: 

     

 
 
 

4. Using PBAs added too much time to my list (please select appropriate box to 
indicate the extent of your agreement or disagreement with this statement)  

 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                            or disagree                               agree 
 
Give details if you wish: 

     

 
 
 

5. Do you think PBAs have helped you to assess the surgical skills of trainees?  
(please select a number on the scale) 
 
1             2            3            4            5           6            7            8           9      10 

-------- -------- --------- -------- -------- -------- -------- -------- ----     
Not at all                                         Moderately                                  Very much 
                                                                                                                           
       Give details if you wish: 

     

 
 
 

6. What is your level of overall satisfaction with the PBA tool for assessing trainees’ 
surgical skills and providing feedback? 

 
1            2            3            4           5           6           7            8           9          10 

-------- -------- -------- -------- ------- -------- -------- ------- -------     
No satisfaction                              Moderately                                          Highly 
                                                      satisfied                                           satisfied 
 
  Please give details if you wish: 
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7 (a). Comparing your experience of using the OSATS and PBA forms to assess 
trainees’ surgical skills and provide feedback, which tool do you prefer? 

 
OSATS 

 
PBA 

 
No preference 

 
 

 (b) If you do have a preference for one of the tools, please explain why: 

     

 
 
 

8. Have you any suggestions to improve the PBA tool? 
 

Yes 
 

No 
 

 
            If yes, please give details: 

     

 
 
 

PART 3: General questions 
 

1.  Where do you usually give trainees feedback on their OSATS/PBA assessment?   
       (Please select all those appropriate) 
Operating theatre 

 
  Coffee room 

 
       Office 

 
      Other               

 
 
   If other, please specify location (please enter text): 

     

 
2. I usually give OSATS/PBA feedback in a suitable (i.e. confidential) place.  

(Please select appropriate box to indicate the extent of your agreement or 
disagreement with this statement )   

 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly 
                                                              or disagree                              agree 
 
Please give details if you wish:  

     

 
   
 

3. How helpful do you think trainees find the feedback you give in these sessions? 
(please select a number on the scale)  

 
1            2            3            4           5            6            7            8            9       10 

-------- -------- -------- -------- -------- -------- -------- --------- -----   
No help                                      Some help                                           Very helpful 

                                                                           
Please give details if you wish: 

     

 
 



© Queen’s Printer and Controller of HMSO 2011. All rights reserved.

145� Health Technology Assessment 2011; Vol. 15: No. 1DOI: 10.3310/hta15010

4. How comfortable do you feel about formally recording on the OSATS/PBA form that 
you have concerns about a trainee’s surgical competence? 

 
1            2            3            4           5            6            7            8           9        10 

-------- -------- -------- ------- --------- -------- -------- -------- -----                                                                                                                 
Uncomfortable                        Neutral                                     Comfortable            
 
     Please give details if you wish: 

     

 
 
 

5. Has the completion of an OSATS/PBA form resulted in you raising concerns about 
a trainee’s surgical competence? 

 
Yes 

 
No 

 
 
If yes, please provide general comments only to protect trainees’ 
confidentiality: 

     

 
 
 

6. Do you have any suggestions for the development of a new assessment tool, or for 
alternative methods of assessing the surgical competence of trainees? 

 
Yes 

 
No 

 
 
            If yes, please give details: 

     

 
 
 

7. Have you any further comments or concerns regarding OSATS/PBA assessments 
or this research study? 

 
Yes 

 
No 

 
 
If yes, please give details: 
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D. OSATS questionnaire for trainees 
Thank you for using OSATS in your surgical sessions. Please can you now complete 
this short survey to give us feedback on OSATS. 
 
1. How long have you been using OSATS forms in the assessment of your surgical 
skills? (please select appropriate box) 

 
Not before this 

study 
            

Since 01/08/07  
(launch of new curriculum) 

 

1–2 years 
 

 

 > 2 years 
 
    

 
2. How many times had you been assessed with OSATS prior to this study? 

 
Never 

 
1–5 times 

 
6–15 times 

          
>15 times 
       

 
3. How often did you receive feedback from OSATS (outside this study) at the time?  

 
Not 

applicable 
 

Never 
 

 

Sometimes 
         
      

Mostly 
      
   

Always 
 
    

  
4. I have had sufficient training in using the OSATS tool (please select appropriate 
box) 

 
          ------------------ ----------------- ---------------- ------------------  
Strongly disagree    Disagree       Neither agree      Agree           Strongly 
                                                      or disagree                               agree 
  
Please give details if you wish (enter text): 

     

 
 
 

5. What training have you undertaken? (please select more than one as appropriate) 
 
None 

 
 

RCOG web 
guidance 

 

Training 
workshop 

 

Written 
information 

 

Face-to-face 
discussion 

 

Other 
 

 
 
         If you selected ‘other’ box, please give details: 

     

 
 
 

6. My trainers appear to have had sufficient training in using the OSATS tool: 
 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                            or disagree                                agree 
 
Please give details if you wish: 
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7. Please indicate the extent to which you disagree or agree with the following  

      statements about OSATS: (please tick appropriate box)  
 
 

  1 2 3 4 5 
  Strongly  

disagree 
Disagree Neither 

agree or  
disagree 

Agree Strongly 
agree 

a. OSATS are a useful tool for  
providing debriefing 
(feedback) after an 
operation 

 
 

 
 

 
 

 
 

 
 

b. OSATS are a valuable tool 
in formative assessment, i.e. 
to help learning and show 
progress in training 

 
 

 
 

 
 

 
 

 
 

c. OSATS are a valuable tool 
in summative assessment, 
i.e. to show a level of 
competency has been 
achieved 

 
 

 
 

 
 

 
 

 
 

d. OSATS are a useful tool to 
support reflective practice or 
to provide insight 

 
 

 
 

 
 

 
 

 
 

 
8. Where do you usually receive your OSATS feedback?   

       (Please select all those appropriate) 
 
Operating theatre 

 
  Coffee room 

 
       Office 

 
      Other               

 
 
 If other, please specify location (please enter text): 

     

 
 

9. I usually receive OSATS feedback in a suitable (i.e. confidential) place.  
 

------------------ ----------------- ---------------- ------------------  
Strongly        Disagree    Neither agree      Agree        Strongly  
disagree                           or disagree                           agree 
 
Please give details if you wish:  

     

 
   

10.  How helpful have you found the feedback given by your supervising consultant in 
these sessions? (please select a number on the scale)  

 
1            2            3            4            5            6           7            8            9       10 

-------- -------- -------- -------- --------- -------- ------- --------- -----  
No help                                    Some help                                        Very helpful 
                                                                           
Please give details if you wish: 
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11.  The helpfulness of feedback I have received following OSATS assessment          
depends on the trainer who gives it. 
 
                 ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                           or disagree                                agree 
    
 Please give details if you wish: 

     

 
 
12.  To what extent do you think OSATS enhanced your trainer’s ability to assess 
your surgical skill? 

1            2            3            4            5            6           7            8            9       10 
-------- -------- -------- -------- --------- -------- -------- ------- -----   

Not at all                                   Moderately                                      Very much 
                                                                                                                           
     Please give details if you wish: 

     

 
 

13. The scores in past OSATS assessments have been an accurate 
representation of my surgical/technical skills 

 
                  ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly  
                                                            or disagree                               agree 
 
   Please give details if you wish: 

     

 
 
 

14. How comfortable do you feel about a consultant formally recording on the 
OSATS form that they have concerns about a trainee’s surgical skills? 

 
1            2            3            4            5           6            7            8            9       10 

-------- -------- -------- -------- -------- -------- -------- --------- ----                                                                                                                   
Uncomfortable                     Neutral                                        Comfortable            
                            
     Please give details if you wish: 

     

 
 
 

15. How important do you think OSATS are in surgical education?  
 
1            2            3            4            5            6           7            8            9       10 

-------- -------- -------- -------- -------- -------- -------- -------- -----              
Not at all                                  Moderately                                         Very much 
                                                                                                                            
    Please give details if you wish: 
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16. Do you think OSATS have improved your surgical training? i.e. helped you 
build on strengths and improve areas for development that were identified during 
feedback 

 
1            2            3            4            5            6           7            8           9        10 

-------- -------- -------- -------- --------- ------- --------- ------- -----              
Not at all                                   Moderately                                        Very much 
                                                                                                                             
Please give details if you wish: 

     

 
 

17. OSATS are part of the new specialty curriculum, but, if given the choice, 
would you continue to use OSATS as an assessment of your surgical skills? 

 
Never 

 
Sometimes 

 
Always 

 
Not sure 

 
 
Please give details if you wish: 

     

 
 
 

18. What is your level of overall satisfaction with the OSATS tool for assessment 
and feedback on your surgical skills? 

 
1            2            3            4            5            6           7           8           9        10 

-------- -------- -------- -------- --------- ------- -------- ------- ------              
No satisfaction                               Moderately                                         Highly 
                                                        satisfied                                          satisfied 
     
Please give details if you wish: 

     

 
 
 

19. Comparing your experience of assessment and feedback using the OSATS 
and PBA, which tool do you prefer? 

 
OSATS 

 
PBA 

 
No preference 

 
 
If you have a preference, please explain why: 

     

 
 
 

20. Have you any suggestions to improve the current OSATS tool? 
 

Yes 
 

No 
 

 
            If yes, please give details: 

     

 
 
 

21. Do you have any suggestions for the development of a new assessment tool 
for assessing surgical competency? 
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Yes 
 

No 
 

 
            If yes, please give details: 

     

 
 

22. Do you feel your surgical performance in this study was affected by 
assessment? 

 
Yes 

 
No 

 
 
If yes, please give details: 

     

 
 
 
 

23. Do you think there has been any difference in the OSATS performed within 
this study compared to the usual OSATS assessments in your training? 

 
Not applicable 

 
Yes 

 
No 

 
 
If yes, please give details: 

     

 
 
 
 

24. Have you any further comments regarding OSATS assessment or this study? 
 

Yes 
 

No 
 

 
If yes, please give details: 
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E. NOTSS questionnaire for anaesthetists and scrub nurses 
 

Thank you for using NOTSS forms in your theatre sessions. Please could you now 
complete this short survey to give us feedback on your experience of using these 
forms. 

 
1. Please indicate the extent to which you disagree or agree with the following 

statements about NOTSS: (please select appropriate box) 
 

  1 2 3 4 5 
  

 
Strongly  
Disagree 
 

Disagree Neither 
agree or  
disagree 

Agree Strongly 
agree 

a. NOTSS provides a common 
language to discuss non-
technical skills 
 

 
 

 
      

 
      

 

 
     

 
      

b. It was easy to rate cognitive 
skills (e.g. decision making) 
situation awareness,  

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

c. It was easy to rate 
interpersonal skills 
(e.g.communication and 
teamwork, leadership) 
 

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

d. Using NOTSS forms added 
too much time to my 
operating list 
 

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

e. NOTSS may be a useful tool 
to support reflective practice 
or provide insight for 
surgeons in training 
 

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

f. NOTTS is a valuable adjunct 
to the available assessment 
tools for surgeons in training 
 

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

g. Routine use of the NOTSS 
system will enhance safety 
in the operating theatre 
 

 
 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

h.  NOTSS may be a useful tool 
for providing a trainee with 
feedback after an operation 
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2. I have had sufficient training in using the NOTSS tool (please select appropriate 
box to indicate the extent to which you agree or disagree with this statement) 
 
                 ------------------ ----------------- ---------------- ------------------  
      Strongly disagree    Disagree       Neither agree      Agree           Strongly agree 
                                                           or disagree 
  
Give details if you wish (enter text): 

     

 
 
3.   What training have you undertaken? (please select more than one as appropriate) 
 

None 
 
 

 

NOTSS 
Booklet 

 
 

NOTSS 
video 

 
 

Training 
workshop 

 
 

Face-to-face 
discussion with 
research team 

 

Other 
 
 

 
 

      If you selected ‘other’ box, please give details: 

     

 
 

 
4. Did you work at the category level, element level, or both? (please select 

appropriate box) 
 

Category 
 

 

Element 
 

 

Both 
 

 
 

5. Which of the four NOTSS categories did you focus on? (Please select more than  
      one box as appropriate) 
 

Situation awareness 
               
                

Decision making 
 

 

Communication 
 

 

Teamwork/leadership 
 

                 
 

6. If you did not use all the categories, could you explain why (please enter text): 

     

 
 

                    
7. How easy did you find it to rate the non-technical behaviours of surgeons using  
     NOTSS forms? (please select a number on the scale) 
 
1             2             3            4             5             6             7             8             9          10 

--------- --------- --------- --------- --------- --------- --------- --------- --------              
Very difficult                            Very easy 

 
     If you had difficulties rating behaviours using NOTSS please explain why: 

     

 
 

8. How important do you think it is within surgical education to rate the non-technical 
skills of surgeons in training? (please select a number on the scale) 
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1             2             3            4             5             6             7             8             9          10 
--------- --------- --------- --------- --------- --------- --------- --------- --------              

No importance         Of moderate                 Very important 
                                                     importance 
  

Give details if you wish: 

     

 
 
 
9. What is your level of overall satisfaction with the NOTSS tool for assessing the 

non-technical skills of surgeons in training? (please select a number on the scale) 
 

1             2             3             4             5             6             7             8             9          10 
--------- --------- --------- --------- --------- --------- --------- --------- --------              

No satisfaction                               Moderately                                         Highly satisfied 
                                                        satisfied 

     
        Please give details if you wish: 

     

 
 

10. Would you be prepared to use NOTSS in your theatre sessions again? (please 
select appropriate box) 

 
Never 

 
Sometimes 

 
Always 

 
Not sure 

 
 
Please give details if you wish: 

     

 
 
 
11. Have you any comments or suggestions to improve the NOTSS tool or for 

alternative methods of rating non technical skills? 
 

Yes 
 

No 
 

 
            If yes, please give details: 

     

 
 

 
12. Have you any further comments or concerns regarding NOTSS or this research 

study? 
 

Yes 
 

No 
 

 
If yes, please give details: 
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Appendix 6  

Original study proposal

Background

Surgical training in the UK has traditionally been based upon an apprenticeship and examination 
model. Trainees must complete a set number of years of training and pass the Intercollegiate 
Examination of the Royal Colleges of Surgeons, in order to achieve their Certificate of 
Completion of Specialist Training. Technical skills are not formally assessed. Logbooks form a 
useful record of experience (Galasko and Mackay, 1997) but this does not guarantee competence, 
as we have shown (Thornton et al., 2003). Competence can be defined as ‘what a person does in 
a controlled representation of professional practice’, e.g. when a trainee performs an operation 
under supervision (Rethans et al., 2002). Competence usually comes from experience (practice) 
combined with positive feedback (Reznick, 1993), and positive feedback has been defined as 
‘an informed, non-evaluative, objective appraisal that is intended to improve clinical skills’ 
(Rogers, 1969). Performance can be defined as ‘what a person does in actual professional 
practice’ (Rethans et al., 2002). The opportunity to gain experience in the operating room is also 
decreasing. We, and others, have shown a reduction in the numbers of operations undertaken 
and the level of competence achieved by surgical trainees (Katory et al., 2001). The reasons for 
this reduction include shorter training time following the Calman Report (Calman et al., 1999), 
the EWTD (Department of Health, 2003) and new working practices which mean that more 
operations are performed by consultants. Thus, the traditional apprenticeship model, where 
technical competence was usually achieved through many years and long hours, seems no longer 
appropriate.

Although attractive, measurement of the performance of consultant surgeons based on 
outcomes is fraught with difficulty due to variation in case-mix, and the large numbers 
required for reliability (Prytherch et al., 2001). It is probably a good screening method, but 
tests of competence will be required for those consultants in whom there is cause for concern. 
Measurement of performance using outcomes of trainee surgeons may be even more difficult, 
because errors made by trainees are often corrected (masked) by their supervising consultant 
(Szalay et al., 2000). For this reason, the skills assessments developed by the GMC Performance 
Procedures (Beard et al., 2005a) and by the ISCP (www.iscp.uk) have been competence-based. 
The ISCP is a collaborative venture between all the Specialty Surgical Associations and the Royal 
Colleges of Surgeons in the UK and Ireland. Trainees’ progress through the new Intercollegiate 
Surgical Curriculum will be measured by an integrated framework of WBAs, annual reviews 
(RITAs) and examinations. The various assessment instruments are designed to provide a 
mixture of formative feedback to trainees, and summative assessments which must be cleared in 
order to progress. The overall assessment strategy and the individual assessment tools conform to 
the assessment principles laid down by the PMETB (PMETB, 2005), and the assessment tools are 
designed to measure all the domains of Good Medical Practice (GMC, 1998).

It seems axiomatic that direct observation of technical skill in the operating theatre represents 
the ‘gold standard’ in terms of content and construct validity. The technical skills of trainees in 
the operating theatre was first assessed objectively, using a two-part structured technical skills 
assessment form, by Reznick’s group in Toronto (Winckel et al., 1994). Part 1 consists of the 
essential components of the procedure (task-specific checklist). Part 2 is a global rating form 
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which consists of more non-specific items, e.g. handling of instruments and communication 
with the theatre staff. The group used the same assessment methodology, renamed OSATS, 
on surgical simulations in the skills laboratory with similar results (Martin et al., 1997). They 
also showed that global ratings possessed slightly better construct validity when comparing a 
mixed group of trainees and consultants (Regehr et al., 1998). We have recently confirmed this 
finding but interestingly found that checklists were more discriminatory for trainees (Beard, 
2007). The assessment method used depends upon the purpose of assessment. One purpose is 
to provide feedback to aid learning (formative assessment), e.g. during training. Another is to 
check that a level of competence has been achieved or maintained (summative assessment), e.g. 
for certification or revalidation. These two purposes are not mutually exclusive – there is no 
reason why a ‘summative’ assessment should not provide feedback, and a collection of formative 
assessments can also be viewed summatively.

Dual assessments are time consuming to perform and each method may have different roles. 
Global ratings seem useful when assessing more complex operations, especially when there 
is more than one method of performing the task correctly, or when assessing experts for the 
purposes of certification or revalidation. Task-specific checklists provide a trainee with detailed 
instructions and feedback on how to undertake the operation in an approved way. We have 
developed a simpler assessment tool for saphenofemoral ligation which combines task-specific 
and global items (Beard et al., 2005b). This has been validated against the standard global rating 
method and seems a good test of technical skills for intermediate trainees. PBA, adopted by the 
ISCP as the main WBA for surgical trainees, is a similar combination of task-based and global 
items, together with a summary judgement about the competence of the trainees to perform that 
operation. However, little validation of PBA has been done, especially regarding its transferability 
to a wide range of specialties and procedures.

One concern about PBA and other such technical assessments is that they may not reflect 
‘higher-order’ skills that underpin technical proficiency, such as situation awareness, decision-
making, team working and leadership. The NOTSS tool has been developed by the Department 
of Psychology at the University of Aberdeen, in collaboration with the Royal College of Surgeons 
of Edinburgh, to address these areas of NOTSS (www.abdn.ac.uk/iprc/notss). The NOTSS system 
comprises a three-level hierarchy consisting of categories (at the highest level), elements and 
behaviours: four skills categories (situation awareness, decision-making, communication and 
teamwork, leadership) and 12 elements make up the skills taxonomy with examples of good and 
poor behaviours provided for each element. The aim is to provide a common terminology that 
allows all those working in this area to understand each other, and a framework for trainee and 
consultant surgeons to develop their abilities in the workplace (Yule et al., 2006).

Another question is whether such assessments can be reliably performed by other health-care 
professionals, e.g. theatre nurses, as this could ease the assessment burden for consultants. A 
standard-setting exercise conducted by the Vascular Society suggested that theatre nurses were 
able to reliably discriminate between different levels of operative competence (Beard et al., 
2005b). Multi professional assessment has been shown to possess good reliability for the multi-
source feedback tool (Mini-PAT) which has been adopted by the Foundation Programme and 
by the ISCP to assess aspects of professional behaviour (Archer et al., 2005). Self-assessment is 
another important component of Mini-PAT as this provides valuable information about insight, 
which seems vital for the development of competence (Hays and Jolly, 2002). There have been few 
studies of the reliability of self-assessment and none in surgery (Fitzgerald et al., 2003).

Video-recording of operations for subsequent analysis may prove useful when external 
assessment is required. A portfolio of recorded consultations forms part of the requirement for 
the Membership of the Royal College of General Practitioners (Joint Committee on Postgrad 
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Training for General Practice, 2004). Many operating theatres are now equipped with camera 
lights and video monitors. We have shown good inter-rater reliability between direct and video 
assessment of saphenofemoral ligation (Beard et al., 2005c). However, Scott et al. found that 
global assessment of edited videotapes of laparoscopic choleystectomies did not correlate well 
with direct observation (Scott et al., 2000). A study conducted on behalf of the Vascular Society 
also found that video recordings of trainees performing carotid endarterectomies could not be 
scored reliably without information on the amount of help provided by the trainer who was 
assisting (unpublished data). Reliability for more complex operations may be improved by dual 
recordings of the operative field and the operating room, combined with voice recordings. Video 
recordings, combined with structured assessment forms may provide a powerful feedback tool 
(Backstein et al., 2004).

Purpose of research

The aim of this study is to compare the validity, reliability and user satisfaction of three different 
methods of assessing surgical skills in the operating theatre. Content validity (whether it contains 
all the components required), construct validity (whether it measures what it is supposed to), 
predictive validity (correlation with outcome) and educational validity (impact on learning) 
will be studied. The reliability of various assessors and video recordings (inter-rater reliability) 
and inter-specialty differences will also be studied as will insight, acceptability and educational 
impact. The information provided by this study will be of great value to the ISCP, the GMC 
Revalidation and Performance Procedures and the National Clinical Assessment Authority. It 
will also inform the selection of performance objectives and metrics for subsequent simulation 
design.

Subject group, location and sample size

Consultant and trainee surgeons in upper GI, colorectal, vascular, orthopaedic and cardiac 
surgery at three teaching hospitals (Sheffield, Leeds and Nottingham) will be assessed. The 
advantage of using three hospitals is that a larger number of assessments can be obtained in 
the time available. Fifty to one hundred assessments over 16 months for each of the nine index 
procedures: laparoscopic cholecystectomy, right hemicolectomy, anterior resection, carotid 
endarterectomy, aortic aneurysm repair, total knee replacement, total hip replacement, coronary 
artery bypass and aortic valve replacement will be undertaken. Each surgeon will be assessed 
undertaking the two relevant index procedures on at least two occasions, to help compensate 
for variation in case complexity. The two operations will preferably be performed on the same 
day, but otherwise with as little delay as possible, to avoid any significant training effect. To 
find a significant correlation between two variables that is different from zero can be done with 
about 28 subjects if that correlation is 0.7, but if it is only 0.3 the sample size goes up to 136. A 
minimum of 50–60 subjects in each operation group will be required to estimate these curves. 
This will detect whether the five operations were significantly different in their learning curve 
characteristics, e.g. the confidence limits would not cross, or do so for only part of the curve, or 
two linear slopes were different. For multiple regression, the larger the sample size the better.

These major operations are all performed on a daily/weekly basis at all three centres. The lead 
assessor will be based in Sheffield and visit Nottingham and Leeds 1 day each week. Three days 
each week will be spent collecting assessments, 1 day spent collating the data and 1 day spent 
following up the in-hospital outcomes and scheduling the next week’s assessments. Support 
will be provided by the administrative and secretarial assistant, who will also be responsible for 
maintaining the record of expenditure.
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The reason for selecting these nine operations is that the task analyses for these particular 
operations have already been developed by the principal investigator in Sheffield for the GMC 
Performance Procedures (Beard). They were each subsequently validated for content by at least 
10 specialist consultants and senior trainees from Sheffield, Nottingham and Leeds. PBAs for 
these operations have since been written by the respective Specialty Advisory Committees for the 
ISCP. These operations also represent typical index procedures for each specialty.

Methodology

Three different assessment methods will be compared in terms of the parameters outlined in the 
aims and objectives. These are OSATS, using the global rating scale, PBA which has been adopted 
as the main workplace-based assessment tool for the ISCP and NOTSS. The assessment forms 
can be found in Appendix 1.

The lead assessor will receive the operating lists for the relevant specialties from the three 
hospitals each week. Suitable operations will be identified and the theatre sister, surgeon and 
assistant informed. Surgeons will be asked to provide information on their age, gender, country of 
qualification, duration of training, the total number of operations previously performed and the 
number in the last 6 months (plus duration of practice if a consultant) and whether or not they 
have received any training in assessment, as these have all been shown to have an effect in other 
WBAs. The patient will also be given an information leaflet explaining the study, and consent for 
video recording obtained. Prior to the operation the recording equipment will be assembled by 
the lead assessor, and the assessment forms with written instructions given to the surgeon and 
assistant. The patient information sheet, consent form and instruction sheet for the surgeon and 
assistant can be found in Appendix 2. During the operation the lead assessor will complete the 
OSATS, PBA and NOTSS forms as well as recording the ASA status of the patient, the duration 
of the operation, the difficulty of the operation, blood loss and any intraoperative complications. 
The surgeon and assistant will complete their assessment forms at the end of the operation and, 
if the surgeon is a trainee, the supervising consultant will be asked to provide feedback. They will 
also record how long the forms took to complete and their satisfaction with the new assessment 
methods, using Kirkpatrick’s model for evaluating educational outcomes (Freeth et al., 2003). 
The lead assessor will discuss any differences between the various scores with the surgeon and 
assistant and ask for further comments on the assessment and feedback process. The scrub nurse 
and the anaesthetist will also be asked to complete an NOTSS form. Completion of the forms 
and the subsequent discussion should not affect service delivery as there is usually plenty of 
time between cases. After discharge the lead assessor will examine the case records to record any 
postoperative complications and the length of stay.

Surgeons will be sent a questionnaire by e-mail about 1 month after their assessment, to further 
evaluate the educational impact of the new assessment methodology, after a period for reflection, 
again using Kirkpatrick’s model.

Some surgeons may be subsequently asked to perform a simulated operation in the skills 
laboratory (e.g. the carotid endarterectomy model, Limbs & Things, Bristol, UK) to study the 
correlation between simulation and reality.

Videos of the operating field and operating room will be recorded screen-in-screen, together with 
sound, onto DVD. Specialty experts will perform the same assessments from the DVDs and will 
not be informed of the identity, seniority or experience of the surgeon. It is likely that the experts 
might recognise some of the surgeons and trainees but a previous study showed no evidence of 
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any halo effect using this method. The recordings can be assessed in fast playback mode, which 
we have used successfully for the analysis of operative recordings in the past.

Analysis

Satisfaction will be judged according to a simple presentation of the responses from the surgeon 
and the assistant. This will be presented as a proportion of responses in each response category 
and a digest of unstructured comments.

Reliability indicates how well an assessor’s score of the surgeon’s performance (using each 
assessment method) would reflect any assessor’s score when the surgeon undertakes the 
procedure on any patient. It will be presented as the standard error of measurement of a 
single score, and as the number of assessors and cases that need to be combined to reach a 
predetermined level of reliability. Its calculation depends on comparing the effect of assessor-to-
assessor variation and case-to-case variation in scores (sources of error) with overall surgeon-
to-surgeon variation in scores. The analysis will be conducted using generalisability theory. The 
G-study, or variance component analysis, will be conducted using the VARCOMP procedure in 
spss. The MINQUE method will be used because of its superior handling of unbalanced data. 
The model will assume that all effects are randomly sampled from an infinite universe, and will 
estimate the effect on score of surgeon, case (nested within surgeon), assessor (partially crossed 
with surgeon), assessor designation (lead assessor, assistant, nurse, anaesthetist), and the second-
order effects of assessor and surgeon designation. Redundant effects will be excluded by reverse 
stepwise regression. The variances obtained will be combined using the standard formula for 
standard error of measurement and using Cronbach’s equations to estimate the effect of multiple 
assessors or cases.

Validity indicates how well the score reflects the intended construct of ‘surgical performance’. 
The study provides many sources of information about validity and these will all be presented in 
evidence for or against the validity of the two methods. If valid, the following hypotheses will be 
fulfilled:

1.	 Scores obtained by each assessment method will correlate with the other assessment method.
2.	 Scores will increase with duration of training, number of similar procedures performed 

(experience) and duration of practice if a consultant (seniority).
3.	 Higher-scoring operations will result in less perioperative blood loss and in fewer 

perioperative and postoperative complications and shorter length of stay.
4.	 Mean scores, and scores for each element, will not be significantly different across the nine 

different procedures.

Each of these hypotheses will be tested. Pearson’s method will be used for hypothesis 1 and 2. 
A cross-tabulation method will be used for hypothesis 3. A one-way ANOVA will be used for 
hypothesis 4.

Secondary outcomes will include:

1.	 The relationship between assessed scores and self-scores as a measure of insight of the 
surgeon. Scores will be compared for correlation using Pearson’s method.

2.	 The validity (fidelity) of video as an indicator of directly observed performance. Scores will 
be compared for correlation using Pearson’s method.

3.	 The validity (fidelity) of simulators as an indicator of directly observed performance. Scores 
will be compared for correlation using Pearson’s method.
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4.	 The educational impact of the assessment on trainees. The satisfaction of the trainee, 
immediately after feedback, will be compared with the lead assessor and consultant 
supervisor’s scores using Pearson’s method. Links between identified learning objectives, 
other comments and the scores will also be studied using qualitative methods of analysis. 
Ideally, we would like to demonstrate that performance on the procedures improved over 
time in a group being given feedback from the assessments, compared with a control 
group not being given such feedback. We hope that this will be the subject of a subsequent 
randomised trial.

5.	 Educational impact at 1 month in terms of progression to higher levels on Kirkpatrick’s 
model, e.g. have the surgeons used the assessment methods again?

Scheduling

Centre of Research Ethical Campaign and Local Research Ethics Committee approval will 
be obtained prior to the commencement of the study in April 2007. The Trial Management 
Committee and Monitoring Committee will also meet or teleconference, initially separately, 
and then together. Purchase of the audiovisual equipment and training of the lead assessor 
in its use, and in the assessment methodologies and giving feedback, will also be undertaken 
before this time. Site visits to the operating theatres, meetings with the specialty departments 
involved, identification of consultants and trainees plus some preliminary data collection will 
be undertaken during the first 2 months of the study. This process will be facilitated by the 
principal investigators at Sheffield, Leeds and Nottingham. Data collection will then continue for 
16 months, leaving 6 months for data analysis and writing.

Output of study

Day-to-day management of the trial will be the responsibility of the principal investigator and 
lead assessor, helped by the other members of the Trial Management Committee when required. 
The Trial Monitoring Committee will provide overall supervision to ensure that the study is 
conducted to according to the Department of Health’s research governance framework and 
the Medical Research Council’s Guidelines for Good Clinical Practice, including trial progress, 
adherence to protocol and patient safety. Interim reports on progress will be provided to the 
sponsor at 6, 12 and 18 months. A final report will be issued within 24 months. The interim and 
final reports will comply with the requirements for such reports. Presentation to learned societies 
such as the Association of Surgeons Annual General Meeting and the Annual Ottawa Medical 
Education Conference, as well as publication in related journals such as the British Journal of 
Surgery and Medical Education, are planned, subject to approval.
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Feedback
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