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Abstract

Evidence Review Group approaches to the critical 
appraisal of manufacturer submissions for the NICE 
STA process: a mapping study and thematic analysis

E Kaltenthaler,1* A Boland,2 C Carroll,1 R Dickson,2 P Fitzgerald1 
and D Papaioannou1

1School of Health and Related Research (ScHARR) Technology Assessment Group, University of 
Sheffield, Sheffield, UK

2Liverpool Reviews and Implementation Group (LRiG), University of Liverpool, Liverpool, UK

*Corresponding author

Background: The National Institute for Health and Clinical Excellence (NICE) single 
technology appraisal (STA) process was set up as a rapid way to appraise new 
technologies for use within the NHS in England and Wales and has been in place 
since 2005.
Objectives: This study had five primary objectives: (1) to provide a map of the STA process 
to date; (2) to identify current approaches to the critical appraisal of manufacturers’ 
submissions (MSs) by Evidence Review Groups (ERGs); (3) to identify recurring themes 
in clarification letters sent to manufacturers; (4) to provide recommendations for possible 
alternative approaches to be used in the critical appraisal process; and (5) to revise the 
current ERG report template.
Data sources: Data for the mapping of the STA process were obtained from the NICE 
website (www.nice.org.uk). Data for the analyses of the ERG reports and clarification letters 
were taken from the reports and letters themselves.
Review methods: For the mapping, a spreadsheet was developed to collect data on 22 
predefined variables related to timings and outcomes. Simple descriptive statistics were 
used to analyse the data. For the thematic analysis, a documentary analysis of 30 ERG 
reports was undertaken. Data on key elements of the MSs, the processes undertaken 
by ERGs and the strengths and weaknesses of MSs were extracted. A framework of a 
priori themes was developed. Data were extracted, coded and analysed according to 
a framework approach. Twenty-one clarification letters were examined and data were 
extracted using a set of codes to cover report quality, systematic review methods and 
clinical/economic issues. The current ERG report template was modified and sent to the 
current ERG teams for comment. All comments were considered and formed the basis for 
further revisions to the template.
Results: Ninety-five STAs were included in the mapping exercise. Many STAs were subject 
to delay or cancellation for a variety of reasons. The ERG reports highlighted the strengths 
and weaknesses of MSs to the STA process. Thematic analysis of these data offered 
a means of clarifying and describing these aspects of the submissions. This analysis 
generated five themes: process, reporting, satisfaction of objectives, reliability and validity 
of findings, and content. Points from clarification letters were analysed and presented in 
four main categories: report quality, systematic review methods, clinical data analysis and 
economic data analysis.
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Limitations: Nearly all data were obtained from the NICE website; therefore, any errors in 
the data on the website will be reflected in the mapping analysis presented in this report. 
Missing data for the mapping exercise limit the generalisability of the findings. Analyses 
were limited to what was reported in the ERG reports and the clarification letters.
Conclusions: Guidance suggested for manufacturers will help to ensure that more 
appropriate submissions are received in the future while recommendations provided for 
ERG teams will help to guide teams to ensure that reporting methods are transparent.
Funding: The National Institute for Health Research Health Technology 
Assessment programme.
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Executive summary

Background

The National Institute for Health and Clinical Excellence (NICE) single technology appraisal 
(STA) process was set up as a rapid way to appraise new technologies for use within the NHS in 
England and Wales and has been in place since 2005. Manufacturers present clinical effectiveness 
and cost-effectiveness evidence in their submissions to NICE. Evidence Review Groups (ERGs) 
are given the task of critically appraising manufacturers’ submissions (MSs) as part of this 
process. However, little guidance has been provided by NICE on how to do this.

Objectives

The aims of this study were to review the methods currently used by ERG teams to critically 
appraise MSs within the NICE STA process and to provide recommendations on approaches 
that could be considered in the future. An additional aim of the study was to assess what has 
happened in the STA process so far, particularly in relation to timelines and decisions.

There were five primary objectives:

1. to provide a map of the STA process to date
2. to identify current approaches to the critical appraisal of MSs by ERGs
3. to identify recurring themes in clarification letters sent to manufacturers
4. to provide recommendations for possible alternative approaches to be used in the critical 

appraisal process
5. to revise the current ERG report template.

Methods

In order to map the STA process to date, data for each STA were collected from the NICE 
website. A mapping spreadsheet was developed to collect data on 22 predefined variables related 
to timings and outcomes. Simple descriptive statistics were used to analyse the data.

Thirty completed STAs were identified for thematic analysis of ERG reports and clarification 
letters. In the case of the ERG reports, data on key elements of the MSs, the processes 
undertaken by ERGs and the strengths and weaknesses of the MSs were extracted. A framework 
of a priori themes was developed. Data were extracted, coded and analysed according to a 
framework approach.

Only 21 of the 30 STAs had clarification letters available. These were examined and data 
extracted using a set of codes to cover report quality, systematic review methods and clinical and 
economic issues.

The current ERG report template was modified and sent to the current ERG teams for comment. 
All comments were considered and formed the basis for further revisions to the template.



x Executive summary

Results

Ninety-five STAs were included in the mapping exercise. These included all STAs identified 
by NICE up to, and including, March 2009. Nearly all necessary information for this mapping 
exercise was available from the NICE website. STAs did not appear, on the whole, to be 
completed within the suggested timelines between final scope and final appraisal determination 
(FAD), although it was difficult to determine the exact timeline recommendations within the 
NICE process guide. Incremental cost-effectiveness ratios (ICERs) reported by manufacturers 
were consistently lower than those estimated by the ERGs. An appeal was undertaken in 22% 
of the STAs against a ‘no’ decision and 32% of appraisals were either suspended or terminated. 
Suggested changes to the NICE website include the need for consistency in placing documents, 
a guide for the public regarding where specific documentation is kept and the use of unique 
identifiers for each STA topic.

The ERG reports highlighted the strengths and weaknesses of MSs to the STA process. 
Thematic analysis of these data offered a means of clarifying and describing these aspects of 
the submissions. This analysis generated the five themes of ‘process’, ‘reporting’, ‘satisfaction 
of objectives’, ‘reliability and validity of findings’ and ‘content’. ‘Process’ concerned how the 
various relevant methodologies had been applied in the performance of the review, analyses 
or modelling; ‘reporting’ how well these processes had been described or justified in the 
submissions; ‘satisfaction of objectives’ how far the submission complied with or addressed the 
scope or decision problem; and ‘reliability and validity’ how far the findings of the submission 
were affected by uncertainty or bias. These themes were also inter-related. The adequacy of 
reporting in the submission influenced the assessment of the processes being conducted, and 
both the content and the conduct of the review or modelling directly affected the reliability 
and validity of a submission’s findings. In the same way, a submission’s success or failure to 
address the objectives set by the scope or decision problem affected the external validity of the 
submission. The STA process may be improved if manufacturers address these issues more 
carefully in their submissions.

Points from clarification letters were analysed and presented in four main categories: report 
quality, systematic review methods, clinical data analysis and economic data analysis. The 
majority of clarification points related to the economic data analysis and covered issues such as 
inconsistencies between the clinical and economic sections of the submission, queries regarding 
sources of data and their use in the economic analysis, queries about modelling decisions, data 
queries and requests for additional analyses.

The ERG template was modified, based on revisions suggested by the seven ERG teams. The new 
template will be trialled for 6 months.

Discussion

This report presents the first independent mapping exercise of the NICE STA process to date. 
Nearly all data were obtained from the NICE website; therefore, any errors in the data on the 
website will be reflected in the mapping analysis presented in this report. Missing data for the 
mapping exercise do limit the generalisability of the findings. As many of the STAs included in 
the mapping exercise were still ongoing at the time of data extraction (August 2009) and even 
‘completed’ STAs have been changed since then, this report presents a ‘snapshot’ of data available 
at that time.
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The thematic analysis of the ERG reports used validated methods and multiple reviewers to check 
and verify analyses. Only the first 30 ERG reports were included in the thematic framework 
analysis. Critical appraisal methods used by the ERG teams may have developed over time 
and may not be accounted for in these analyses. There may be some misinterpretations in 
these analyses as only documentary analysis was used to collect data. As ERG teams gain more 
experience in developing their reports and build up expertise, they may use different critical 
appraisal methods. Analysis is limited to what is reported in the ERG reports.

The analysis of the clarification letters provides an overview of the commonalities of the 
queries put forward in the letters and, as such, provides direction for the ERGs, NICE and the 
manufacturers. Scoping workshops are now part of the STA process and may have a bearing on 
how manufacturers produce their submissions. Clarification letters are now developed using a 
more structured approach. More recently, there have been changes made to the MS template. 
These changes may impact on the issues of concern in current clarification letters, which will not 
be reflected by this analysis.

Conclusions

Proposed changes to the NICE website would enable easier access to relevant information 
and ensure that the process for accessing information is even more transparent. Guidance 
suggested for manufacturers will help to ensure that more appropriate submissions are received 
in the future, while recommendations provided for ERG teams will help to guide teams and 
train new members to ensure reporting methods are transparent. Finally, changes to the ERG 
report template will ensure that the reports have less repetition and that it is easier to find 
relevant information.

Suggested research priorities include the need for an investigation into what Appraisal 
Committee members deem to be the most relevant and appropriate information to be included 
in ERG reports. A more in-depth analysis of approaches used by ERG teams to critically appraise 
MSs is also needed. Finally, research is needed to identify the most appropriate methods 
for reviewing utility data and other model parameters, as well as review methods to inform 
indirect comparisons.

Funding

Funding for this study was provided by the National Institute for Health Research Health 
Technology Assessment programme.
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Chapter 1  

Introduction

Historical perspective

The National Institute for Health and Clinical Excellence (NICE) is an independent organisation 
that is part of the NHS and is responsible for providing guidance on the promotion of good 
health and the prevention and treatment of ill health to the population of England and Wales. 
The establishment of NICE in 1999 was the natural extension and institutionalisation of the 
process of using clinical effectiveness and cost-effectiveness evidence to inform clinical practice 
decisions. One of the key components of NICE’s work involves technology appraisals, which lead 
to recommendations on the use of new and existing medicines and treatments within the NHS, 
such as medicines and medical devices among others. NICE technology appraisal guidance is 
mandatory in the NHS in England and Wales, giving NICE the potential to decrease variation in 
the provision of care across the nations.

The processes used to establish NICE guidance on technology appraisals are based on the 
internationally accepted models of reviewing clinical effectiveness and cost-effectiveness 
evidence. These include a rigorous and systematic approach to identifying, evaluating and 
synthesising the available evidence (clinical and economic data) carried out by groups of 
academic researchers (assessment groups) aided by submissions from the involved manufacturers 
of the technologies. The result of this synthesis is then considered by a carefully selected group 
of clinicians, health economists, statisticians and patients. This group, the Appraisal Committee 
(AC), is responsible for weighing all of the available evidence, including submissions from 
manufacturers, patients and expert groups, to make recommendations regarding the clinical 
effectiveness and cost-effectiveness of various technologies and produce guidance to direct care 
in the NHS. This is known as the multiple technology appraisal (MTA) process. In addition to 
this process for the evaluation of evidence, opportunity is also provided for interested parties to 
appeal against the AC decisions.

A more rapid process became a political imperative and the newer single technology appraisal 
(STA) process was introduced in 2005. The STA process was specifically designed to appraise a 
new technology for a single indication, although there may be more than one comparator; most 
importantly, the STA process was designed to examine evidence in a more timely fashion than 
the MTA process so that guidance for new products was produced as close to their launch into 
the NHS as possible. The STA process differs from the MTA process in that the manufacturer’s 
submission (MS) to NICE forms the principal source of evidence for decision-making. The 
MS is expected to contain an evaluation of the clinical effectiveness and cost-effectiveness of 
the technology using decision-analytic approaches as outlined in the STA methods guidelines 
developed by NICE.1 The timescales from time of referral of the appraisal to production of the 
final appraisal documentation (FAD) are intended to be much shorter for STAs, around 34 weeks 
compared with 51 weeks for an MTA. Initially, scoping workshops (which are an opportunity for 
consultees and commentators to discuss the scope and important issues related to it) did not take 
place for STAs; however, this has changed and scoping workshops now take place for both MTAs 
and STAs.
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Further changes to both the MTA and the STA processes occurred in 2009, related to what has 
come to be known as ‘end-of-life’ criteria and technology pricing. End-of-life criteria affect the 
use of life-extending treatments licensed for terminal illnesses (survival < 24 months) affecting 
small numbers of patients, so that treatments that may have been previously ruled out as not 
sufficiently cost-effective for routine use in the NHS might now be recommended for use. This 
change, implemented within a very time-limited consultation process, is based on the assumption 
that the last few months of life are in fact worth more than ‘ordinary’ life and therefore there 
should be a willingness to pay that is higher than in other technologies. The exact amount of this 
extra value was not stipulated in the final policy document.2 A second change to the technology 
appraisal processes took place as a result of the new Pharmaceutical Price Regulation Scheme 
(PPRS), launched in January 2009, which allows manufacturers to submit proposals for Patient 
Access Schemes (PASs) and flexible pricing schemes.3 These schemes have the potential to 
lengthen the STA process. Finally, manufacturers are now invited to participate in, and contribute 
to, the AC meetings.

Description of the single technology appraisal process

The STA process is divided into stages. Initially, provisional topics are identified. NICE manages 
the topic selection process on behalf of the Department of Health (DH) and works with the DH 
to develop a draft scope for each topic, which defines the disease, the patients and the technology 
covered by the appraisal and the questions it aims to answer. Consultees and commentators are 
then requested to comment on the draft scope and a scoping workshop is held to discuss key 
issues relating to the scope. The DH formally refers topics to NICE and the STA timelines are 
then set. Figure 1 shows the STA process timeline from formal referral through to the issuing of 
NICE guidance.

Manufacturers are invited to prepare their submission to NICE using a standard report 
template. Extensive guidance for manufacturers is provided in the NICE guide to the methods 
for technology appraisal.1 The MS is expected to include a systematic review of the clinical 
effectiveness evidence for the technology under consideration, as well as a cost-effectiveness 
analysis. External independent Evidence Review Groups (ERGs) are based in academic centres 
and are charged with the task of critically appraising the MS to identify strengths, weaknesses and 
gaps in the evidence presented. The resultant ERG reports are then considered as a part of the 
evidence considered by the AC. Little guidance has been provided outlining the approaches ERG 
teams should take. ERG teams are expected to critically appraise the MS to determine whether 
the evidence presented is:

 ■ relevant to the issue under consideration in terms of patient groups, comparators, 
perspective and outcomes

 ■ complete (all relevant evidence must be identified)
 ■ inclusive of all study design information (including the type of study, the circumstances of 

its undertaking and the selection of outcomes and costs) and inclusive of all intention to 
treat patients

 ■ fit for purpose [contributing to an overall assessment of the clinical benefit and quality of 
life (QoL), preferably in such units that allow comparison of the benefits from different 
technologies and between different patient groups].

In addition, the ERG team must critically appraise the MS to ensure that the analyses and 
modelling presented by the manufacturer are methodologically sound and minimise any bias. 
Models must be replicable, have face validity (be plausible) and be open to external scrutiny.
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FIGURE 1 Single technology appraisal process timeline (from NICE guide to the STA process3). ACD, appraisal 
consultation document; CHMP, Committee for Medicinal Products for Human Use.
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4 Introduction

Within the STA process, there are no resources for the ERG to produce an independent 
systematic review or cost-effectiveness model. The current ERG report template is attached as 
Appendix 1. Currently, NICE works with the following ERGs (three new ERGs will join these 
seven teams from April 2011):

 ■ Health Economics Research Unit and Health Services Research Unit, University of Aberdeen
 ■ Liverpool Reviews and Implementation Group (LRiG), University of Liverpool
 ■ Centre for Reviews and Dissemination (CRD) and Centre for Health Economics (CHE), 

University of York
 ■ Peninsula Technology Assessment Group (PenTAG), Peninsula Medical School, Universities 

of Exeter and Plymouth
 ■ School of Health and Related Research (ScHARR), University of Sheffield
 ■ Southampton Health Technology Assessment Centre (SHTAC), University of Southampton
 ■ West Midlands Health Technology Assessment Collaboration (WMHTAC), Department of 

Public Health and Epidemiology, University of Birmingham.

The process of requesting further information from the manufacturer following submission 
was not included in the original plan for the conduct of an STA. However, it very soon became 
apparent that such a mechanism was required, as the ERGs identified aspects of the submissions 
that were unclear or where further information was required. The process of the clarification 
letter was implemented and is now standard practice. The ERG is requested to submit any 
clarification questions for the manufacturer within 10 working days of receiving the MS. NICE 
contributes additional questions and sends the letter on to the manufacturer who has 10 working 
days to respond. The format of the letter has evolved over time and more recent letters follow a 
consistent format developed by NICE that separates out clinical and economic clarification issues.

The AC meets to consider the evidence presented by the manufacturer and also the critique of 
the evidence by the ERG and makes recommendations to NICE. There are currently four ACs. 
If the AC’s provisional recommendations are more restrictive than the terms of the marketing 
authorisation for the technology under appraisal then an appraisal consultation document (ACD) 
is produced and consultees and commentators are invited to comment on the ACD. The AC 
meets again to consider these comments and aims to produce the FAD, which forms the basis of 
the guidance that NICE will issue to the NHS in England and Wales. However, instead, the AC 
may issue another ACD inviting further comments from consultees and commentators, which 
are, again, considered by the AC to produce the FAD.

Both ACDs and FADs may have more than one decision within the same document; for example, 
for different subgroups of patients different decisions may be made. An appeal may be launched 
up to 15 working days after the FAD has been issued and guidance is not published until an 
appeal decision has been made by the appeal panel.

When the STA process was initially introduced, concerns were raised that it may represent a less 
robust process for producing guidance on the use of health technologies than the MTA process.4 
Concerns have also been raised regarding the need for consistency and transparency of methods 
used to critically appraise the MS as part of the STA process.

The NICE Decision Support Unit (DSU) is a collaboration of UK universities that is 
commissioned by NICE to provide research and training to support the NICE technology 
appraisal process. Occasionally, the DSU is requested to provide additional analysis to enable the 
AC to reach a decision. The NICE DSU reviewed the STA process in 20085 and looked at the first 
10 STAs only. The report highlighted the potential for inconsistencies between ERGs in terms 
of the content of their reports. This report takes a broader perspective and provides an in-depth 
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analysis of components of the STA process, which have changed significantly since the earlier 
report by the DSU.

Aims and objectives

The aims of this study were to review the methods currently used by ERG teams to critically 
appraise MSs within the NICE STA process and to provide recommendations on approaches that 
could be considered in the future. An additional aim was to map the STA process to date. There 
were five primary objectives:

1. to provide a map of the STA process to date
2. to identify current approaches to critical appraisal of MSs by ERGs
3. to identify recurring themes in clarification letters sent to manufacturers
4. to provide recommendations for possible alternative approaches to be used in the critical 

appraisal process
5. to revise the current ERG report template.

Chapter 2 describes the mapping of the STA process to date, Chapter 3 covers the documentary 
and thematic analysis of 30 ERG reports and Chapter 4 explores the issues identified in the 21 
clarification letters. Chapter 5 includes a description of the process used to modify the ERG 
report template, as well as recommendations for approaches to be considered in the development 
of ERG reports.

The protocol for this project stated that telephone interviews would be undertaken with members 
of the ERGs who had worked on STAs. However, subsequently a Technology Assessment Services 
Collaboration (InterTASC) workshop to discuss the STA process was arranged and several issues 
were discussed during this meeting in April 2010. Key points debated during the workshop have 
been integrated into the discussion and conclusion sections of this report.
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Chapter 2  

Mapping exercise

Methods

Data collection
All STAs that had been identified by NICE up to, and including, March 2009 were included in 
the mapping exercise. The list of STAs was provided by the NIHR Evaluation, Trials and Studies 
Coordinating Centre (NETSCC). A mapping tool was devised using a Microsoft Excel 2003 
spreadsheet (Microsoft Corporation, Redmond, WA, USA) and is attached as Appendix 2. The 
tool was designed to collect information on a range of topics from each STA.

The mapping tool/spreadsheet was piloted by two reviewers (EK and AB) on nine STAs. 
Following the pilot, amendments were made. These included standardising data entry and 
insertion of comment boxes where clarification of the data was required.

The majority of the data for each STA was obtained from the NICE guidance website.6 Three 
reviewers (DP, AB and EK) extracted the data. After data extraction was completed a sample of 
nine STAs was taken and data were checked by a second reviewer (DP, EK or AB) who had not 
completed the initial data collection in order to verify that data extraction had been undertaken 
in a consistent manner by all reviewers. Where data were not available on the NICE website, for 
example referral date in some cases or the date of ERG report submission, the information was 
requested from NETSCC.

Data analysis
Data analysis was completed in Excel. The majority of analyses involved calculating frequencies 
for each topic considered in the mapping tool/spreadsheet. This was used, for example, to 
calculate the number of STA projects that were completed, in progress, suspended or terminated. 
The number of working days for the following time periods were calculated and then the values 
were divided by five to calculate the number of working weeks:

 ■ referral date to FAD, i.e. total length of project
 ■ date of commencement (date of final scope) to FAD, i.e. total length of ‘active’ project
 ■ referral date to final scope date
 ■ date of manufacturer report submission to ERG report submission
 ■ date of ERG report submission to first AC
 ■ date between first AC and second AC
 ■ date between second AC and FAD.

The exact date (day/month/year) was not provided on documents such as the final scope and 
FAD. The date was usually provided only in month/year format on the documents and an exact 
date of upload was provided on the NICE website. Where the month of issue differed on the 
scope or FAD document from the month stated on the NICE website for the document upload, 
the month listed on the document was used and the 28th day of the month was chosen as the 
‘exact date’ in order to perform analyses between the different stages in the STA project timeline. 
Where the month agreed between the document and date of upload on the NICE website, the 
exact date listed as the upload date on the NICE website was used. For either scenario, these 
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decisions meant that the analyses would underestimate, rather than overestimate, the time 
taken between stages in the STA process. Similarly, when the exact date of referral provided by 
NETSCC was not available, the 28th day of the month that the STA was referred was selected 
for each referral date. Simple descriptive statistics, such as calculating the mean and range, were 
applied where appropriate.

The NICE disease categories to which STA topics were allocated were obtained from the 
NICE website and the numbers within each category were tabulated. Information on DSU 
involvement and appeals was obtained from the NICE website and the information summarised 
in a narrative synthesis. The number of suspended or terminated appraisals was tabulated and 
reasons summarised. A completed STA was defined as an STA that had received a final decision 
(FAD) from NICE on the technology being considered. STAs that had previously received a final 
decision from NICE but which was subsequently withdrawn were not included in the completed 
STA category.

Results

Single technology appraisals by characteristics
Ninety-five STAs had been identified in the NICE appraisal process since the STA programme 
began in 2005 up to, and including, March 2009 as per the list provided by NETSCC.

Topic area
Single technology appraisals are categorised by topic on the NICE website. There are 21 topic 
categories. Table 1 shows the categorisation of topics identified in the mapping exercise. Some 
topics are listed under more than one category, for example ‘pemetrexed for the first-line 

TABLE 1 National Institute for Health and Clinical Excellence disease categories

STA topics in NICE disease categories Frequency

Cancer 46

Musculoskeletal 15

Digestive system 13

Respiratory 11

Cardiovascular 9

Therapeutic procedures 7

Skin 7

Central nervous system 5

Endocrine, nutritional and metabolic 4

Infectious diseases 3

Blood and immune system 2

Gynaecology, pregnancy and birth 2

Eye 1

Injuries, accidents and wounds 1

Mental health and behavioural conditions 1

Public health 1

Urogenital 1

Diagnostic procedures 0

Ear and nose 0

Mouth and dental 0

Surgical procedures 0
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treatment of locally advanced or metastatic non-small cell lung cancer’7 is listed under cancer 
and respiratory. Thirty-one STAs were listed in more than one category. The majority of topics 
were cancer topics. Under the cancer category, some STAs, such as those concerning satraplatin 
for hormone-refractory prostate cancer and capecitabine for advanced pancreatic cancer, were 
not listed on the NICE website and the topic category was assigned on the basis of the title of the 
appraisal by the authors of this report.

Single technology appraisal report and project status
Of the 95 STAs identified, 36 were categorised as completed STAs (38%), 28 were in progress 
(29%), 22 (23%) had been suspended, eight terminated (8%) and one had been completed but 
subsequently the guidance was withdrawn (1%). Three of the 95 STAs (satraplatin for hormone-
refractory prostate cancer, etanercept for moderate to severe chronic plaque psoriasis in children 
and adolescents and rimonabant for type 2 diabetes mellitus) had passed through the topic 
selection process but were not referred to NICE. See Figure 2 for STA project status.

Of the 28 in-progress STAs, eight had completed ERG reports, four had ERG reports not yet 
completed and 16 ERG reports had not yet commenced (Figure 3).

Of the 31 STAs that had been suspended or terminated or had their guidance withdrawn, three 
ERG reports had been completed. For two of these appraisals (mifamurtide for osteosarcoma 
and romiplostim for thrombocytopenic purpura) the appraisals were suspended due to delays 
in drug launch. For the third appraisal (rimonabant for type 2 diabetes mellitus) the guidance 
was withdrawn.

Manufacturer
Sixty-four STAs had a named manufacturer, while the remaining 31 did not have a manufacturer 
reported on the NICE website, usually because the STA process for those topics was still in the 
early stages. Twenty-seven manufacturers have been involved in the STA process to date. Table 2 
lists manufacturers and the numbers of STAs they have been involved in.

Evidence Review Group team
Sixty-three of the STAs had been assigned an ERG team. Five teams undertook 10 or more ERG 
reports and the remaining two teams undertook three and five reports (Figure 4).

FIGURE 2  Single technology appraisal project status.
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FIGURE 3 Evidence Review Group report status.
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In progress
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TABLE 2 Manufacturers involved in STAs

Manufacturer No. of STAs

Roche Products Ltd 12

Schering-Plough Ltd 6

Bristol-Meyers Squibb Pharmaceuticals Ltd 5

Eli Lilly & Co 4

GlaxoSmithKline 3

Merck Serono

Sanofi-aventis

Abbott Laboratories Ltd 2

AstraZeneca

Boehringer Ingelheim

Celgene

Janssen-Cilag 

Novartis Pharmaceuticals UK Ltd

Pfizer Ltd

Archimedes 1

Amgen

Basilea Medical

Bayer

Bayer Schering Pharma

Biogen

Gilead Sciences

IDM Pharma

Ipsen Ltd

PharmaMar

Schering Health Care Ltd

UCB

Wyeth Pharmaceuticals
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Decision process in completed and in-progress single technology 
appraisals

Incremental cost-effectiveness ratios reported
Thirty-six completed STAs and seven in-progress STAs contained figures for the base-case 
incremental cost-effectiveness ratios (ICERs) reported by the manufacturer within their 
submission. Thirty-three completed STAs and seven in-progress STAs included figures for base-
case ICERS reported by the ERG within their report.

Significant differences were seen when the manufacturer and ERG base-case ICERs were 
compared. The manufacturer base-case ICERs were > £30,000 per quality-adjusted life-year 
(QALY) in 13 cases and < £30,000 per QALY in 30 cases. In contrast, the ERG base-case ICERS 
were reported as > £30,000 per QALY in 25 cases and < £30,000 per QALY in 15 cases (Figure 5).

In three ERG reports, a clear figure for the base-case ICER calculated by the ERG was not 
reported.8–10 One ERG report stated that a £30,000-per-QALY threshold analysis was conducted 
(natalizumab for the treatment of adults with highly active relapsing–remitting multiple 
sclerosis8); one ERG report estimated two base-case ICERs of > £30,000 and > £100,000 per QALY 
(pemetrexed for the treatment of relapsed non-small cell lung cancer9); and one ERG report 
stated that the ERG was unable to provide revised ICERs (pemetrexed for the first-line treatment 
of locally advanced or metastatic non-small cell lung cancer10).

Appraisal consultation document decision
The AC can make various recommendations in the ACD. Obviously there can be a clear ‘yes’, a 
clear ‘no’ or a ‘minded’ opinion. A ‘minded’ opinion usually means that the AC is minded to say 
‘yes’ or ‘no’ but that it requires further information, usually from the manufacturer, to make its 
decision at the subsequent AC meeting. There were 38 STAs with ACD decisions available on the 
NICE website (31 completed STAs and seven in-progress STAs). Nineteen had a ‘no’ recorded 
as the ACD decision, nine were recorded as ‘yes’ decisions and seven had ‘minded no’ decisions 
within the ACD (Table 3). Two STAs had both a ‘yes’ and a ‘minded no’ decision recorded within 
the ACD and one STA had both a ‘no’ and a ‘minded no’ recorded in the ACD.

Appraisal consultation documents were not made available on the NICE website for five 
completed STAs11–15 (trastuzumab as adjuvant therapy for early-stage breast cancer;11 varenicline 
for smoking cessation;12 dabigatran etexilate for the prevention of venous thromboembolism 
in patients undergoing elective hip and knee surgery;13 rituximab for the first-line treatment of 
low-grade follicular non-Hodgkin’s lymphoma;14 and rivaroxaban for the treatment of venous 

FIGURE 4 Evidence Review Group teams.
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thromboembolism15). However, ACDs are issued only if the AC recommendations are restrictive 
or if the manufacturer is requested to provide further clarification, and therefore ACDs are not 
issued for all STAs.

Two STAs had two ACDs, of which one had a ‘no’ decision recorded in its first ACD and then a 
‘yes’ decision in the second ACD,16 and the other had a ‘no’ decision recorded in its first ACD and 
then a ‘yes’ decision with conditions in the second ACD.17

Final appraisal determination decision
Thirty-six completed STAs and one in-progress STA had FAD decisions. Twenty-five STAs were 
recorded as ‘yes’ decisions, whereas 12 were recorded as ‘no’ decisions. Thirty-two STAs had 
both ACD and FAD documents available on the NICE website. Table 4 shows the initial ACD 
decision (taken from the first ACD if more than one ACD) and subsequent FAD decision in the 
32 STAs with both ACDs and FADs. All ‘yes’ decisions and 10 out of 14 ‘no’ decisions remained 
the same between the ACD and FAD. ‘Minded no’ and ‘yes/minded no’ decisions within the 
ACDs almost always became ‘yes’ decisions within the FAD. The one exception was a ‘minded no’ 
to ‘no’ decision between the ACD and FAD. In this case, a subsequent appeal was upheld. After 
additional work was undertaken by the DSU, the AC met again and the ‘no’ decision in the FAD 

FIGURE 5 Base-case ICERs reported by ERG and manufacturer.
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TABLE 3 Frequency of ACD decision

ACD decisiona Frequency (%)

Yes 9 (23.7)

No 19 (50.0)

‘Minded no’ 7 (18.4)

Yes and ‘minded no’ 2 (5.3)

No and ‘minded no’ 1 (2.6)

ACD not on website 5 (N/A)

N/A, not available.
a Where more than one ACD existed, the decision stated in the first ACD was taken.
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was subsequently changed to a ‘yes with conditions’ (erlotinib for the treatment of relapsed non-
small cell lung cancer18).

Project timeline (dates analyses)
Table 5 shows the breakdown of project timelines for the 36 completed STAs. Some of the 
analyses are based on fewer than 36 STAs as some of the data were missing, for example scope 
dates or AC dates.

Referral date to final appraisal determination
The NICE STA process guide3 states on p. 18, in section 3.2.1, that the STA process begins 
‘after NICE has received formal referral from the Secretary of State for Health’. However, no 
guidance is given with regards to the length of the STA project between the referral date and 
the FAD. Week 0 on the STA project timeline is when manufacturers are invited to complete an 
evidence submission or when the final scope is issued. The time from final scope to FAD should 
be 34 weeks or less, as stated in the 2009 STA process guide3 (when there is no appeal). In the 
original STA process guide (2006)19 this was stated to be 35 weeks.

The time period between the referral date and final scope date (i.e. week 0) ranges considerably 
between 4.4 and 83 working weeks (see Table 5). The length of the entire STA project was taken 
as the number of working weeks between the referral date and the FAD date. The mean number 
of working weeks between the referral date and the FAD in the 36 completed STAs was 54.9. This 
ranged considerably between 30.4 and 131.0 working weeks. The majority of completed STAs 
(27/36) took between 39 and 60 weeks to complete from their referral to FAD.

Final scope to final appraisal determination
The 35-week final scope to FAD time period for a completed appraisal was used in this analysis, 
as some of the STAs were completed before 2006. A 2-week grace period was added to allow for 
holiday periods and other delays, making the cut-off point 37 weeks for a completed, on-time 
STA. Scopes (and scoping workshops) were not part of the initial STA process and seven STAs 

TABLE 4 Appraisal consultation document to FAD decisiona

ACD decision FAD decision ‘yes’ FAD decision ‘no’

Yes 8 0

No 4 10

‘Minded no’ 6 1

Yes and ‘minded no’ 2 0

No and ‘minded no’ 0 1

a Thirty-two STAs had both ACDs and FADs.

TABLE 5 Project timelines for completed 36 STAs

Date analysis Mean (range) in working weeks

Referral date to FAD 54.9 (30.4 to 131.0)

Final scope to FAD 44.0 (26.2 to 122.2)

Referral date to scope 15.3 (4.4 to 83)

MS to ERG report submission 10.5 (8.2 to 23.8)

ERG report to first AC 5.3 (3.4 to 11.2) 

First AC to second AC 10.4 (8.2 to 22)

Second AC to FAD 8.2 (3.0 to 29.8)
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did not have a final scope available on the NICE website. It was therefore not possible to calculate 
the time period between the issue of final scope and FAD in these seven STAs. Eight of the 29 
STAs where it was possible to calculate time to completion were completed within 37 working 
weeks, i.e. 28% of STAs were completed within a period that could be considered ‘on time’ when 
the final scope date is taken as the start of the process and there is no appeal process. The mean 
number of working weeks between the final scope and FAD in the 36 completed STAs was 44.0. 
This ranged considerably from 26.2 to 122.2 weeks.

The scope to FAD period for 12 STAS was delayed between 2 and 5 weeks. Possible reasons made 
available on the NICE website for the 2- to 5-week delay were provided for two STAs only and 
included appraisal suspension (omalizumab for severe persistent allergic asthma20) and transfer 
from the 10th to the 12th wave (natalizumab for the treatment of adults with highly active 
relapsing–remitting multiple sclerosis8). A third STA was recorded to have a 2- to 5-week delay 
between scope and FAD (docetaxel for adjuvant treatment of early breast cancer21). However, this 
STA had been transferred from the MTA to the STA process and thus the final scope date related 
to that of the original MTA (scopes were not initially provided for STAs). There did not appear 
to be any reasons provided on the NICE website as to why the remaining nine STAs were delayed 
between 2 and 5 weeks. However, it was noted that four of the STAs required extra work from 
the manufacturer22–25 (adalimumab for the treatment of moderate to severe psoriatic arthritis,22 
rituximab for the treatment of refractory rheumatoid arthritis,23 rituximab for the treatment of 
recurrent or refractory stage III or IV follicular non-Hodgkin’s lymphoma,24 and entacavir for 
the treatment of chronic hepatitis B25) and extra work was undertaken by the ERG for one STA26 
(cetuximab for the treatment of metastatic and/or recurrent squamous cell carcinoma of the head 
and neck26).

The scope to FAD period was delayed by > 5 weeks for two STAs,7,27 for which no apparent 
reasons were provided on the NICE website (ustekinumab for the treatment of moderate to 
severe psoriasis27 and pemetrexed for the first-line treatment of locally advanced or metastatic 
non-small cell cancer7). A further seven STAs had scope to FAD periods delayed by > 10 weeks. 
Reasons for scope to FAD periods being delayed by > 10 weeks were provided for six of these 
STAs and included appeal proceedings (erlotinib – non-small cell lung cancer,18 abatacept,28 
febuxostat29), additional work undertaken (erlotinib18), end-of-life consideration with production 
of two ACDs (lenalidomide16), first AC meeting cancelled owing to clarification of European 
regulatory timings (febuxostat29), timings reset at the request of the manufacturer to allow for 
the outcome of discussions with the Committee for Medicinal Products for Human Use of the 
European Medicines Agency to be incorporated in the MS (abatacept28), third and fourth AC 
meetings (cetuximab for colorectal cancer30) and a FAD returned with comments after the second 
AC (sunitinib31). There were no apparent reasons stated on the NICE website to explain why the 
scope to FAD period for the infliximab for ulcerative colitis32 STA was delayed by 14.2 weeks.

In addition, seven STAs are delayed and were still in progress at the time of data extraction 
(August 2009):

 ■ Topotecan for the treatment of recurrent and stage IVB carcinoma of the cervix (third AC 
meeting for end-of-life consideration).33

 ■ Tocilizumab for the treatment of juvenile idiopathic arthritis (delay due to pricing issues, 
guidance delayed as a result).34

 ■ Bevacizumab in combination with non-taxane chemotherapy within its licensed indications 
for the first-line treatment of metastatic breast cancer (rescheduled to align with regulatory 
approval).35

 ■ Trabectedin for the treatment of advanced metastatic soft tissue sarcoma (extension granted 
for manufacturer to meet full requirements of the STA process).36
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 ■ The clinical effectiveness and cost-effectiveness of erlotinib monotherapy for maintenance 
treatment of non-small cell lung cancer after previous platinum-containing chemotherapy 
(rescheduled to align with regulatory expectations).37

 ■ The clinical effectiveness and cost-effectiveness of erlotinib in combination with bevacizumab 
for maintenance treatment of non-squamous advanced or metastatic non-small cell lung 
cancer after previous platinum-containing chemotherapy (rescheduled to align with 
regulatory expectations).38

 ■ Rituximab for relapsed treatment of chronic lymphocytic leukaemia (delays due to variation 
to marketing authorisation).39

If these delays had been taken into account then the overall time frame for the 95 STAs would 
have been lengthened.

Manufacturer submission to Evidence Review Group report 
submission
The appendix B document in the NICE STA process guide3 (p. 56) allows 8 weeks between the 
manufacturer report submission and ERG report submission. The NICE guidance also stipulates 
that ERG teams will be given a minimum of 8 weeks to complete the ERG report. Eighteen 
(50%) of the completed STA ERG reports were completed within 8–10 working weeks and a 
further 14 (39%) STA ERG reports were submitted 10–12 working weeks after receipt of the MS. 
The mean number of working weeks between the manufacturer report submission and ERG 
report submission in the 36 completed STAs was 10.5. This ranged considerably between 8.2 
and 23.8 working weeks. The majority of STAs (32/36) took 8–12 working weeks between the 
manufacturer report submission and ERG report submission.

Evidence Review Group report submission to first Appraisal 
Committee
The first AC is scheduled to take place 4 weeks after the ERG report has been submitted, and 
this was the case for 5 out of the 36 completed STAs. The first AC meeting was 4–5 weeks after 
the ERG report submission in 15 STAs and 5–7 weeks in 13 STAs. The mean number of working 
weeks between the ERG report submission and first AC in the 36 completed STAs was 5.3. This 
ranged considerably between 3.4 and 11.2 working weeks.

First Appraisal Committee to second Appraisal Committee
The second AC is scheduled to take place 8 weeks after the first AC. The mean number of 
working weeks between the first AC and second AC in the 36 completed STAs was 10.4. This 
ranged considerably between 8.2 and 22 working weeks. The time period between the first AC 
and second AC in two-thirds of completed STAs (24/36) was between 8 and 10 working weeks.

Second Appraisal Committee to final appraisal determination
The FAD is published (if no appeal is received) 10 weeks after the second AC meeting, although a 
second AC meeting is not held if an ACD is not produced at the first AC meeting. In all but four 
STAs this was achieved. The mean number of working weeks between the second AC and the 
FAD in the 36 completed STAs was 8.2 working weeks. This ranged considerably between 3 and 
29.8 working weeks. The time period between the second AC and the FAD was 3–5 weeks in six 
STAs and 5–9 weeks in 20 STAs.

Extra work involved in the single technology appraisal process
Manufacturer
After the first AC meeting, in 11 out of 36 of the completed STAs and in one out of seven of the 
in-progress STAs, the manufacturer was requested to complete further work before the second 
AC meeting.



16 Mapping exercise

Evidence Review Group
Before the first AC meeting, in 5 out of 36 of the completed STAs and in three out of seven of 
the in-progress STAs, the ERG was requested to complete work in addition to the ERG report. 
After the first AC meeting, in 4 out of 36 of the completed STAs and in one out of seven of 
the in-progress STAs, the ERG was requested to complete further work before the second 
AC meeting.

Decision Support Unit involvement
Three STAs had involvement from the NICE DSU:

 ■ cetuximab for first-line treatment of metastatic colorectal cancer30

 ■ erlotinib for the treatment of relapsed non-small cell lung cancer18

 ■ lapatinib for breast cancer for use in women with previously treated, advanced or metastatic 
breast cancer.40

In one of these STAs it appears that the decision of the AC changed from ‘no’ in the ACD to ‘yes’ 
with restrictions in the FAD (cetuximab30). For one of the STAs (erlotinib18) the decision changed 
from ‘minded no’ at ACD to ‘no’ at FAD; however, after additional work undertaken post appeal 
the decision was changed to ‘yes’ but with restrictions. For lapatinib,40 the decision remained ‘no’ 
at FAD although at the time of writing this STA is still ongoing.

End-of-life consideration
On 5 January 2009, NICE issued supplementary advice to be taken into account when appraising 
treatments which may be life-extending for patients with short life expectancy.41 Four STAs16,26,33,40 

have considered this supplementary advice: two completed STAs and two in-progress STAs. 
Lenalidomide for relapsed and/or refractory multiple myeloma (completed STA) recorded the 
first ACD decision as ‘no’, changing to ‘yes’ in the second ACD and FAD (requiring three ACs).16 
Cetuximab for the treatment of metastatic and/or recurrent squamous cell carcinoma of the 
head and neck (completed STA) recorded a ‘no’ decision within the ACD and FAD.26 Lapatinib 
for breast cancer for use in women with previously treated, advanced or metastatic breast cancer 
(in-progress STA) recorded a ‘no’ decision within the ACD and FAD.40 Following on from 
an appeal, this technology was put forward for end-of-life consideration. Topotecan for the 
treatment of recurrent and stage IVB carcinoma of the cervix (in-progress STA) recorded a ‘no’ in 
the ACD; the FAD decision is to be confirmed.33

Appeals
In total, 8 out of the 36 completed appraisals in this analysis had an appeal. The appraisals were:

 ■ cetuximab in its licensed indications for refractory head and neck cancer26

 ■ erlotinib for the treatment of relapsed non-small cell lung cancer18

 ■ abatacept for the treatment of refractory rheumatoid arthritis28

 ■ trastuzumab as adjuvant therapy for early-stage breast cancer11

 ■ febuxostat for the management of hyperuricaemia in patients with gout29

 ■ lapatinib for breast cancer for use in women with previously treated, advanced or metastatic 
breast cancer40

 ■ pemetrexed for the treatment of relapsed non-small cell lung cancer42

 ■ bortezomib monotherapy for relapsed multiple myeloma.17

Four of these appeals were dismissed (abatacept,28 trastuzumab,11 febuxostat29 and pemetrexed42). 
For three STAs – cetuximab,26 erlotinib18 and bortezomib17 – the appeals resulted in a change to 
NICE guidance. In all cases the decision became ‘yes’ with restrictions. At the time of writing, 
one STA (lapatinib40) was ongoing (March 2010).
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Suspended/withdrawn/terminated single technology appraisals
Overall, 30 of the 95 STAs (32%) in this study were either suspended or terminated. Guidance 
was released and later withdrawn by NICE for one STA (rimonabant for the treatment of 
overweight and obese patients43).

Twenty-two STAs are listed as suspended. In two of these STAs, the ERG report had already 
been submitted when the appraisal was suspended. Reasons for suspension include the drug not 
yet launched (2), indication for the drug uncertain (1), regulatory or licensing issues (11), no 
MS received (1), further data awaited by manufacturer (3), referral to MTA process (1) and no 
reason given (3). Eight STAs are listed as terminated. Three STAs passed through topic selection 
but were not referred to NICE; two were terminated because no MS was received by NICE. No 
reasons were stated on the NICE website for the other three terminated STAs.

Record-keeping and consistency issues
Nearly all of the information used in this mapping analysis was obtained from the NICE website; 
therefore the information described in this report is a reflection of the record-keeping on the 
website and not necessarily an accurate reflection of what actually happened during the appraisal 
process. There are a number of issues regarding record-keeping and consistency requiring 
further discussion.

Dates
Full dates (day/month/year) were often not recorded within documents published on the 
website; often only the month and year were available and this made calculation of timings 
difficult. Where exact dates were not published within documents, such as the scope and FADs, 
we used the 28th of each month as the date of issue. Therefore, there is some inaccuracy and 
underestimation within these analyses.

There were also other inconsistencies with dates. Often the month of issue within the scope 
and FAD documents was not the same as the month stated on the website. Examples of this are 
romiplostim for the treatment of chronic immune or idiopathic thrombocytopenic purpura 
(ITP)44 and paclitaxel for the adjuvant treatment of early breast cancer.45

Documentation
Some documents were missing from the NICE website, such as ACDs and final scopes. This 
could be due to the fact that initially scoping documents and ACDs were not part of the STA 
process and were later additions. In some appraisals there were two FAD documents and it was 
not always clear why.

Transparency and inconsistencies
Reasons for delays, suspensions or terminations are not always clear on the NICE website. As 
each appraisal does not have a unique identifying number, and there are several appraisals for 
the same drug within different conditions, it was sometimes difficult to find information on a 
specific appraisal.

Three STAs in this mapping exercise had passed through the topic selection process but were not 
referred to NICE: two of these are listed on the NICE website, although difficult to find, while one 
is not mentioned at all (etanercept for moderate to severe chronic plaque psoriasis in children 
and adolescents).

As described previously, there is inconsistency in the way STAs are categorised by topic. The 
terms ‘suspended’ and ‘terminated’ are not used consistently. NICE continues to monitor topics 



18 Mapping exercise

that are referred to it even if the appraisal has ended. STAs also occasionally have different titles 
within different documents relating to the same appraisal that occasionally caused confusion.

Discussion

Almost all of the necessary relevant documentation relating to each STA included in this 
mapping exercise was available on the NICE website. However, some information was difficult to 
locate and there was inconsistency in the details related to dates of topic referral. A guide for the 
public regarding where specific documentation is kept could be useful.

Within a relatively short time period NICE has dealt with 95 STA topics. Base-case ICERs 
reported by the ERGs were consistently higher than those reported by manufacturers. Extra 
analyses were requested of manufacturers in 28% of STAs, which translates to extra work for the 
ERGs. Not all of the extra work required of the ERGs was recorded on the NICE website.

Lack of consistency in recording referral dates meant it was difficult to calculate the total STA 
process timelines. However, it is noted that the length of time between referral date and final 
scope date can be substantial.

The majority (78%) of STAs in this study do not meet the established 35-week scope to FAD 
target. The delays are attributable not to delays in submission of ERG reports or the scheduling of 
AC meetings but to delays in other aspects of the process.

The first delay point relates to STAs that were suspended or terminated. We identified that 
32% (30/95) of the topics were in this category, with a further seven marked as in progress but 
delayed. The vast majority of topics in these groups were stopped because of regulatory issues 
and/or non-submission by the manufacturers.

Suspended/terminated appraisals have significant resource implications. Each topic referred as 
part of the STA process includes a scoping workshop to which the appropriate stakeholders are 
invited to comment on the proposed scope for the STA. These meetings can involve as few as 10 
people or as many as 30 and they take a half-day plus travel time for each participant. Delays can 
also occur further along in the process, resulting in substantial waste of resources.

The next delays occur after the first AC meeting. Although not always the case, requests for 
additional analysis from the manufacturer or the ERG have the potential to delay the second 
AC meeting and therefore the FAD. This is not a common occurrence but does happen. In 
addition, this subsequent analysis may require input from the DSU, additional AC meetings and 
subsequent consultation on further ACDs. These are all resource-intensive activities. Anecdotal 
evidence has been provided by one ERG indicating that one STA is now at its fifth AC meeting.

However, the longest delay in the process takes place when an appeal is made, usually by the 
manufacturer. This occurred in 22% (8/36) of completed appraisals included in this analysis, with 
one of these going on to judicial review. The appeal process is very time-consuming for all of 
those involved, although manufacturers are likely to take heart in the fact that half of the topics 
that went to appeal resulted in approval (although with restrictions) of their product.

The STA process is already complex and, looking to the future, is likely to become more so, 
and these complexities have potential to add even further delays to the release of guidance. The 
introduction of the consideration of end-of-life issues and PASs3 has the potential to extend the 
STA processes.
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Chapter 3  

Thematic analysis of Evidence Review 
Group reports

Methods

A documentary analysis of the first 30 ERG reports was undertaken. For this research we 
were exclusively interested in the content, rather than the context, of the reports. Attention 
was focused neither on the context within which the documents were produced nor on their 
subsequent impact on external decision-making processes, but rather on the content of the 
reports, making this a content analysis approach. Content analysis is a strategy ‘to identify 
consistencies and meanings’ in the text, with the aim of identifying patterns, themes and 
categories; the document is viewed as ‘a container of static and unchanging information’.46 The 30 
ERG reports were anonymised and are referred to in this report as numbers 1–30.

Data extraction was conducted by three team members (AB, CC, PF), using forms developed for 
this project and piloted on two ERG reports (see Appendix 4). The aim of the extraction was to 
retrieve data on key elements of the MSs, the processes undertaken by ERGs, and the strengths 
and weaknesses of the MSs. To address these first two issues, data were extracted on key elements, 
such as the number of trials included, whether or not a meta-analysis or sensitivity analysis (SA) 
was performed, and whether or not ERGs replicated submissions searches. These findings are 
presented as descriptive statistics (see Descriptive statistics from the 30 Evidence Review Group 
reports, below).

Second, data were extracted on the ERGs’ assessment of the strengths and weaknesses of MSs 
(see Thematic analysis results, below). These data consisted of text, i.e. statements or summaries 
by the ERG, so an appropriate form of analysis was applied. Thematic analysis was chosen as this 
method is grounded in the data and permitted the generation of a novel theoretical framework 
reflecting the ERGs’ assessments of the strengths and weaknesses of MSs to the STA process.47 
This method of synthesis is interpretive and the first stage is data reduction, i.e. to reduce 
statements, comments, quotations or findings to a single theme, which captures or reflects 
those data. This process was initially performed by one reviewer (CC) on the extractions of the 
strengths, weaknesses, key issues and uncertainties sections in the executive summaries of a 
random sample of 10 ERG reports. This section of the ERG report was chosen for the primary 
analysis because it should reflect most if not all of an ERG’s comments on the submission that 
appear elsewhere in the ERG report. If themes identified in this way were considered to be related 
then they were placed under a broader theme that captured them all; for example, ‘inappropriate 
analysis’ and ‘issues with data in the analysis’ were both placed within the broader theme of 
‘processes’, and ‘population issues’ and ‘comparator issues’ within the broader theme of ‘satisfying 
objectives’. Definitions were developed for each theme in order to produce greater reliability in 
the coding of data, especially when this was carried out by more than one reviewer. Two members 
of the project team (RD and EK) then independently assessed whether these interpretations of 
the data were both credible and appropriate, and whether the themes identified reflected the data. 
This led to a small number of revisions: the relabelling of one theme, the reassignment of some 
data to different themes, and some further clarification of the themes’ definitions.
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The remaining textual data in the data extraction forms, i.e. from the strengths, weaknesses, 
key issues and uncertainties sections of the other 20 ERG reports, as well as all other textual 
data extracted from all 30 ERG reports relating to the MSs, were then coded using these agreed 
themes following a process akin to that outlined in framework analysis.48 This was performed by 
two reviewers (CC and EK), each working on the data extracted from 15 of the ERG reports.

Results

Descriptive statistics from the 30 Evidence Review Group reports
Description of manufacturers’ submissions
The numbers of pivotal trials included in the MSs are shown in Figure 6. Less than half of MSs 
included only one pivotal trial.

Eight manufacturers (27%) included a meta-analysis in their submission, although as 14 out of 30 
submissions included only one pivotal trial then a meta-analysis would not have been appropriate 
in these submissions. Nineteen manufacturers (63%) undertook an indirect comparison, 29 
(97%) undertook SAs and 28 (93%) carried out probabilistic sensitivity analyses (PSAs).

Description of Evidence Review Group approaches to critical 
appraisal of clinical evidence
In 26 (87%) ERG reports the team commented on the searches in the MS and 14 (47%) replicated 
the searches. Methods used to critically appraise the manufacturer’s systematic review were not 
always clear. Thirteen (43%) ERG reports stated that a published critical appraisal tool was used 
to assess the quality of the review. These included the QUOROM (quality of reporting of meta-
analyses),49 CRD,50 BMJ (British Medical Journal)51 and ScHARR52 tools. Figure 7 shows the tools 
used in the 13 ERG reports reporting that published tools were used.

Only 11 (37%) used a published critical appraisal tool to assess the quality of the manufacturer’s 
included trials. In 12 (40%) methods for assessing the quality of the trials were unclear. Figure 8 
shows the tools used in the 11 ERG reports reporting the use of a published tool, which included 
the CASP (Critical Appraisal Skills Programme),53 NICE1 and CONSORT (consolidated 
standards of reporting trials)54 checklists.

FIGURE 6 Number of pivotal trials included by manufacturers.
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In 11 (37%) ERG reports the team undertook additional analysis of the clinical data. Table 6 
shows the reported number of clinicians used by the ERGs, either listed as an author or 
mentioned in the acknowledgement section in the 30 ERG reports.

FIGURE 7 Published tool used to appraise quality of manufacturer’s systematic review.
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FIGURE 8 Tools used in 11 ERG reports to assess trial quality.
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TABLE 6 Reported use of clinicians by ERGs

No. of clinicians ERG reports

0 1 (3%)

1 10 (33%)

2 11 (37%)

3 1 (3%)

4 or more 4 (13%)

Unclear 3 (10%)
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Description of Evidence Review Group approaches to critical 
appraisal of cost-effectiveness evidence
Sixteen (53%) of the ERG reports commented on the manufacturers’ searches for economic 
evidence and five (17%) replicated the searches. Only two (7%) of the ERG reports stated that a 
published tool was used to critically appraise the quality of included cost-effectiveness studies. 
In both cases the tool was the Drummond checklist.55 Fourteen (47%) reports stated that the MS 
followed the NICE reference case1 (see Appendix 3). Table 7 shows the reported critique of the 
MSs in the ERG reports from the point of the view of items in the NICE reference case. Table 8 
provides an overview of the elements used in the critique of the submitted model(s) by the ERGs. 
In the 30 ERG reports included in this study, 23 (77%) reported that extra cost-effectiveness 
analyses were undertaken. Table 9 shows the frequency of various approaches reported by the 
ERG teams to assess the models presented in the 30 MSs.

Thematic analysis results
The thematic analysis generated a large number of themes. However, five broader themes 
emerged, under which themes related to one another could be meaningfully grouped. These five 
themes related to the ‘processes’ applied in the MSs; the ‘reporting’ of the submissions review 
and analysis processes (sometimes strong, sometimes poor); the ‘satisfaction of objectives’ by the 
submissions; the ‘reliability’ and ‘validity of the submissions’ findings; and the ‘content’ of the 
submissions (e.g. the amount and quality of evidence contained in the submissions). Numbers in 
parentheses refer to unique, anonymised identifiers relating to the ERG reports containing data 
that helped to generate that particular theme. The result was the creation of a framework of a 
priori themes with associated definitions (Table 10).

Processes
The ‘processes’ theme emerged from five subthemes, which were interpretations of ERG 
comments on the conduct or performance of the reviewing and modelling in the submissions 
and, in particular, the conduct of the analyses. How well or how badly the manufacturer 
performed these key processes for the submission was a frequent source of criticism or comment 
within ERG reports. The five subthemes identified from the data were the conduct of both 
the review and the modelling processes; the inadequacy or inappropriateness of the analyses 
performed; and reported concerns with the data that were used in the analyses.

More than half of the ERG reports (17/30) explicitly criticised the conduct of the review, for 
example the quality of the searching, screening or quality assessment processes (1, 2, 5, 11, 13–17, 
20, 27); the definition or application of inclusion criteria, especially for indirect comparisons 
(5, 7, 13, 15–17, 19, 20); the presence of errors in, or a failure to perform, meta-analyses (5, 16, 
19); failure to control for confounders (6, 28) or perform a key subgroup analysis (28); or even 
the complete absence of a formal systematic review (9, 30). On some occasions, elements of the 
review process, such as searching and data extraction, prompted positive comments from an ERG 
(8, 10, 19, 20, 22, 25) or a statement that the review generally was reasonable or good (21, 26).

Evidence Review Group reports rarely commented explicitly positively on the approach taken in 
the submission to reviewing, modelling or analysis. However, half of all ERG reports (15/30) did 
pass positive comments on the appropriateness of the structure of the economic model presented 
or the reasonableness of the modelling approach taken (8, 9, 12, 14, 16–19, 21–23, 25–27, 30), 
albeit often with some criticism of certain elements of the model. Such weaknesses, highlighted 
in 20 ERG reports, included a failure to incorporate or capture adequate levels of uncertainty (1, 
10, 17); calculation errors in the model requiring revision or correction (2, 3, 25); other technical, 
structural or design errors in the model or SA (4, 5, 7, 10, 11, 15, 17, 21, 22, 28, 30); and the 
failure to control for confounders (6) or queries over a key assumption (13), missing data (13, 17, 
24, 29) or the absence of a SA (16).
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TABLE 7 Reported critique of NICE reference case items

n %

Perspective

Yes 5 17

No 21 70

Uncertain 4 13

Time horizon

Yes 6 20

No 22 73

Uncertain 2 7

Patient population

Yes 13 43

No 14 47

Uncertain 3 10

Choice of comparators

Yes 12 40

No 15 50

Uncertain 3 10

Choice of outcomes

Yes 5 17

No 24 80

uncertain 1 3

Costs

Yes 19 63

No 11 37

Uncertain

Alternative consideration of costs

Yes 9 30

No 16 53

Uncertain 5 17

Benefits

Yes 16 53

No 13 43

Uncertain 1 3

Alternative consideration of benefits

Yes 9 30

No 15 50

Uncertain 6 20

The analyses performed by the manufacturers and reported in the submissions constitute another 
element of the effectiveness review process that was frequently critiqued by the ERGs. Criticisms 
of the inadequacies of the analyses presented consisted of the failure to address heterogeneity of 
trials (5); the failure to perform a relevant analysis, for example a meta-analysis or SA or PSA 
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(6, 7, 16, 18, 19, 21, 23, 27); no validation of the model (6, 13); or the inadequate analysis of safety 
outcomes (15). However, it was not simply the failure to perform a necessary analysis, but rather 
the performance of an inappropriate analysis also, that generated criticism in 17 ERG reports, i.e. 
that the combination, pooling or comparison of effectiveness data was highly questionable (2, 7, 
11, 17, 20, 21, 23–25) or that the methods used for the reported analysis (6, 8, 11, 13, 15, 20, 21, 
27) or modelling (1, 5, 7, 29) were deemed to be inappropriate.

TABLE 8 Reported critique of manufacturers’ models

n %

Choice of model structure

Yes 14 47

No 15 50

Uncertain 1 3

Health states

Yes 9 30

No 20 67

Uncertain 1 3

Sequencing of treatments

Yes 4 13

No 9 30

Uncertain 16 53

Incorporation of efficacy data

yes 20 67

no 6 20

uncertain 4 13

Incorporation of adverse events

Yes 17 57

No 11 37

Uncertain 2 7

Incorporation of survival data

Yes 15 50

No 3 10

Uncertain 12 40

Incorporation of QoL data

Yes 18 60

No 11 37

Uncertain 1 3

Mapping of health states

Yes 6 20

No 4 13

Uncertain 20 67
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n %

Replication of trial results

Yes 10 33

No 4 13

Uncertain 16 53

Type of continuity correction

Yes 7 23

No 9 30

Uncertain 14 47

Approach to discounting

Yes 4 13

No 26 87

Uncertain

TABLE 8 Reported critique of manufacturer’s model (continued)

TABLE 9 Reported approaches used by ERG teams to assess manufacturers’ models

Question Response

Results

n %

Did the ERG comment on the methods used by the manufacturer to 
determine internal validity? 

Yes 17 57

No 9 30

Unclear/not stated 4 13

Did the ERG comment on the transparency of the model? Yes 16 53

No 8 27

Unclear/not stated 6 20

Did the ERG comment on the level of detail in the annotation to the 
model provided by the manufacturer?

Yes 7 23

No 10 33

Unclear/not stated 13 43

Did the ERG undertake additional economic analysis? Yes 23 77

No 7 23

Did the ERG run the manufacturer’s model with different parameter 
values?

Yes 21 70

No 4 13

Unclear/not stated 5 17

Did the ERG run the manufacturer’s model after making corrections to 
the model? 

Yes 12 40

No 8 27

Unclear/not stated 10 33

Did the ERG carry out separate analysis of evidence to augment/replace 
aspects of the manufacturer’s submitted analysis? 

Yes 10 33

No 14 47

Unclear/not stated 6 20

Did the ERG estimate revised ICERs as part of their additional analysis? Yes 20 67

No 2 7

Unclear/not stated 8 27

How many economic advisors/economists did the ERG use? 0 advisors 20 67

1 advisor 8 27

2 advisors 2 7
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The other major criticism relating to analyses contained within submissions focused on issues 
with the data being used, especially the data used in the cost-effectiveness model. Two-thirds 
of ERG reports (20/30) contained such criticisms. These criticisms related to the efficacy data 
being used from both direct and indirect comparisons (8, 9, 14, 17, 18, 20, 23, 24); the cost 
data used (1, 5, 7, 18–20, 30); the utility or QoL data (1, 25, 27, 29, 30); the data on population, 
comparators, outcomes or various model parameters (5, 6, 8–10, 12, 18, 19, 23, 28); the use of 
unpublished data (23, 25, 29); and the data being used in the SAs or PSAs (7, 21). By contrast, the 
data used in the direct and indirect comparisons performed for the effectiveness review generated 
explicit criticism in only four ERG reports (5, 24, 25, 27).

Reporting
The ‘reporting’ theme was derived from explicit comments made in ERG reports on the quality 
of the manufacturers’ description of the conduct of both the reviewing and the modelling. Only 
in a small number of cases did ERGs make explicit, positive comments on the description of 
the technology or processes within MSs. Nine ERGs commented on the accuracy and adequacy 
of the background section provided in the submission (6–8, 10, 11, 13, 20, 27, 29), albeit in 
some cases stating that further information would still have been useful (11, 13, 20, 27). The 
reporting of the searches for the effectiveness review was praised in four ERG reports (3, 21–23) 
and the description of the model and its data sources in five ERG reports (21–23, 26, 29). One 
ERG specifically described good reporting of statistics (1), and another a well-reported multiple 
treatment comparison process (18).

TABLE 10 Framework based on analysis of data extracted

Theme Definition Subthemes

Process How various methodologies have been applied, e.g. in the performance of the review – searching, 
screening, extraction, appraisal; in the modelling – in the meta-analysis, in the performance of the 
review

Conduct of review

Conduct of modelling

Was an analysis performed? May include failure to include or perform all necessary analyses (e.g. 
in a model); inadequate conduct of the review or analysis

No or inadequate 
analysis

Was the analysis method applied appropriate? May include inappropriate combining of data; 
inappropriate data being used to populate the model

Inappropriate analysis

Issues concerning data used, especially in the modelling, including costs, parameters and 
assumptions

Issues with data used in 
analysis

Reporting Provision of sufficient or insufficient details about searching, selection, extraction, criteria, analyses 
performed and their rationale; descriptions and definitions provided in the Background section

Adequate reporting

Inadequate reporting

Satisfying 
objectives

Success or failure to answer question(s) set or for the submission to reflect the decision problem 
and its scope in terms of the target population, the intervention and its dose, relevant comparators 
and outcomes, and the NICE base case for the model

Population issues

Intervention issues

Comparator issues

Outcome issues

NICE base case

Reliability 
and validity of 
findings

Excessive uncertainty surrounding results or model due to lack of evidence, bias within or across 
included trials or potential exaggerated effect of intervention; explicit concerns regarding validity

Uncertainty due to 
absence of evidence

Uncertainty due 
to possible bias or 
exaggerated effect

Findings reported as being reliable (as opposed to uncertain as above) and not uncertain Reliability of findings

Issues affecting external validity, e.g. specified differences between the trials and data and what 
exists in the UK, including population, dose, comparator, licensing, real-world/current practice; 
future developments that may change key parameters

External validity

Content Weaknesses or strengths inherent in the trial evidence. Amount – concerns issues with number of 
trials included (e.g. often only one); quality – concerns how good the included evidence is, e.g. very 
good or very poor?

Amount and quality of 
evidence
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It was far more common, however, for ERGs to perceive as inadequate the reporting or 
description of the processes being undertaken or the sources of data being used. A total of 26 
out of 30 ERG reports described some form of inadequacy in the reporting of a submission. 
These included poor descriptions of the searches undertaken, prohibiting replication, for both 
clinical effectiveness and cost-effectiveness reviews (2, 4–6, 8, 20, 26, 27); an explicit criticism in 
seven ERG reports regarding the lack of transparency of the clinical review processes generally, 
for both direct and indirect comparisons (e.g. screening, extraction and quality appraisal) (2, 5, 
7, 11, 12, 20, 23); and, quite frequently, in eight ERG reports, inadequate reporting concerning 
the number of included studies and their characteristics for both clinical effectiveness and cost-
effectiveness reviews (2, 4, 18, 19, 22–25). Five ERGs also considered the background section to 
be inadequate and lacking key information (14–16, 29, 30). The description of the analyses in 
submissions was also a major source of criticism, i.e. the failure to report data and data sources 
in full (1, 29, 30); the failure to describe all of the methods being used in direct (5, 20, 24, 27) or 
indirect comparisons (12, 17–19); the failure to provide adequate descriptions of the analyses 
more generally (6, 11, 18), and the poor reporting of included studies and data in tables (4, 5, 
16). However, the submissions’ reporting of the cost-effectiveness model was the most common 
criticism by ERGs. Eleven submissions were deemed to be affected by such inadequacies as a 
failure to describe adequately the parameters or assumptions behind the model, the generation or 
source of various values, or the impact of bias from missing data (4, 11, 17–22, 27, 28, 30).

Satisfaction of objectives
The ‘satisfaction of objectives’ theme emerged from issues surrounding the relationship between 
the decision problem and whether, or how far, the elements of the decision problem were 
satisfactorily addressed in the MSs. The five subthemes identified under this theme relate to the 
objectives determined by the decision problem, i.e. the population, intervention, comparator, 
outcomes and the NICE base case.

Ten submissions were not criticised for the relevance of their included trial populations to the 
populations required by the scope, but 20 out of the 30 ERG reports did raise issues with the 
trial populations being presented and considered in the submission (1–3, 6, 7, 9–11, 15, 16, 
18–22, 25–28, 30). These concerned differences between the population defined in the decision 
problem and the population being evaluated in the submissions’ trials (3, 9–11, 19, 20, 22, 25–27, 
30); differences between the UK population and the trial population based on age, treatment 
or current practice (1, 2, 6, 7, 15, 27); differences between the licensed population and the 
trial population (9, 28); a failure to consider the effect of the treatment on different, relevant 
subgroups of patients (1, 7, 18, 19, 21, 30), including in the model (18); and, finally, problems 
with the definition of the population in the submission (16, 20, 26, 30), again including in the 
model (26).

The second major disparity between submissions and the requirements of the decision problem 
concerned the comparators. Twelve ERG reports found nothing to criticise in this regard, but 
18 did raise various issues with the comparators considered in submissions. The principal issue 
involved a submission’s failure to consider one or more of the comparators designated in the 
decision problem, or the submission’s use of a combination of comparators not admitted in the 
decision problem: this was raised in 13 reports (1, 3–5, 7–9, 11, 13, 15, 17, 22, 30). In two cases, 
this issue was raised for the cost-effectiveness model too (8, 11). Three reports were concerned 
that the comparator being evaluated was not in use in the UK (6, 15, 26) or that a non-optimal 
dose of the comparator was being assessed (26), and two reports also identified problems with 
a lack of definition for the chosen comparator (25, 30). One submission reported a non-optimal 
treatment duration for the comparator in the model (28) and one conducted a mixed-treatment 
comparison (MTC) using comparators other than the principal comparator named in the 
scope (18).
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By contrast, few ERGs reported a submission’s failure to satisfy the intervention or outcome 
elements of the decision problem. Twenty-one ERG reports found no problem with the 
intervention being evaluated in the submission. In nine instances the actual definition of the 
intervention was an issue, i.e. the inclusion or failure to include the intervention as combination 
therapy or monotherapy (1, 16, 18, 29, 30); differences between the trial interventions and 
UK practice (22, 26); differences between the licensed intervention and the trial intervention 
(3); and a specific instance where the dose being evaluated was an issue (11). Twenty-one 
reports (1–7, 9, 10, 12, 13, 18, 19, 21, 23–28, 30) also did not have any criticism to make of the 
outcomes presented in the submissions. The principal issue in the remaining reports concerned 
uncertainties regarding the appropriateness of the outcome being measured (8, 11, 14, 20, 22, 
29). Otherwise, comments were limited to a lack of clarity on how QoL was being measured (14, 
16), the inadequacy of the safety measures presented (15), a failure to report outcomes (17) or 
concerns about a trial’s lack of power to detect the secondary outcomes being presented (17).

The vast majority of the issues relating to the satisfaction of objectives were raised in the 
appraisal of the clinical effectiveness evidence. Very few, for example only those relating to the 
measurement of QoL as an outcome (14, 16), were issues raised principally or exclusively in the 
cost-effectiveness sections of the reports. In relation to satisfying objectives, the principal focus 
of the cost-effectiveness section concerned the submission’s failure or otherwise to satisfy the 
requirements of the NICE base case when developing the model. The majority of submissions 
appear to have adhered to the NICE base-case scenario and prompted no criticism: only eight 
ERGs reported either multiple deviations from the base case (23, 29) or specific deviations in 
relation to either the calculation of utilities (3, 5, 13) or the comparator (17, 20, 27).

Reliability and validity
The ‘reliability and validity’ theme emerged from four subthemes that were interpretations of 
ERG comments on the robustness or limitations of the submissions’ findings. The four subthemes 
are uncertainty due to the possibility of bias or an exaggerated estimate of effect; uncertainty due 
to the absence of evidence; the reliability (rather than uncertainty) of the findings; and external 
validity, i.e. how far the ERG considered the submission to be externally valid for the intended 
population and service.

The level of uncertainty surrounding the findings presented by the submissions was a frequent 
cause of criticism in ERG reports. A total of 27 out of 30 ERG reports (1–13, 15–18, 20–24, 
26–30) stressed the presence of bias within the analyses, thus highlighting the lack of certainty 
surrounding the results presented in the submissions. The principal causes of uncertainty 
identified by ERGs concerned the possible exaggerated effect of the technology from the analysis 
(13, 15, 21, 27, 29), especially the relative efficacy of the technology versus relevant comparators 
(1, 5, 9, 11, 12, 23, 24); the safety of the technology (11); and uncertain levels of risk for different 
populations (30). These uncertainties within the clinical effectiveness analyses impacted on 
the models, which were also subject to other biases, such as uncertainties due to issues with 
the parameters or values in the model (3, 4, 6, 7, 15, 17, 20, 24, 28, 29); an exaggeration or 
overestimate of benefits or costs (1, 2, 8, 9, 18, 22, 23); excessive extrapolation from the data (2, 9, 
16, 26); errors in the model itself (10, 13, 16); and uncertainty due to the model’s high degree of 
sensitivity to values or assumptions within the model (2, 5, 8, 12, 20, 21).

By contrast, few ERG reports stated that it was the lack of evidence rather than the quality of 
the evidence or its analysis that generated uncertainty in the submissions’ findings. Only seven 
ERG reports stated that the available trial evidence was insufficient to generate robust findings 
on follow-up or treatment duration (3, 4, 14, 16, 28), including survival in the model (1, 14). 
There was also uncertainty regarding relative efficacy of technologies as no head-to-head trial 
had been performed (3, 23, 30) or because the findings were based on only a single trial (21). 
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ERG reports did sometimes also explicitly comment that the findings of the effectiveness or cost-
effectiveness analyses were strong and reliable, but this was relatively infrequent. In seven reports, 
ERGs stated that the submission offered a convincing case for the technology (3, 5), an unbiased 
estimate of treatment effect (17–19) or a fair interpretation of the trial data (26, 28). In terms of 
the cost-effectiveness analysis, only three ERG reports considered that the submission presented 
a reasonable estimation of the cost-effectiveness of the technology versus relevant comparators 
(10), that the modelling of the costs of the technology appeared sound (15), or that the model 
was superior to previous published models (28).

Finally, the external validity of the submission’s findings was not criticised in 13 ERG reports, but 
was certainly queried explicitly by 17 ERG teams. These issues principally related to differences 
between the trial and UK populations (1, 6, 12, 15, 26, 27), including subgroups of UK patients 
likely to receive the treatment (7); differences between the treatment practices being evaluated 
in trials and clinical practice in the UK (2, 8, 14, 15, 22, 26) and those in Europe (5); or, simply, 
differences between the trials and ‘real-world’ clinical practice generally (10). One model was 
also criticised for not reflecting ‘real-world’ decisions (11), two others for using non-UK sources 
of data for the model (13, 16) and one ERG reported that the efficacy findings could not be 
extrapolated to all of the PSA populations (28).

Content
The ERGs often commented on the amount and quality of the trial evidence that formed the 
basis for the submission, as this affected both the internal and external validity of the submission 
and its reviews. However, unlike the other themes, this element is not readily addressed by 
the improved conduct of reviews, analyses, modelling or reporting of the processes used. 
Nevertheless, it is an element of the submission that attracted comment from ERGs and so is 
represented in this analysis. The limited amount of relevant trial evidence, for example the fact 
that the submission may be based on the evaluation of a single randomised controlled trial 
(RCT), or perhaps two such trials only, was explicitly raised as a point by 10 ERGs (1, 3, 7, 17–19, 
21, 22, 26, 28). The absence of any head-to-head trials of relevant technologies was another issue 
that was sometimes specifically mentioned by ERGs (3, 9, 22). The quality of the included trials 
was also often commented on by ERGs, as this had implications for the validity of the review, 
model and submission: included trials, even if there was only one, were more often explicitly 
reported as being of good or reasonable quality (1, 8–12, 17, 18, 22) than low quality (14). Small 
sample sizes in trials (22) and limited follow-up (20, 26) were other factors affecting the amount 
and quality of the evidence that drew comments from ERGs.

Discussion

It is important to note that this analysis is based on what was reported in the ERG reports and 
may not accurately reflect the work actually undertaken by the teams. If teams did not report 
undertaking certain critical appraisal methods, then even if they were carried out they would not 
be reflected in this analysis. The role of the ERG team is to critically appraise the MS, so emphasis 
is on identifying aspects where there are concerns rather than all the occasions where something 
has been undertaken appropriately.

Many MSs are based on a single RCT, which means that indirect comparisons are inevitable. 
This often entails a different review with different criteria, although this was rarely carried out 
by manufacturers, which usually only attempt a standard systematic review based on direct trial 
evidence only. The ERGs do not always clearly report what processes they are using or applying, 
and these can differ between STAs. They do not use the same tools for critical appraisal and 
do not always address clearly whether or not the MS has satisfied the decision problem and 
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addressed the licensing issues. It may be unavoidable for manufacturers to include trials with data 
that do not satisfy the decision problem, but this should be acknowledged.

More than half of the ERG reports explicitly criticised the conduct of the systematic 
review within the MS. However, half of all ERG reports did pass positive comments on the 
appropriateness of the structure of the economic model presented or the reasonableness of the 
modelling. Criticisms covered both failure to perform a necessary analysis and the performance 
of an inappropriate analysis. The issues identified are similar to those identified by Hill et al.56 a 
decade ago when they reviewed the economic analysis submitted as part of the appraisal process 
in Australia. Two-thirds of ERG reports contained criticisms related to the data being used, 
especially the data used in the cost-effectiveness model. There were major issues regarding poor 
reporting of processes used in MSs. These included poor descriptions of searching and lack of 
transparency in the description of the processes used for both the clinical effectiveness and the 
cost-effectiveness sections of the MSs, with reporting of the cost-effectiveness model being the 
most common criticism by ERGs. The population and comparator represented the key items in 
the decision problem that the ERGs assessed as being either poorly or completely inadequately 
addressed by manufacturers. Some of these themes relate either directly or indirectly to one 
another. An ERG’s assessment of the deficiencies in the processes performed in a submission, for 
example the failure to perform an analysis, the presence of bias within analyses, or issues with the 
data used, directly impacted also on its assessment of the reliability and validity of the findings of 
the submission, another key theme. The failure of submissions to address or satisfy the objectives 
as outlined in the decision problem directly informed ERGs’ assessments of the external validity 
of the findings as they related to clinical practice in the UK. This suggests that if a submission 
addresses issues relating to the processes being used, and presents clear rationale for the choices 
being made and unavoidable limitations of evidence or analysis then ERG assessments of the 
reliability and validity of the submission’s findings will be positively affected also.



© Queen’s Printer and Controller of HMSO 2011. This work was produced by Kaltenthaler et al. under the terms of a commissioning contract issued by 
the Secretary of State for Health.

31 Health Technology Assessment 2011; Vol. 15: No. 22DOI: 10.3310/hta15220

Chapter 4  

Clarification letters

Methods

Clarification letters were, in the first instance, identified from the NICE website. Letters from a 
total of 17 of the 30 STAs used in the documentary analysis exercise were identified. A request 
was made through NETSCC to NICE for copies of the remaining letters and a further five were 
received. Three were provided by NETSCC in the form of ERG reports, where the letters and 
responses had been embedded in the document. In one of these reports the data were not easily 
extractable. Two other clarification letters were provided by NICE. A decision was taken to 
analyse the available 21 letters.

Letters were downloaded into ATLASti version 6 (Scientific Software Development GmbH), 
a software package used for qualitative data analysis. This software allowed for the sorting of 
specific sections of the clarification letters into prespecified coded categories. A set of open codes 
was established for the categorisation of the data. These are presented in Table 11 with brief 
definitions. The establishment of these codes evolved from a primary list drawn up and revised 
by the reviewer during pilot data extraction, using three random clarification letters. Data coding 
was conducted by one person (RD).

There were almost equal numbers of clarification points in the clinical and economic sections. 
One reviewer (RD) examined the clinical points as well as issues related to report quality. These 
were then grouped into three categories: report quality, systematic review methods and clinical 
data. After initial coding, the economic clarification points were examined and categorised 
by two health economists (PF and AB). One health economist (PF) went on to regroup and 
categorise the clarification points into a matrix of three new categories: clarification/explanation, 
data/method and further analysis. Examples of all of these categories are presented here.

Results

The data are presented here in relation to four categories (report quality, systematic review 
methods, clinical and economic) and include > 400 clarification points. The purpose of this 
analysis is to provide an overview of the key issues raised by the ERGs and not to provide 
quantitative analysis. Samples of actual requests are included in each section. A substantive 
number of examples are provided as it is felt that they represent the range of issues raised by 
the ERGs.

Report quality
General issues related to the overall quality of the MSs as well as issues related to errors and 
general inconsistencies within the submissions are included within this category. The first point 
indicates that the standard of reporting required improvement, while the second indicates that 
submissions were at times lacking basic information:
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The text of the document contains an over abundance of errors and does not appear to 
have been copy edited. Formatting of references is inconsistent in the text and in the 
reference list with some incomplete references.

Please provide a simple list of all the studies used in the submission, a list of outcomes 
evaluated for each study. Also, please provide the characteristics and quality assessment 
of the following trials …

Linked to report quality but somewhat different were issues that were raised related to the 
presentation of data in the submissions. Clarifications included examples of specific copy-editing 
details as well as internal consistencies:

Table 5.9 the numbers for the patients in the *** and *** groups should be 42 and 45 
respectively as per Table 5.3.2, and not 141 and 145 respectively – we presume this is a 
typographical error carried over from Table 5.8, please clarify.

Not all numbers are consistent with the published study, please check and revise 
flowchart or explain.

Table 7 on page 49 of the submission appears to be incorrect. The assessment group 
were particularly interested in the numbers for *** involvement that do not sum up 
across the rows. In addition many of the totals in individual rows do not sum up to the 
number at the top of the column? Is there a reason for this? Please provide us with the 
correct figure.

Please explain why secondary endpoints reported here do not correspond with the 
secondary endpoints as defined in Tables 15 and 16 previously.

Systematic review methods
Comments related to review methods were categorised into issues related to searching and trial 
flow, decisions regarding inclusion criteria and general methods issues. Examples of each are 
presented here. The comments indicate that the submissions frequently failed to report the use of 
robust methods for the conduct of their systematic reviews of the literature:

Please provide a QUOROM flow diagram or diagrams for the various searches (i.e. those 
for RCTs, observational studies, systematic reviews and evaluations). [Note: a variation 
of this request was seen in a further five letters.]

Please perform a search for trials involving the submission’s stated comparators (*** and 
***) and report the results of that search.

The methods and results of the economic searches are unclear. Please can you provide 
further details on the economic searches undertaken (e.g. summary table of number 
of identified studies by database; summary of the inclusion and exclusion terms 
used). Please can you confirm that all of the papers identified (n = 73) could have been 
identified by searching NHS EED and HEED only.

Please provide a description of the processes undertaken in applying the inclusion and 
exclusion criteria, the data extraction and the quality assessment of the trials.

Please explain the processes by which this trial was identified, and how any other studies 
were identified and excluded.
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Please provide, a simple list of all the studies used in the submission, a list of outcomes 
evaluated for each study. Also, please provide the characteristics and quality assessment 
of the following trials …

Provide further detail of trial flow and baseline characteristics of groups in the included 
studies. Identify and discuss any differences within studies and respond to all critical 
appraisal items included in the submission template.

Clinical data analysis
Clarification points relating to specific clinical issues are discussed in relation to general or 
explanatory queries (including specific clinical questions), requests for additional clinical data or 
additional data analysis and, importantly, requests for the provision of rationale for the analysis 
that had been undertaken.

General queries
As would be expected, there were instances when there was a need to clarify the specific data 
presented in the submission:

Table 5.7.1 – provide a definition of (any) severe adverse event.

Please be explicit that the **** trial is currently published as an abstract only. 
This is important since a great deal of the data reported to be from this study are 
marked confidential in the submission and cannot be verified with reference to a 
published paper.

Please explain the differences, if any, between the populations receiving the different 
doses of *** (Table 12).

Please clarify how the **** risk reduction values used in the model were derived from 
the *** trial. It does not seem as though they were drawn from the published paper.

Please provide a list of the 18 RCTs (section 5.2.1, page 17) which were excluded because 
the population was not aligned with the EU/UK licence; with the specific reason (s) for 
exclusion for each one.

TABLE 11 Initial coding categories

Initial coding

Clinical General Any general query

Explanation Any request for clarification of clinical data

Additional data Requests for additional clinical data

Additional analyses Request for additional clinical data analysis

Economic General General economic topic issues

Explanation Any request for clarification of economic data

Additional data Requests for additional data

Additional analyses Request for additional economic data analysis

Indirect comparisons/MTC Any clarification requested regarding these analyses 

Licensing Any issues related to the license or change in license

Systematic review methods Any issues related to the conduct of the systematic review requiring 
clarification

Logistics/report quality Any issues related to the STA process or the quality of the MSs
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The values of n change for the different analyses due to withdrawals, crossovers and 
pooling of different studies (as highlighted in Table 1). Not only are the reasons for 
these differences complex there are occasions where it is not possible to determine 
why certain patients were included and excluded e.g. the long term efficacy following 
repeated treatments.

As can be seen from these examples, the lack of information or inconsistency of the provided 
data would limit the ability of the ERG to move forward with assessment of the MS.

In addition to these general queries, there were three STA clarification letters that included 
specific questions requiring clinical expertise and related to issues of patient pathway/response 
and drug dosage:

Please clarify if a switch from *** to *** is expected to happen in clinical practice and 
provide a rationale for why a sequential approach of prescribing *** to all patients and 
then *** to patients who do not respond was not considered.

The diagnostic criteria for *** have not been made clear in the submission. Clear 
diagnostic criteria are required to identify the patient population and give an indication 
of incidence – is this available from the manufacturer?

Based on the figures presented in the ‘validation’ sheet of the submitted model it 
can be seen that the patients in the comparator arm in the USA trials have a better 
prognosis than the patients in the comparator arm from the *** study (84.8% in the 
joint US analysis compared with 77.4% from the *** trial). A more detailed discussion 
of this issue and why these differences exist would be most useful to the Committee in 
its discussions.

Please clarify whether there is evidence for no dose adjustment in the elderly? Reference 
9 appears to be based on clinical opinion rather than trial evidence.

Please clarify in a clinical context why within the model the dosing of *** is allowed 
to be altered (letting patients move from 80 mg to 120 mg) but the dose of *** 
remains constant.

Additional clinical data
In addition to requests for additional data, there were indications from the clarification points 
that there were data that the ERG might have expected to see in the submission but which were 
omitted from the MS (e.g. selective reporting):

In the *** trial, the most common adverse event leading to withdrawal was abnormal 
liver-function test results which accounted for withdrawal of 5 patients … In addition, 
more patients receiving *** (80 or 120 mg/d) discontinued the study because of rashes. It 
is not clear, why this has not been reported in the STA submission.

Only data for the last 4 weeks of the *** and *** trials have been reported (Figures 5–6 
do not report n/N at each time point). It is noteworthy, that in the *** trial, nearly 70% 
of patients in the *** groups experienced *** flares after discontinuing prophylaxis i.e. 
between week 9 and 52 (no data reported for *** trial from week 1 to 24).

Please provide further detail of discontinuation rates for the *** trial? It is unclear 
why this was not reported in the submission. Please provide a table with baseline 
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characteristics for the trials other than ***. Section 2.3.2 only provides baseline 
characteristics for ***. Although it is appreciated that only limited information may be 
available for ***, NEJM [New England Journal of Medicine] articles are available for ***, 
*** and ***.

Present response results (as in Table 5.6.3 and including change in *** scores) for the 
12 week trials excluded from the cost-effectiveness study reported in Table 5.6.2.

Please provide the response data that are entered into the model, including the 
adjustment for the differing skin involvement in the patient populations of the trials.

Please provide appropriate data in table format; section 5.4.5 (secondary endpoints: 
proportion of patients requiring treatment for ****) has been poorly reported with 
important omissions. It appears that limited/selective data have been reported, 
particularly on the number of patients that experience **** from day 1 to end of study.

Selective reporting has been recognised as an important issue in relation to clinical trial reports 
and the MSs demonstrated that the ERGs had identified instances of such reporting.57

Additional clinical analysis
These clarification points represent examples of requests for additional clinical analysis. As can be 
seen, a number of these requests would require a considerable amount of additional analysis to be 
carried out by the manufacturer:

Please provide the additional analyses of clinical trial data relating to the table of 
assumptions (on page 109) about scheduling of response rates.

Please provide working Excel spreadsheet which describes how investigator-assessed 
response rates were pooled for use in the SA reported in table. In particular, please 
provide a copy of time-to-event analyses for overall survival and time-to-disease 
progression in trials.

Please provide a full indirect comparison, including methodology, between *** and 
***/***. If this is not available, please provide pairwise comparisons (including associated 
Confidence Intervals) for: weight loss; waist circumference; change from baseline in 
BMI; and the proportion with 5% and 10% weight loss.

Could you provide a meta-analysis of the safety and efficacy evidence (as noted in 
guidance section 5.5) using individual patient level data or aggregate data for all 
outcomes of interest and not just significant results?

Both fixed effect and random effects model based results are required for all analyses. 
[Requests of this kind were seen in five letters.]

Please undertake a full synthesis of PsARC response and other outcome parameters at 
12 weeks for ***, *** and *** using data from all available studies (including both 12 and 
24 week studies).

Please provide a subgroup analysis of the co-primary results.

Please provide statistical evaluations of heterogeneity for the studies from which absolute 
efficacy estimates were pooled.
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Please provide either forest plots, or the results of the tests for heterogeneity, for all the 
pooled results in Table 20.

Analysis decisions/rationale
The majority of issues in this category related to requests for information explaining how 
analyses were carried out or why various decisions were taken in relation to the analysis that was 
presented in the submission:

Please provide additional clarification on the approach used to estimate separate 
treatment effects for each subgroup (main subgroups and those considered in the 
sensitivity analyses). In particular, clarify whether the data was from the trials was 
simply split into the different subgroups or whether formal statistical interactions were 
estimated and employed.

Please provide a rationale for presenting the pooled analysis of individual patient data 
from the *** and *** trial and discuss the methodological limitations of doing so.

Expand description of the mixed treatment comparison (MTC). Specify which studies 
have been included and explain process for estimation of adjusted indirect comparison.

Please explain the process of ‘estimation by adjusted indirect comparison’ used to 
generate RRs for *** and extended *** versus nil in the single intervention meta-analyses, 
and why no adjustment was possible for ***.

Please provide reasons why you have not considered using a ‘multiple treatment 
comparison’ approach to answering all the comparisons presented in your 
decision problem.

Please provide a more descriptive explanation of the method of indirect comparison 
used to compare *** with *** and provide a critique of the pros and cons of 
this approach.

Please provide more detail about how and why the adverse event data for *** was pooled 
(page 89).

Please provide further rationale for the use of last observation carried forward to 
account for missing data and provide an alternative analysis of the clinical data using a 
best case/worst case scenario.

Please provide a rationale for not undertaking any subgroup analyses when in this 
disease’s context specific subgroups may imply different disease management (e.g. 
patients with renal impairment) and eventually require different clinical endpoints 
(e.g. patients with **** requiring a quicker reduction in sUA levels) from the 
overall population.

Provide pooled analyses for primary endpoints and safety data from studies, or an 
explanation for not doing so. Include analysis of bleeding outcomes. Full description of 
methodology should be provided.

Currently, pooled analyses have only been performed on the secondary efficacy endpoint 
and no explanation has been given for not performing this analysis on the primary 
efficacy endpoint (or safety endpoints).
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Please clarify which analyses used IPD data, whether data relating to subgroups was 
obtained from different trials, and which trials contributed to which outcomes.

As can be seen the requests range across a number of issues including, subgroup analysis, 
methods for indirect and MT comparisons, endpoints and outcomes.

Economic data
Clarification/explanations
As would be expected, this is the largest category and spans all aspects of the submissions. In 
terms of clarification of calculations, the queries ranged from requests for simple explanations 
of the sources of data to more complex explanations that were related to estimates used in the 
model:

Please provide a step by step explanation of how you got from the initial figure (–0.15) 
to a treatment effect of –7.32% and why you did not consider the adjusted figure in the 
same document (–0.21) appropriate for use.

Please clarify the methodology for obtaining the CEACs. Traditionally this would 
not have more than 3 dp as only 1,000 simulations were provided, whereas the figure 
reported for being less than £20k at 24 months is 0.6234.

Please clarify whether cause-elimination approaches were used to estimate these 
mortality estimates.

Please explain whether the following analysis does not constitute double counting? Cell 
J54 on the ‘Outputs sheet’ already contains the first 5 years of utility. In cell L31 lifetime 
and 0–5 years are added together.

Other queries highlighted inconsistencies between the clinical and economic sections of the 
submission as well as inconsistencies within the economic sections:

Why are the inclusion criteria, namely the duration of study, different between the 
clinical (no restriction) and cost (minimum 12 weeks) section?

The odds ratio for death at 6 months following *** event is taken from a meta analysis 
that includes the *** 1993 study. This study was excluded in the clinical effectiveness 
section. Please explain why this study has been included in the economics.

Please provide clarification on Table 6.4 in the context of the model. The mean data for 
*** is stated in the table as 0.2016, but is in the model as 0.2108. The distribution from 
the raw data is also unlikely to be normal. Clarify that the *** data is also correct within 
the model.

Clarification issues also included queries related to the sources of data and their use within the 
economic analysis:

Please provide clarification on the data and sources for these assumptions and how these 
compare with epidemiological studies of *** levels in patients treated for ***.

Please confirm that survival analyses for 2-arm model use only data from time of second 
randomisation. Was the same truncation point (1500 days from first randomisation) 
used for these analyses as for the 4-arm model?
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Please explain further how you used the above information to ‘identify the most likely 
distribution of responses’ for the rest of treatment options, and how you sample the type 
of response for the next 5 timepoint from the joint distribution of ***, *** and ***.

Justify combining of minor bleed and clinically relevant bleed in the 
economic evaluation.

Please justify the selection of an initial 6-month cycle when the majority of trial 
outcomes data relates to 90 days results.

In addition, and similar to the clinical section, there were queries related to why explicit clinical 
and modelling decisions were taken:

Please provide further rationale for the use of your choice of comparator considering 
this argument.

Please provide justification for excluding strategies in which the drug or comparator 
drug is discontinued if a specific target is not achieved.

Please explain why your indirect comparison data is not used in the model.

Please provide a rationale for the inclusion or exclusion of variables used in the PSA.

Please clarify the clinical justifications of transition probabilities from the ‘Flare d/t 
resistance’ health state to other states (Response, CHB Resist Salvage Tx, CHB no 
TX, etc.).

Data/methods
Data queries were broad and, as can be seen from the examples, the majority of the requests were 
critical to the ERG as they attempted to appraise the submission:

Please provide the absolute event numbers on which these transition probabilities are 
based and the details of the methodology used to obtain the probabilities.

Please make clear where in the model (which cells) were used to adjust the utility for 
surgery in the first year.

Please define what counts as an event (e.g. first or subsequent? Local, regional, distant 
recurrence, contralateral?) for each clinical outcome used in the model, including 
whether death without breast cancer recurrence, or the diagnosis of a non-related cancer 
counts as an event.

Please provide further clarification of the meaning of the adverse event rates used in the 
model (for example does the adverse event data refer to the number of events, or the 
number of patients for whom any event occurred at any time).

There is no information in the submission concerning the timing of, and reason for, 
withdrawals in the two arms of the trial. The ERG request a detailed table of withdrawals 
by week and by reason (serious AE, reaction, clinical advice, patient request, lack of 
efficacy, etc.).
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Further analysis
The queries raised in this section highlight some of the additional analyses that were requested 
by the ERGs. The most commonly requested additional analysis related to SA around various 
parameters. One example requested four such analyses, considering cost, outcomes, time horizon 
and confidence intervals, and demonstrates that important analyses were missing from the 
original submission:

Please provide additional analysis including:

 – increased drug cost including cost of administration to £25,000 and £30,000
 – improving/reducing the survival estimates in the comparator arm
 – sensitivity analysis around extrapolation of benefits of *** beyond the trial period, by 

setting the relative risk of *** equal to 1 after (a) 10 years (b) 5 years
 – widening the confidence intervals around RFS, DDFS and RFM curves over time to 

reflect uncertainty in these measures.

Other examples include:

Re-run the base case analysis based on a complete synthesis of all 12-week *** data for all 
comparators (based on all trials of at least 12 weeks duration).

Re-run the base case analysis without the ‘conventional ***s’ drug cost.

Could you provide SA on the extension of the first phase of the model up to 6 months, 
noting that *** Guidelines state that initial prophylactic treatment can go up to 
6 months.

Please provide a SA on the effect of vial sharing on the cost-effectiveness.

Specific requests for cost-effectiveness analysis indicate that there may have been cases when 
basic information/analysis was missing from the original submission, as indicated by the 
requested information in the following examples from a single clarification letter:

Please present summary cost-effectiveness results for the base-case populations and the 
populations considered in the SA.

We request that the cost-effectiveness results are also presented based on this re-run 
synthesis. We would be grateful if ***would replicate Tables B1.2, B1.3, B1.4, B1.5 and 
C4.4 for this analysis.

There are examples where the ERG requested a different modelling/analysis approach:

Please provide a simultaneous comparison of *** (lifetime treatment duration), *** 
(lifetime treatment duration), *** (1-year treatment duration) and diet/exercise as 
opposed to separate pairwise comparisons.

Please assess the use of relative risks compared to odds ratios on the central estimates 
and SA results.

Provide incremental cost-effectiveness ratios (ICERs) using both random effects and 
fixed effect results.
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A mean of 307 days is quoted in the submission for the time between doses of ***. This 
is used to estimate the cost per treatment. The ERG request a detailed table AND Kaplan 
Meier analysis of the time to second treatment in the intervention arm of the trial, 
censoring all treatment terminations. We also request the provision of total numbers of 
first and second treatments given in the intervention arm of the trial.

Please perform a full PSA across a wider range of parameters, including as a minimum 
all of those which are varied in the one- and multi-way sensitivity analyses. Please state 
the number of iterations performed.

In addition, present the associated cost-effectiveness acceptability curves and report the 
probabilities that each intervention is cost-effective at a threshold of £20,000, £30,000 
and £40,000 per QALY for the base-case populations.

Other clarification letters requested analyses to be carried out related to different subgroups of 
patients:

Please present summary cost-effectiveness results for the base-case populations and the 
populations considered in the SA.

Please consider subgroup analyses for patients in different OTT intervals (e.g. 0–90 and 
91–180 minutes).

Please provide separate incremental cost-effectiveness ratios for patients with recurrent 
cancer and for those patients with metastatic cancer

There are other interesting queries that raise the question of what data were used in the original 
submission to populate the economic model:

Please provide additional cost-effectiveness results showing SA with utilities derived 
from the clinical trial data.

Discussion

Although access to data for the mapping exercise was relatively straightforward, this did not 
prove to be the case when attempts were made to locate the clarification letters. Some sort of 
signposting to where various documents are filed on the NICE website and consistency in 
placement would have made the task simpler.

It is unlikely that any MS could ever include all of the information required by the ERG and the 
NICE appraisal process, and we can therefore expect that the clarification process will remain in 
place. However, receipt of comprehensive, well-structured and clearly written submissions has the 
potential to decrease the number of clarification questions that arise.

Analysis of the clinical and economic clarification points was conducted in somewhat different 
ways but identified very similar issues. After examining 21 clarification letters it is easy to 
understand why manufacturers involved in the STA process have been known to claim that they 
are ‘dying the death of a thousand pinpricks’ when they receive the clarification letter (personal 
communication from a manufacturer representative who wished to remain anonymous). The 
current system does not formally include an opportunity to provide positive feedback on MSs 
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so it is difficult to see how this can be resolved. Although there has been standardisation of the 
format of the clarification letters, there is variation in the comments that are included and, as 
would be expected, the amount of work that is required of the manufacturer to address them.

It is not unreasonable for NICE and the ERGs to expect to receive MSs that are comprehensive, 
clearly written, internally consistent and appropriately referenced. Analysis of the clarification 
letters demonstrates that this is not always the case. In addition, internal inconsistencies in the 
document are a particular problem as, until they are clarified, the ERG may be unable to move 
forward with the analysis of the conflicting information.

There are internationally accepted standards that include recommendations for the conduct 
and reporting of systematic reviews of clinical effectiveness and cost-effectiveness evidence, and 
NICE has a methods guide.1 In cases where there are multiple trials, then the systematic review 
should adhere to accepted research standards for its conduct and reporting. The clarification 
issues raised in the sampled letters demonstrate that this frequently is not the case and, in the 
extreme, requests such as those asking the manufacturer to conduct a search using the names 
of the treatments being assessed demonstrate that submission authors are not always using 
these standards.

A further issue is related to when it might be appropriate to conduct and report additional 
searches of the literature. This is not just an issue for STAs but a methodological question 
regarding all reviews of clinical effectiveness and cost-effectiveness evidence. As noted above, 
the current STA template requires a systematic review of the literature for the primary research 
question when there is more than one study. However, a number of points in the clarification 
letters reflect the need to apply these robust methods when identifying studies used to 
inform indirect comparisons and utilities. The new MS template does provide some guidance 
to manufacturers as to the preferred presentation of methods and results when reporting 
indirect comparisons.

Analysis of the clarification letters revealed that requests for further clinical and economic 
analyses varied. Such requests could indicate that insufficient data were provided in the 
submission to allow the ERG to conduct the analysis, or that the ERG believed that such analyses 
were the responsibility of the manufacturer. It is not possible to tell which from the clarification 
letters. The majority of requests were for additional meta-analysis (using fixed or random effects) 
or inclusion of different subgroups or asked for provision of rationale related to the analysis 
that had been conducted. It is clear from the clarification points that often the ERGs considered 
that alternative strategies might have been more appropriately used by manufacturers and that 
sufficient rationale for the methods used was not provided.

There is no mechanism in place to provide positive feedback to manufacturers, which makes the 
ERG comments appear to be very critical. The clarification points identify that key information 
is missing from the submissions examined and although not directly examined it is clear that to 
address the clarification points would require a significant amount of time.

It needs to be acknowledged that the MS template for submission does little to assist in the 
production of a smooth-flowing report, and in fact the template itself calls for significant 
repetition of data. The new (January 2010) MS template is even longer (75 pages in total) and 
includes headings for all possible data that might need to be considered by the ERG and the AC. 
A number of recent submissions have included all the headings and guidance from the template 
to indicate that all of the data requests have been considered, or perhaps to make a point about 
the template.
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The NICE recommended report length limit of 100 pages could be considered an impediment to 
the production of a comprehensive submission. In fact, some have said that being able to produce 
a 100-page document when the template is 75 pages is inconsistent. However, the fact is that no 
submission has ever been rejected on the basis of length, although recently a manufacturer was 
asked to shorten a report that was > 400 pages plus appendices.

It would be worth considering renaming the current MS template and considering it more as a 
checklist for manufacturers to cross-check that completed reports contain all the information 
required in the submission. This has the potential to shorten reports without the loss of 
critical information.
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Chapter 5  

Discussion

Statement of principal findings

Ninety-five STAs were included in the mapping exercise. Nearly all necessary information for 
this mapping exercise was available on the NICE website, but access to clarification letters was 
somewhat more problematic. The majority of STAs were not completed within the agreed STA 
process recommended timelines. ICERs reported by manufacturers were consistently lower than 
those estimated by the ERGs. Overall, 32% of referred topics for appraisal were either suspended 
or terminated, the majority due to issues related to regulations or manufacturers’ decisions 
to decline the invitation to submit. An appeal was undertaken in 22% of the completed STAs 
against a ‘no’ decision. The introduction of PAS has the potential to extend the length of the STA 
process further.

Thematic analysis was performed on data extracted from the first 30 completed ERG reports. 
This approach offered a means of clarifying and describing the strengths and weaknesses of MSs 
and generated the five themes of ‘process’, ‘reporting’, ‘satisfaction of objectives’, ‘reliability and 
validity of findings’ and ‘content’. ‘Process’ concerned how the various relevant methodologies 
had been applied in the performance of the review, analyses or modelling; ‘reporting’ how well 
these processes had been described or justified in the submissions; ‘satisfaction of objectives’ how 
far the submission complied with or addressed the scope or decision problem; and ‘reliability and 
validity’ how far the findings of the submission were affected by uncertainty or bias.

These themes were inter-related. The adequacy of reporting in the submission influenced the 
assessment of the processes being conducted, and both the content and the conduct of the 
review or modelling directly affected the reliability and validity of a submission’s findings. In the 
same way, a submission’s success or failure to address the objectives set by the scope or decision 
problem affected the external validity of the submission.

The STA process may be improved if manufacturers more carefully address the following issues 
in their submissions: transparency in the reporting, conduct and justification of review and 
modelling processes and analyses, as well as choice of data, and either adhering to or addressing 
differences from the scope or decision problem. These changes might substantially reduce 
ERGs’ criticisms in the assessment of submissions. The analysis conducted here did not consider 
whether differences in approach by different ERGs actually adversely affect outcomes, i.e. to 
what extent discrepancies between the processes conducted by different ERGs have an impact on 
the decisions or decision-making processes of ACs. It may be that such discrepancies are of no 
consequence and autonomy and flexibility within the basic requirements should be permitted to 
ERGs. It may not even be an appropriate consideration as the wide variation in MSs necessitates 
some variation in approach on the part of the ERGs. However, the existence of a more strictly 
defined appraisal process for ERGs with established criteria, appraisal tools, etc. might act as a 
clear guide and benchmark for manufacturers and enhance the quality of submissions, and thus 
facilitate the STA process as a whole.

In terms of this project it was assumed that examination of clarification letters would assist 
in identifying the context of the clarifications that had been requested and thus allow us to 
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determine if there were any consistencies across the 30 included STAs being examined in detail. 
The response to these letters is not part of this analysis. Analysis of the clarification letters has 
identified a number of consistent areas where MSs could be improved and in so doing may 
lead to a decrease in the number of clarifications and additional analyses requested by ERGs. 
Recommendations for the improvement of MSs are provided below (see Recommendations for 
manufacturers) and manufacturers may choose to cross-check these prior to forwarding their 
submissions to NICE.

Strengths and limitations of the assessment

This report presents the first independent mapping exercise of the NICE STA process to date. 
Nearly all data were obtained from the NICE website; therefore, any errors in the data on the 
website will be reflected in the mapping analysis presented in this report. Missing data for the 
mapping exercise do limit the generalisability of the findings. As many of the STAs included in 
the mapping exercise were still ongoing at the time of data extraction (August 2009) and even 
‘completed’ STAs have been changed since then, this report presents a ‘snapshot’ of data available 
at that time. The mapping exercise covered the first 95 STAs only and may therefore not be an 
accurate reflection of what currently happens with STAs.

The thematic analysis of the ERG reports used validated methods and multiple reviewers to 
check and verify analysis. Only 30 ERG reports were included in the thematic framework analysis 
due to time constraints. These were the first 30 STAs and critical appraisal methods used by 
the ERG teams may have developed over time and may not be accounted for in these analyses. 
There may be some misinterpretations in these analyses, as only documentary analysis was used 
to collect data. As ERG teams gain more experience in developing their reports and build up 
their expertise, they may use different methods. Analysis is limited to what is reported in the 
ERG report. Much of the ERG work for critiquing the MS is not presented in the report itself 
and therefore to establish current approaches would need a much deeper investigation than was 
possible for this report. We were therefore not able to provide an in-depth analysis of the critical 
appraisal approaches used by the ERG teams and identify those most useful to the ACs. This issue 
is a key recommendation for further research.

Only 21 clarification letters were examined in this analysis. The analysis here has been 
pragmatic; however, the approach provides an overview of the commonalities of the queries put 
forward in the clarification letters and, as such, provides direction for the ERGs, NICE and the 
manufacturers. Scoping workshops are now part of the STA process and may have a bearing on 
how manufacturers produce their submissions. Clarification letters are currently developed using 
a more structured approach. Recently, there have been changes to the MS template. All of these 
changes may impact on the issues presented in current clarification letters, which will not be 
reflected in this analysis.

Uncertainties

The whole STA process is very time constrained and some variation in the critical appraisal 
approaches undertaken by the ERGs is inevitable when time is limited and the remit of the ERG 
is not well defined. The approach taken by the manufacturer in its submission will have important 
implications for the approaches taken by the ERG team. The role of the ERG has extended over 
time, in that attendance at scoping workshops is now compulsory and greater time is allocated 
to work post ACD. There is still little guidance provided to the ERGs regarding expectations for 
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their work. This lack of clarity as to the objectives of the ERG critical appraisal and tasks explains 
some of the variation in approaches. More clarity as to requirements and processes is needed, 
which will, in turn, help to standardise ERG team approaches to the critical appraisal of the MS. 
It is also uncertain whether or not the issues dealt with in this report are the same issues that are 
of concern to the ACs, an issue highlighted for further research.

The manufacturers’ STA template was revised in January 2010 and may have some impact 
on the quality of future submissions. Scoping workshops have been ongoing for several years 
now and may have an impact on the clarity of the scope that the MS needs to address. Finally, 
methodological work undertaken by NICE may assist manufacturers and ERG teams with issues 
such as approaches used for indirect comparisons.

Evidence Review Group report template

The current ERG report template is attached as Appendix 1. Modifications were made to the 
template based on recommendations from reviewers and modellers from the LRiG and ScHARR. 
These included removal of some sections to avoid repetition and the inclusion of a section to 
critique any indirect comparisons undertaken by the manufacturer. The other five InterTASC 
teams were invited to comment. All comments were incorporated into a revised template (see 
Appendix 5). This will be trialled for a period of 6 months (January–June 2011), when the 
template will be used to develop all ERG reports written during this time period. Consultations 
will then be undertaken with the seven teams along with representatives from NICE at an 
InterTASC meeting to determine what if any further modifications are necessary. As currently 
happens, it would be expected that teams modify the template as appropriate for each STA and 
that the template will serve as more of a checklist rather than be strictly adhered to by the ERGs.

Recommendations

Single technology appraisals vary considerably due to differences in technologies and 
approaches used by manufacturers in their submission. Below are suggestions for ERG teams, 
manufacturers and NICE to ensure that the process is as transparent and effective as possible. 
These recommendations are based on the findings from Chapters 2–4 of this report, as well as 
discussions held at the InterTASC workshop held in April 2010. At this workshop experienced 
researchers who have been involved in the STA process for several years made recommendations 
for undertaking STAs.

Recommendations for Evidence Review Group teams
 ■ The reporting in ERG reports should be clear and transparent.
 ■ The ERG needs to anticipate the needs of the AC prior to undertaking their critical appraisal 

and development of the ERG report.
 ■ The focus of the ERG report should be on the key issues in the systematic review and model.
 ■ The role of the ERG is to point out what is missing and what the problems are with the MS.
 ■ Prioritisation of tasks for critical appraisal is crucial. ERGs should focus on identifying the 

key parameters of the economic model that drive the decision regarding cost-effectiveness, 
and then focus their critical appraisal on these aspects.

 ■ Clinicians may be helpful with identifying any key trials that may be missing from the MS.
 ■ There is a need to be flexible and pragmatic and there are time constraints on what it is 

practical to accomplish within the 8 weeks for development of the ERG report.
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Searching
 ■ Re-running the manufacturers’ searches may be considered but as a minimum it is important 

to look at the numbers of identified studies in the MS. Depending on circumstances there 
may be time to critique and correct the searches if necessary. Comments should be made on 
the adequacy of the search strategy and database selection.

 ■ Searches for ongoing studies and background information may be considered.
 ■ There may be specific tasks that arise, for example finding a study hinted at in the MS, 

finding utility information, key parameter values or other economic evaluations and 
checking consistency in different sections of the MS related to the searching.

Critical appraisal tools
 ■ The use of critical appraisal tools for assessing the quality of the manufacturer’s systematic 

review and model is considered to be important, as this increases transparency and provides 
a framework or starting point for appraising the MS. However, the use of a critical appraisal 
tool alone is not sufficient and teams should not be constrained by them.

 ■ Critical appraisal tools are needed to assess the manufacturers’ included studies.
 ■ There is a need to focus on those studies that are driving the results. Levels of critical 

appraisal may depend on their importance in the decision. This is not always clear and 
can change.

 ■ The use of critical appraisal tools is potentially of more use to more inexperienced 
ERG members.

Recommendations for manufacturers
 ■ The submission should be comprehensive, clearly written, appropriately copy-edited and 

internally consistent.
 ■ Definitions for all key terms and abbreviations in the MS should be provided.
 ■ There should be transparency in the reporting, conduct and justification of review and 

modelling processes and analyses (especially model parameters), as well as choice of 
data, and the submission should either adhere to or address differences from the scope or 
decision problem.

 ■ In cases in which reviews of the clinical effectiveness and cost-effectiveness literature 
are conducted, the submission should adhere to internationally accepted standards 
for conducting and reporting these reviews. Standardised tools such as PRISMA58 and 
Drummond55 could be considered for use in preparing submissions.

 ■ In cases in which only one trial provides data on the intervention being reviewed then 
the submission should state this and substantiate not conducting a full search for clinical 
effectiveness evidence. In such a case there may still be a need to conduct appropriate 
searches for data related to any indirect comparisons that are described in the submission 
and to report the conduct of such searches.

 ■ In cases of STAs with a single clinical study conducted by the manufacturer, the MS should 
include the submission of the clinical study report and trial protocol in an addendum to 
the submission.

 ■ There should be clear reporting of methods and results used for indirect comparisons.
 ■ The MS should provide relevant and sufficiently detailed data related to clinical progression, 

outcomes and adverse events.
 ■ Clear and concise rationale for the synthesis of clinical data and, if appropriate, rationale for 

not using alternative methods that might have been considered need to be provided.
 ■ Clear rationale should be provided for the types of analyses chosen for use in the MS and 

explanations for any analyses not carried out that would normally be expected.
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 ■ Clear and concise rationale for the development of economic models and the assumptions 
used to develop models need to be provided. If appropriate, rationale for not using 
alternative methods that might have been considered should also be included.

 ■ A systematic review of utility values should be included, where appropriate, in the MS.
 ■ A systematic review may not be appropriate for all parameter values but reviews of parameter 

values should be comprehensive and transparent – how comprehensive depends on the 
criticality of the parameter.

Recommendations to the National Institute for Health and Clinical 
Excellence

For the website
 ■ When categorising topics it may be appropriate to double list them in more than one 

category but this needs to be consistent to avoid confusion.
 ■ Documents should be recorded with exact dates (day/month/year).
 ■ The current search engine on the NICE website does not provide enough detail to find all 

relevant information. There needs to be a mapping tool for site visitors to tell them where to 
find documents for ongoing and completed projects. It is easy to find guidance but there are 
limited markers for the process documents (scopes, ACDs, ERG reports, etc.).

 ■ As noted in other parts of this report, documentation for the STAs should be consistently 
placed on the NICE website.

 ■ Unique identifiers for each topic on the website would make differentiation between 
topics easier, especially when a single intervention may be appraised for a number of 
different conditions.

 ■ Standardising the referral date to final scope time period could be considered or making this 
process more transparent on the NICE website so that it is clear what activity is taking place 
during this time period.

General points
 ■ There needs to be consideration of a requirement for a comprehensive review to identify 

studies to inform the conduct of indirect comparisons or MTCs and other additional aspects 
of the modelling exercise (e.g. utility data, cost data, etc.).

 ■ Procedures to reduce the number of suspended, delayed and terminated STAs need to 
be considered.
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Chapter 6  

Conclusions

The NICE website is transparent and nearly all relevant documentation for the mapping 
analysis in this report was available there. However, this is not true for all information and 

the current search engine is of limited use in the identification of specific documentation beyond 
actual guidance.

The STA process is time and resource intensive for all of those involved. A significant proportion 
(> 30%) of referred topics do not go on to be appraised, meaning that the resource invested in 
them is lost capacity. Once an appraisal begins, the primary points of delay are related to the need 
for additional consideration of data (either from the manufacturer or the ERG) and the appeal 
process. Further delays to the STA process are expected to result from the introduction of PAS.

The ERG reports highlighted the strengths and weaknesses of MSs to the STA process, and the 
thematic analysis of these data offered a means of clarifying and describing these aspects of the 
submissions. ERGs raised particular concerns and criticisms around a number of related themes: 
the conduct of reviews, analyses and modelling, and submissions’ reporting of these elements; 
submissions’ frequent failure to satisfy the requirements of the scope or decision problem 
regarding populations and comparators; and the resulting impact of all of these issues, directly 
and indirectly, on the reliability and validity of the findings being presented in the submissions.

Points from clarification letters were analysed and presented in four main categories: report 
quality, systematic review methods, clinical data analysis and economic data analysis. The 
majority of clarification points related to the clinical data analysis and economic data analysis 
and covered issues such as inconsistencies between the clinical and economic sections of the 
submission, queries regarding sources of data and their use in the economic analysis and queries 
about modelling decisions and data queries, as well as requests for additional analyses. The 
examination of the letters also identified that the majority of reports failed to use internationally 
accepted standards for the conduct of systematic reviewing of clinical effectiveness and 
cost-effectiveness literature.

Currently, there are significant shortfalls in MSs and there is no mechanism for giving positive 
feedback. There is no ‘one-size-fits-all’ approach to the critical appraisal of MSs by ERGs, and 
flexibility in approach should be maintained.

Implications for service provision

Several recommendations have been presented in this report. It is hoped that suggested changes 
to the NICE website would enable easier access to relevant information and ensure that the 
process for accessing information is facilitated. Recommendations provided for ERG teams will 
help to guide teams in the future and train new members. Guidance for manufacturers will help 
to ensure that more appropriate submissions are received in the future. Finally, changes to the 
ERG report template will ensure that the reports have less repetition and that it is easier to find 
relevant information.
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Suggested research priorities

Several research priorities have been identified and include the following:

1. Research involving AC members is needed to determine what they deem to be important 
information in ERG reports. This would include identifying what types of information and 
what level of information are most useful for making decisions. This may include comments 
on the layout of the ERG report template, which may also affect how easy it is for AC 
members to access relevant information.

2. The MS report template needs to be analysed to determine whether or not it is ‘fit for 
purpose’ and ensures that all information relevant to the AC is collected. Data also need to be 
collected on how manufacturers apply the template in their submissions.

3. This report focused on approaches reported in the ERG reports. A deeper analysis of critical 
appraisal approaches should be undertaken, potentially involving in-depth interviews and 
focus groups with ERG teams to develop a better understanding of how critical appraisal 
takes place. Observational studies of ERG report development could also be undertaken. 
Specific questions could be asked of teams, such as whether the team signs up to the concept 
of the ERG ‘base-case ICER’? More in-depth analysis is needed to determine approaches 
used to appraise electronic models presented in the MSs, as well as methods used by the ERG 
teams to determine internal validity.

4. More research is needed to identify appropriate methods for the systematic reviewing of 
utility data as well as other parameter values.

5. More research is needed into the use of appropriate critical appraisal tools for appraising 
systematic reviews, trials and economic evaluations within MSs and whether or not there 
would be benefit in standardising the use of these tools.
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Appendix 1  

Current Evidence Review Group report 
template

Evidence Review Group’s report template

This template should be completed with reference to NICEs ‘Guide to the Methods of Single 
Technology Appraisal’ (June 2008).

Title: The title should reflect that used in the NICE scoping document.

Produced by: Name of TAR Centre
Authors: Name/s, job title, department/institution
Correspondence to: Name and address
Date completed: Date completed

Source of funding: This report was commissioned by the NIHR HTA Programme as project 
number **/**/**.

Declared competing interests of the authors
Description of any pecuniary relationship with sponsors, both personal and of the TAR Centre. If 
there are none, please state ‘none’.

Acknowledgements
Names and job titles of individuals who provided advice.

Rider on responsibility for report
The views expressed in this report are those of the authors and not necessarily those of the NIHR 
HTA Programme. Any errors are the responsibility of the authors.

This report should be referenced as follows:

Contributions of authors
Please refer to the International Committee of Medical Journal Editors (ICMJE) Uniform 
Requirements for Manuscripts Submitted to Biomedical Journals; see www.icmje.org/

1. Summary
1.1 Scope of the submission

1.2 Summary of submitted clinical effectiveness evidence

1.3 Summary of submitted cost-effectiveness evidence

1.4 Commentary on the robustness of submitted evidence

1.4.1 Strengths
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1.4.2 Weaknesses

1.4.3 Areas of uncertainty

1.5 Key issues
For example, comment if there are major concerns with the comparators which have been 
identified in the submission.

2. Background
2.1 Critique of manufacturer’s description of underlying health 
problem
For example, if the appraisal is about metastatic hormone-refractory prostate cancer, and the 
submission gives details predominantly about prostate cancer in general, are those details 
relevant to the appraisal?

2.2 Critique of manufacturer’s overview of current service provision
For example, does the submission concord with opinions of clinical and patient experts? Has 
sufficient backing evidence been given about how often the comparators and intervention are 
used? Are the constraints of UK market authorisations considered?

3. Critique of manufacturer’s definition of decision problem
3.1 Population
Description of relevant patient population(s) and comment on whether they are appropriately 
defined in the submission.

3.2 Intervention
What is the technology and what is its relevant or proposed marketing authorisation/CE mark?

3.3 Comparators
Relevant comparators in an NHS context, justification for choice of comparators. For example, 
where hard evidence is not available, has the manufacturer asked an unbiased clinical panel, or 
done its own survey, and does it agree with what the clinical experts for the appraisal say?

3.4 Outcomes
Including clinical effectiveness, adverse events, QoL and health economic outcomes and a 
discussion of appropriate mechanisms for measuring these outcomes? Critique of whether focus 
of submission is on the appropriate outcomes. Comment on whether the analysis has been 
limited to non-ideal outcomes.

3.5 Time frame

3.6 Other relevant factors

4. Clinical effectiveness
4.1 Critique of manufacturer’s approach

4.1.1 Description of manufacturer’s search strategy and comment 
on whether the search strategy was appropriate
Databases and other sources including unpublished sources, any restrictions.

4.1.2 Statement of the inclusion/exclusion criteria used in the study 
selection and comment on whether they were appropriate
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4.1.3 Table of identified studies. What studies were included in the 
submission and what were excluded?

4.1.4 Details of any relevant studies that were not included in the 
submission?

4.1.5 Description and critique of manufacturer’s approach to validity 
assessment

4.1.6 Description and critique of manufacturer’s outcome selection

4.1.7 Describe and critique the statistical approach used

4.1.8 Summary statement
Describe the completeness of the submission with regard to relevant studies and relevant 
data within those studies. Reference should also me made concerning the extent to which the 
submitted evidence reflects the decision problem defined in the submission.

4.2 Summary of submitted evidence

4.2.1 Summary of results

4.2.2 Critique of submitted evidence syntheses

4.2.3 Summary
Does the submission contain an unbiased estimate of the technology’s (relative and absolute) 
treatment effect in relation to relevant outcomes and the comparators of interest?

5. Economic evaluation
5.1 Overview of manufacturer’s economic evaluation
Including one-page summary of structure, assumptions and sources, with signposting to tables 
with numerical inputs and their distributions where appropriate.

5.1.1 Natural history

5.1.2 Treatment effectiveness within the submission

5.1.3 Health-related QoL

5.1.4 Resources and costs

5.1.5 Discounting

5.1.6 Sensitivity analyses

5.1.7 Model validation

5.2 Critique of approach used

5.3 Results included in manufacturer’s submission
Including one-page summary of sensitivity analyses and resulting range of ICERs: one-way, 
threshold and probabilistic.
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5.4 Comment on validity of results presented with reference to 
methodology used

5.5 Summary of uncertainties and issues

6. Additional ‘exploratory’ or other work undertaken by the ERG
Including a full explanation of any technical changes made to the company model and 
programming code, to allow consultees to replicate the ERG’s analyses.

7. Discussion
7.1 Summary of clinical effectiveness issues

7.2 Summary of cost-effectiveness issues

7.3 Implications for research

Appendix 1
List of those involved with developing the ERG scope.

Appendix 2
Quality assessment using ScHARR-TAG economic modelling checklist:

 ■ title
 ■ a statement of the problem
 ■ a discussion of the need for modelling
 ■ a description of the relevant factors and outcomes
 ■ a description of the model including type of model, time frame, perspective and setting
 ■ a description of data sources, with description of respective strengths and weaknesses
 ■ key assumptions relating to model structure and data stated
 ■ disease-specific factors included within modelling (items to be specified in conjunction with 

expert clinical input)
 ■ validation
 ■ results
 ■ sensitivity analysis results.
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Appendix 2  

Mapping template

STA title 

Project reference

Wave of work

STA report status

Project status

Team

Manufacturer

Technology name

Technology indication

Referral date

Date of commencement/date of final scope

Closing date for invited submissions

Date of ERG report submission

ICERs reported by manufacturer

ICERs reported by ERG

Extra work required from ERG before first AC?

Date of first AC

AC decision

Extra work required/volunteered from manufacturer?

Extra work required from ERG?

Date of ACD

Date of second AC

Date of FAD issue

Decision stated in FAD

Did the DSU get involved?

Details of DSU involvement

End of life considered

Appeal date

Result of appeal

Date of appeal result

Changes to timeline and/or deferral – details

Comments
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Appendix 3  

Summary of the NICE reference case

Element of health technology assessment Reference case

Defining the decision problem The scope developed by the Institute

Comparator Therapies routinely used in the NHS, including technologies regarded as 
current best practice

Perspective on costs NHS and PSS

Perspective on outcomes All health effects on individuals

Type of economic evaluation Cost-effectiveness analysis

Synthesis of evidence on outcomes Based on a systematic review

Measure of health effects QALYs

Source of data for measurement of health-related QoL Reported directly by patients and/or carers

Source of preference data for valuation of changes in health-related QoL Representative sample of the public

Discount rate An annual rate of 3.5% on both costs and health effects

Equity weighting An additional QALY has the same weight regardless of the other 
characteristics of the individuals receiving the health benefit

PSS, Personal Social Services.
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Appendix 4  

Evidence Review Group documentary 
analysis data extraction template

Title of STA

ERG

Identifier

Executive summary

Key strengths of the MS identified by the ERG (i)

Key strengths of the MS identified by the ERG (ii)

Key weaknesses of the MS identified by the ERG (i)

Key weaknesses of the MS identified by the ERG (ii)

Areas of uncertainty in the MS identified by the ERG (i)

Areas of uncertainty in the MS identified by the ERG (ii)

Key issues raised by the ERG (i)

Key issues raised by the ERG (ii)

Background

Did the ERG critique the background chapter in the MS?

Context/statement of the decision problem

Did the ERG identify any areas where the manufacturer’s statement of the decision problem did not match the scope?

Population

Intervention

Comparator

Outcome

Subgroup

Did the manufacturer seek any special consideration?

For what reason did the manufacturer seek special consideration?

Literature review

Did the ERG comment on the manufacturer’s searches?

Did the ERG replicate the manufacturer’s search strategies?

Did the ERG agree that the manufacturer’s stated inclusion/exclusion criteria were appropriate?

Did the MS include a QUOROM diagram?

How many pivotal trials were identified for inclusion in the review?

Was other trial evidence considered?

Was the ERG satisfied no other studies were available for inclusion?

Did the ERG consider that the manufacturer used an appropriate method of quality assessment for critique of the main clinical trial evidence 
included in the review? (Please state tool used)

Appraisal of effectiveness review

Did the ERG use a published tool to appraise the quality of the review? e.g. QUOROM (Please state tool used)
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Main source(s) of clinical effectiveness data 

How many trials were used to demonstrate the clinical effectiveness of the technology under consideration?

Did the ERG quality assess the included trial(s)? (Please state tool used)

Did the ERG conclude that the quality of the trial(s) was good?

Did the ERG state that the nature of the clinical trial evidence cited was sufficient to answer the question posed in the decision problem?

Was the study design appropriate?

Was the population appropriate?

Was the comparator appropriate?

Was the primary outcome appropriate? 

Generalisability of main randomised controlled trial

Did the ERG comment on whether or not relevance to UK is considered in the MS?

Licensed indication

Clinical practice

Population

Comparator

Outcome

Other strengths/weaknesses of review

Strengths highlighted by ERG (i)

Strengths highlighted by ERG (ii)

Weaknesses highlighted by ERG (i)

Weaknesses highlighted by ERG (ii)

Evidence synthesis

Did the manufacturer conduct a meta-analysis?

Did the ERG comment on the approach to meta-analysis?

Details of critique (i)

Details of critique (ii)

Did the manufacturer use a different method (i.e. not meta-analysis) for evidence synthesis?

Did the ERG comment on the approach used?

Details of critique (i)

Details of critique (ii)

Indirect analysis

Did the manufacturer conduct an indirect comparison?

What method of indirect analysis was undertaken by the manufacturer?

Did the ERG comment on the approach to indirect analysis?

Details of critique (i)

Details of critique (ii)

Did the manufacturer provide search strategies and results related to the indirect comparison exercise?

Did the ERG have confidence in the results of the indirect comparison?

Subgroup analysis

Did the manufacturer undertake subgroup analysis?

Did the ERG consider that the manufacturer conducted appropriate subgroup analysis?

Critique of subgroup analysis by ERG (i)

Critique of subgroup analysis by ERG (ii)

Did the ERG have confidence in the results of the subgroup analysis?
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Additional information

Did the ERG undertake additional analysis related to clinical evidence?

What methods did the ERG use in their additional analysis?

Other strengths/weaknesses of clinical effectiveness evidence presented

Strengths highlighted by ERG (i)

Strengths highlighted by ERG (ii)

Weaknesses highlighted by ERG (i)

Weaknesses highlighted by ERG (ii)

Miscellaneous

Number of clinical advisors (not ERG staff) listed in the acknowledgements of the ERG report?

Number of clinicians (not ERG staff) listed as authors in the ERG report?

Literature review

Did the ERG comment on the manufacturer’s searches?

Did the ERG replicate the manufacturer’s search strategies?

Did the ERG agree that all the manufacturer’s stated inclusion/exclusion criteria were appropriate?

Did the MS include a flow chart of economic studies?

How many economic studies were identified for inclusion in the review?

Did the MS identify economic studies for modelling purposes that were not included in the review?

Was the ERG satisfied no other relevant economic studies were available for inclusion in the review?

Did the ERG consider that the manufacturer used an appropriate method of quality assessment for critique of the main economic studies included in 
the review? (Please state tool used)

Did the ERG use an evaluation tool to appraise the quality of the cost-effectiveness studies included in the review? e.g. Drummond checklist (Please 
state tool used)

Other strengths/weaknesses of cost-effectiveness review

Strengths highlighted by ERG (i)

Strengths highlighted by ERG (ii)

Weaknesses highlighted by ERG (i)

Weaknesses highlighted by ERG (ii)

Reference case

Did the ERG state if the manufacturer followed the NICE reference case?

Did the ERG comment on any areas where the manufacturer deviated from the reference case?

Quality of the economic evaluation/model

Did the ERG consider that the manufacturer offered an appropriate critique of its submitted economic evaluation/model? (If yes, please state tool)

Did the ERG use a critical appraisal tool to critique the manufacturer’s economic evaluation/model? (If yes, please state tool)

Did the ERG conclude that the quality of the economic evaluation/model was good?

Did the ERG state that the evaluation/model was reliable?

Did the ERG state that the evaluation/model was flawed?

Did the ERG state that the evaluation/model structure was appropriate for decision-making?

Did the ERG critique the following in the manufacturer’s economic evaluation/model?

Perspective

Time horizon

Patient population/subgroups

Choice of comparators

Choice of outcomes
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Costs

Did the ERG offer any alternative regarding consideration of costs?

Benefits

Did the ERG offer any alternatives regarding consideration of benefits?

Did the ERG critique the methods described in the economic model in relation to the …?

Choice of model structure

Health states described in the model

Sequencing of treatments (if any)

Incorporation of efficacy data

Incorporation of adverse events

Incorporation of survival data

Incorporation of QoL data

Mapping of health states to European Quality of Life-5 Dimensions (EQ-5D) scores or other utility measure

Replication of the original clinical trial results

Type of continuity correction used

Approach to discounting employed

SA/PSA

Did the manufacturer undertake a SA?

Which type of SA was conducted in the MS?

Did the ERG comment on the SA in the MS?

Critique of SA by the ERG (i)

Critique of SA by the ERG (ii)

Did the manufacturer conduct PSA?

Did the ERG comment on the PSA in the MS?

Critique of PSA by the ERG (i)

Critique of PSA by the ERG (ii)

Internal validity of the economic model

Did the ERG comment on the methods used by the manufacturer to determine internal validity?

Did the ERG describe their attempts to determine internal validity?

Did the ERG state that the correct formulae are used in the model?

Did the ERG state that the results are consistent with the input data?

Did the ERG state that the results are meaningful/realistic?

Transparency

Did the ERG comment on the transparency of the model, i.e. were all clinical and cost data sources appropriately referenced?

Did the ERG comment on the manufacturer’s attempts to explain the methods used to generate model parameters?

Did the ERG comment on the level of detail in the annotation to the model provided by the manufacturer?

Additional analysis

Did the ERG undertake additional economic analysis?

What methods were used by the ERG in its additional economic analysis?

Did the ERG run the manufacturer’s model with different parameter values?

Did the ERG run the manufacturer’s model after making corrections to the model?

Did the ERG carry out separate analysis of evidence (either from published sources or from the trial) to augment/replace aspects of the 
manufacturer’s submitted analysis?

Did the ERG estimate revised ICERs as part of their additional analysis?

Did the ERG state whether additional modelling would have been desirable/helpful in assisting decision-making?
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Errors

Did the ERG identify any errors in the model?

Type of error (i)

Type of error (ii) 

Type of error (iii)

Clarification letters/response

Was the clarification letter to the manufacturer mentioned in the ERG report?

Was the clarification response from the manufacturer mentioned in the ERG report?

Did the ERG comment on whether the response from the manufacturer addressed the issues/requests in the ERG’s letter?

Miscellaneous

Number of economic advisors (not ERG staff) listed in the acknowledgements of the ERG report?

Number of economists (not ERG staff) listed as authors in the ERG report?

Other strengths/weaknesses of cost-effectiveness evidence presented

Strengths highlighted by ERG (i)

Strengths highlighted by ERG (ii)

Weaknesses highlighted by ERG (i)

Weaknesses highlighted by ERG (ii)
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Appendix 5  

Revised Evidence Review Group 
report template*

*This template serves as a checklist only; it may be necessary to modify, add, omit or move 
sections as appropriate.

Evidence Review Group’s report template

This template should be completed with reference to the NICE ‘Guide to the Methods of Single 
Technology Appraisal’.

Title: The title should reflect that used in the NICE scoping document.

Produced by: Name of TAR Centre
Authors: Name/s, job title, department/institution
Correspondence to: Name and address
Date completed: Date completed (dd/mm/yyyy)

Source of funding: This report was commissioned by the NIHR HTA Programme as project 
number **/**/**.

Declared competing interests of the authors
Description of any pecuniary relationship with sponsors, both personal and of the TAR Centre. If 
there are none, please state ‘none’.

Acknowledgements
Names and job titles of individuals who provided advice.

Rider on responsibility for report
The views expressed in this report are those of the authors and not necessarily those of the NIHR 
HTA Programme. Any errors are the responsibility of the authors.

This report should be referenced as follows:
Order of Authors. Title of the ERG report followed by: A Single Technology Appraisal. TAR team 
name, Year.

Contributions of authors
Please refer to the International Committee of Medical Journal Editors (ICMJE) Uniform 
Requirements for Manuscripts Submitted to Biomedical Journals – see www.icmje.org/

1. Summary
1.1 Scope of the manufacturer submission

1.2 Summary of clinical effectiveness evidence submitted by the 
manufacturer
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1.3 Summary of the ERG’s critique of clinical effectiveness evidence 
submitted

1.4 Summary of cost-effectiveness evidence submitted by the 
manufacturer

1.5 Summary of the ERG’s critique of cost-effectiveness evidence 
submitted

1.6 ERG commentary on the robustness of evidence submitted by 
the manufacturer

1.6.1 Strengths

1.6.2 Weaknesses and areas of uncertainty

1.7 Summary of additional work undertaken by the ERG

2. Background
2.1 Critique of manufacturer’s description of underlying health 
problem
Does the ERG believe that the manufacturer’s description of the underlying health problem is 
appropriate and relevant to the decision problem under consideration?

2.2 Critique of manufacturer’s overview of current service provision
Does the ERG believe that the manufacturer’s overview of current service provision is appropriate 
and relevant to the decision problem under consideration?

3. Critique of manufacturer’s definition of decision problem
3.1 Population
To what extent does the clinical evidence submitted by the manufacturer match the patient 
population described in the final scope? Where there is a mismatch, provide further details. 
Does the clinical evidence submitted by the manufacturer reflect the characteristics of the patient 
population in England and Wales eligible for treatment? If not, provide further comment.

3.2 Intervention
Does the intervention described in the MS match the intervention described in the final scope? 
What is the technology and what is its relevant or proposed marketing authorisation/CE mark?

3.3 Comparators
Do the comparators described in the MS match the comparators described in the final scope? If 
not, provide further details. Where evidence is limited or not available for relevant comparators 
has the manufacturer asked an unbiased clinical panel, or carried out its own survey, and do the 
views elicited agree with what the clinical advisors to the ERG advocate?

3.4 Outcomes
Do the outcomes in the MS match the outcomes described in the final scope? If not, provide 
further details. Consider clinical effectiveness, adverse events, QoL and health economic 
outcomes and a discussion of appropriate mechanisms for measuring these outcomes. Is the 
focus of the submission on appropriate outcomes or has it been limited to non-ideal outcomes?
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3.5 Other relevant factors
For example: Does the MS include a section on equity considerations? Is there an ongoing PAS 
application?

4. Clinical effectiveness
4.1 Critique of the methods used by the manufacturer to 
systematically review clinical effectiveness evidence

4.1.1 State objective of systematic review. Provide description of 
manufacturer’s search strategy and comment on whether the search 
strategy was appropriate. If the manufacturer did not perform a 
systematic review, was this appropriate?
List databases and other sources of information including unpublished sources, describe 
any restrictions.

4.1.2 State the inclusion/exclusion criteria used in the study 
selection and comment on whether they were appropriate

4.1.3 What studies were included in the clinical effectiveness review 
and what were excluded? Provide a table of identified studies. 
Please identify the most important clinical effectiveness studies

4.1.4 Provide details of any relevant studies not discussed in the 
submission. Why were these studies excluded and how were these 
studies identified by the ERG?

4.2 Summary and critique of submitted clinical effectiveness 
evidence
If there is more than one RCT described in the MS, it may be appropriate to discuss each trial 
individually using the headings described.

4.2.1 Summary of submitted clinical evidence for each relevant trial

4.2.2 Describe and critique the manufacturer’s approach to validity 
assessment for each relevant trial

4.2.3 Describe and critique the statistical approach used within 
each relevant trial

4.2.4 Describe and critique the manufacturer’s approach to 
outcome selection within each relevant trial

4.2.5 To what extent does each relevant trial include the patient 
population(s), intervention(s), comparator(s) and outcomes as 
defined in the final scope?

4.2.6 Where appropriate, describe and critique any meta-analysis, 
indirect comparisons and/or mixed treatment analysis carried out by 
the manufacturer
This section should include a summary of the manufacturer’s methods and results as described 
in the MS. The ERG should critique the methods used and interpret the results in light of the 
methods used by the manufacturer and generalisability to patients in England and Wales.
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4.2.7 Additional clinical work conducted by the ERG
Provide details of any additional work conducted by the ERG in relation to clinical effectiveness. 
If the results of any of the additional work affect the size of the ICER, refer the reader to the 
summary table in Section 6.

4.3 Conclusions
Describe the completeness of the MS with regard to relevant clinical studies and relevant data 
within those studies. Does the submission contain an unbiased estimate of the technology’s 
(relative and absolute) treatment effects in relation to relevant populations, interventions, 
comparators and outcomes? Are there any remaining uncertainties about the reliability of the 
clinical effectiveness evidence? Reference should also be made concerning the extent to which the 
submitted evidence reflects the decision problem defined in the final scope.

5. Cost-effectiveness
5.1 ERG comment on manufacturer’s review of cost-effectiveness 
evidence

5.1.1 State objective of cost-effectiveness review. Provide 
description of manufacturer’s search strategy and comment on 
whether the search strategy was appropriate. If the manufacturer 
did not perform a systematic review, was this appropriate?

5.1.2 State the inclusion/exclusion criteria used in the study 
selection and comment on whether they were appropriate

5.1.3 What studies were included in the cost-effectiveness review 
and what were excluded? Where appropriate, provide a table 
of identified studies. Please identify the most important cost-
effectiveness studies

5.1.4 What does the review conclude from the data available? 
Does the ERG agree with the conclusions of the cost-effectiveness 
review? If not, provide details

5.2 Summary and critique of manufacturer’s submitted economic 
evaluation by the ERG
Summarise and critique the cost-effectiveness evidence submitted by the manufacturer (headings 
5.2.1–5.2.11 are suggested headings). It is noted that the ERGs may prefer not to combine the 
summary and critique of the submitted economic evidence and instead report summary and 
critique sections separately.

5.2.1 NICE reference case checklist (table only)

5.2.2 Model structure

5.2.3 Population

5.2.4 Interventions and comparators

5.2.5 Perspective, time horizon and discounting

5.2.6 Treatment effectiveness
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5.2.7 Health-related QoL

5.2.8 Resources and costs

5.2.9 Cost-effectiveness results

5.2.10 Sensitivity analyses

5.2.11 Model validation

5.3 Additional work undertaken by the ERG
Provide details of any additional work conducted by the ERG in relation to cost-effectiveness. 
If the results of any of the additional work affect the size of the ICER, refer the reader to the 
summary table in Section 6.

5.4 Conclusions
Describe the completeness of the MS with regard to relevant cost-effectiveness studies 
and data described in any de novo economic evaluations. Does the submission contain an 
unbiased estimate of the technology’s ICERs in relation to relevant populations, interventions 
comparators and outcomes? Are there any remaining uncertainties about the reliability of the 
cost-effectiveness evidence? Reference should also be made concerning the extent to which the 
submitted evidence reflects the decision problem defined in the final scope.

6. Impact on the ICER of additional clinical and economic analyses 
undertaken by the ERG

Where appropriate, this section should include a table that shows (1) the effect of any major 
clinical or cost parameter change or structural change on the size of the base-case ICER and 
(2) the effect of making all changes simultaneously on the size of the base-case ICER.

7. End of life
Where appropriate, this section should summarise the manufacturer’s case for using the NICE 
end-of-life treatment criteria and discuss to what extent the manufacturer’s argument is valid.

8. Conclusions
The section should focus on any difference(s) of opinion between the manufacturer and the ERG 
that might influence the size of the ICER. Priority should be focused on discussing information 
that will be useful to the AC, including strengths, weaknesses and remaining uncertainties. 
Further summary of evidence is not required in this section.

8.1 Implications for research

Appendix 1
Quality assessment using ScHARR-TAG economic modelling checklist:

 ■ title
 ■ a statement of the problem
 ■ a discussion of the need for modelling
 ■ a description of the relevant factors and outcomes
 ■ a description of the model including type of model; time frame; perspective; and setting
 ■ a description of data sources, with description of respective strengths and weaknesses
 ■ key assumptions relating to model structure and data stated
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 ■ disease-specific factors included within modelling (items to be specified in conjunction with 
expert clinical input)

 ■ validation
 ■ results
 ■ sensitivity analysis results.
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