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Background
In the economic evaluation of healthcare
technologies, costs are estimated by multiplying 
the quantities of resources used by the unit costs 
of the resources. When economic evaluations are
conducted alongside clinical trials, the opportunity
arises to collect comprehensive and detailed
information on resource-use quantities. For
example, resource use such as days in hospital can
be measured for each individual in the trial. This
then allows the estimation of cost data at the
individual level, referred to as ‘patient-specific’
data. The advantage of such data is that it allows
statistical analysis of costs to be performed. 

There is, however, a legitimate concern not to
overburden the trial data collection process 
with the gathering of such detailed resource-
use information. Consequently, the choice of
resource-use items for data collection needs to 
be considered very carefully. This report identifies
and examines the range of methodological 
issues concerning the collection of resource-use
data for costing purposes and its analysis.

Objectives

The overarching objective is to challenge
investigators to think through their study design 
in order to collect appropriate resource-use
information in the most efficient way. Specifically,
the objectives are:

• to identify methodological issues concerning 
the collection of resource-use data for costing
purposes and its analysis

• to classify methodological issues into: (1) those
where there is general agreement about how
they should be handled; (2) those remaining
open because of legitimate differences in values
or perspectives; and (3) those where further
empirical testing could resolve how the issue
should be handled

• to demonstrate how existing data can be used 
to inform the design of costing studies in trials

• to develop a framework or decision aid within
which decisions about costing in specific trials
can be made.

Methods
The methodological issues were identified through
a review of several strands of relevant literature,
including methodological review articles, empirical
articles and guidelines on performing economic
evaluations. In developing the review, comments
from relevant experts were sought with the aim 
of identifying further issues and opinions. The
methodological issues identified are structured
under four broad headings:

• study design
• data collection
• data analysis
• presentation of results.

The two final objectives listed above are achieved
through empirical analysis and the development 
of a framework or decision aid, respectively.
Further detail on the methods is presented 
in the main report.

Results

Design issues address the types of cost to be
included, such as health service, trial, future and
productivity costs. The decision on which types of
cost to include depends on seven key factors:

• possible links to economic welfare theory
• the perspective to be adopted
• the form of economic evaluation
• the avoidance of double counting
• the quantitative importance of the type of cost
• whether the cost can be attributed to 

the intervention
• the time horizon of the study.

The collection of detailed data on resource use 
for all patients may not be necessary; key cost-
generating events can be measured. These can be
defined as where there is variation in the frequency
of events between arms of the trial or between
patients within arms. Determining sample sizes for
detecting differences in costs or cost-effectiveness
involves identifying an economically important
difference and having information on the vari-
ability of cost data from previous studies or from

Executive summary
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pilot studies. A further sampling issue to be
addressed in multicentre trials is the selection 
of centres and whether resource-use and unit cost
information should be collected from all centres.

Data collection issues involve deciding on the
appropriate resource-use data collection method.
Resource-use data can be measured on a patient-
specific basis by using, for example, interviews,
questionnaires, case record forms or diary cards. 
In selecting a method, potential sources of bias
have to be addressed, including recall bias, 
evasive answer bias, non-response bias, selection
bias and question format. The validity and
reliability of resource-use data collection methods
have not been tested fully and are therefore not
reported in the literature.

Data analysis may also influence the design of the
study. In summarising and synthesising cost data,
issues such as how to pool data and how to handle
missing and censored data have to be addressed. It
is important to take into account the variability in
cost data and its distribution. It is generally agreed
that mean costs convey more useful information
than medians because they relate to total cost. The
methods used to address uncertainty in methods
and results include both statistical and sensitivity
analyses; these have complementary roles. Sensi-
tivity analysis can also be used to generalise results.

The presentation of results addresses reporting
formats. Results should be presented in a dis-
aggregated manner, for example, by separating
resource use from unit costs and reporting the
contribution of different types of cost to total costs.
The development of a common reporting format
for economic evaluations would increase the trans-
parency of both methods and results. The design 
of future studies relies on transparent reporting in
earlier studies so that issues such as the variability
in cost data can be determined.

There are two additional elements of the review.
First, an existing data set on costing from a clinical
trial was used to illustrate how evidence relating to
costs from a completed study can be used to inform
the design of data for costing. By examining the
results of detailed data collection, the exercise
illustrates that, in the example at least, it is possible
for simpler data collection methods to be adopted
to produce comparable results. The exercise
demonstrates the usefulness of having access to,
and analysing, existing data sets in order to address
design issues.

Secondly, a decision aid, or structured framework,
has been developed within which decisions can 
be made about designing a costing study along-
side a clinical trial. In effect, the decision aid
requires answering a set of explicit questions. 
It is recommended that it should be tested in 
future studies.

Conclusions

Methodological issues on which there is general
agreement include identifying perspective, 
measuring units of resource use, and applying
appropriate unit cost. Those issues remaining 
open because of legitimate differences in values 
or perspectives concern which perspective to 
adopt and whether to base decisions on economic
welfare theory. Finally, methodological issues
requiring further empirical study include:

• exploring optimal sampling approaches
• questions surrounding multicentre clinical 

trials
• testing the validity and reliability of resource-

use data collection methods
• handling missing and censored data
• methods used to generalise results.

By presenting issues in this way, the review
recognises the inevitability of some issues
remaining unresolved while at the same time
allowing the specification of a future 
research agenda.

Recommendations

Four sets of recommendations are provided, for:
investigators, funding bodies, those responsible 
for ensuring high standards in reporting of studies,
and further research. The review and its associated
appendices serve to challenge investigators to 
think through methodological issues and to decide
how best they can be handled in their own circum-
stances. For those issues requiring further empirical
investigation, researchers should build empirical
testing into their studies. In this way, methodo-
logical standards in the next generation of studies
can be improved, and the future research necessary
to develop further and refine methodology can be
undertaken. In the short term, however, the review
will provide users of currently available studies with
information having a critical basis against which 
to assess the cost information presented.

Executive summary
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Background
The relatively recent growth of serious interest 
in the formal economic evaluation of health tech-
nologies has led to the recognition that higher 
and more consistent methodological standards 
are required to ensure that the results available 
to decision makers are appropriate, reliable and
comparable. In addition, there is concern that
economic evidence should itself be obtained in 
a cost-effective manner.

In particular, because economic analyses are being
proposed more frequently, or are required along-
side or in relation to clinical trials, a range of issues
arise, of both methodological principle and best
practice, for the process of obtaining and analysing
data (Drummond and Davies, 1991). In this con-
text, there is an additional set of considerations
concerning how cost data collection can best relate
to the gathering of data on clinical and quality of
life end-points (Dubois et al., 1993).

Many of the outstanding issues of methodology
cannot in the end be resolved simply by reference
to scientific evidence or methodological principles,
but reflect normative questions about what inform-
ation different users of economic evidence need 
in particular circumstances. Certainly, recourse 
to determining methodological choices by review 
of past practice, however systematic that review, 
has the danger of simply perpetuating past mis-
judgements. A further danger is that premature
definition of best practice may effectively lead 
to a freezing of the methodological development
that would otherwise continue.

There are already a number of more or less
authoritative statements of methodological
principle (Drummond et al., 1987, 1997; Detsky 
and Naglie, 1990; Luce and Elixhauser, 1990a,b;
Gold et al., 1996; Russell et al., 1996; Weinstein 
et al., 1996; Donaldson and Shackley, 1997). There
is also literature on issues arising when performing
economic evaluations alongside clinical trials
(Drummond and Stoddart, 1984; Bulpitt et al.,
1990a,b; Drummond and Davies, 1991; Adams 
et al., 1992; Bennett et al., 1994a,b; Drummond,
1994, 1995). Other studies have focused exclusively
on costing methods in general (Simpson and

Souney, 1988; Donaldson, 1990; Evans, 1990;
Johannesson, 1994; Jacobs and Bachynsky, 1996;
Wolff et al., 1997). In addition, a number of
context-specific sets of guidance exist (Association
of the British Pharmaceutical Industry, 1994;
Canadian Coordinating Office for Health Tech-
nology Assessment, 1994; Ministry of Health, 1994;
Belgian Society for Pharmacoepidemiology, 1995;
Commonwealth of Australia, 1995). Although all
these works are important as statements of agreed
principle and to highlight points of current
disagreement, they do not readily provide practical
advice to those who are designing, or reviewing the
design of, clinical trials that will provide economic
information relevant to the NHS. This review aims
to fill that perceived gap of practical advice.

Definitions

Cost is the product of two elements: the quantity 
of resources consumed and the unit cost of the
resources. This type of cost is sometimes referred 
to as resource cost. Resource use, for example, 
a day in hospital, is also referred to as a cost-
generating event. Cost-generating events may be
measured on a patient-specific or non-patient-
specific basis. Events, or costs, that are patient-
specific are stochastic; that is, they vary in number
and frequency from patient to patient. Events, 
or costs, that are non-patient-specific are deter-
ministic; that is, they are the same for each patient.
Unit costs, such as staff costs per hour or the cost 
of an inpatient stay, are sometimes referred to in
the literature as values of resource-use or unit
prices, but the term ‘unit cost’ is used here. Oppor-
tunity cost is the theoretical concept of cost used in
economic evaluation and refers to the benefit that
could have been obtained from the next best use 
of resources. The average cost of a unit of service 
is the total cost divided by the total number of
units. The marginal cost is the cost of providing 
an extra unit of a service. A cost–consequence
analysis presents the costs and consequences separ-
ately in a disaggregated form. Cost-effectiveness
analysis presents its results as an incremental ratio
of additional costs to additional effects for one
treatment or intervention compared with another,
for example, the additional cost per life year gained
when comparing one intervention with another.

Chapter 1

Introduction
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The numerator of the ratio consists of costs and 
the denominator of effects. Cost–utility analysis
produces an incremental ratio of additional costs 
to additional quality adjusted life years gained.
Cost–benefit analysis presents results as a net
monetary benefit or cost.

Overview of alternative
approaches to costing
The focus of this review is costing within the
context of clinical trials. The key advantage of 
using clinical trials as a framework for economic
evaluation is that they provide the opportunity to
collect and analyse patient-specific resource-use
(and hence cost) data. Clearly, clinical trials are 
not the only study design able to generate patient-
specific resource-use data, but this focus was 
chosen for two reasons: first, because there is a
growing number of published (and commissioned)
economic evaluations conducted as part of clinical
trials; and secondly, because costing studies based
on other study designs raise issues that are a subset
of those raised by clinical trials. Approaches to
costing and their relationships to study designs 
are now discussed.

Alternative approaches to costing can be identified
according to whether or not resource use is
measured on a patient-specific basis. If a cost
analysis is based on patient-specific data then it is
stochastic because resource use varies by patient.
This means that statistical analysis of resource-use
and cost data can be performed. If a costing study
is based on resource-use data that is non-patient-
specific, then it is deterministic; that is, resource
use is assumed to be the same for patients receiving
the same intervention.

Even where resource use can be measured on a
patient-specific basis, it may not be necessary to
measure all resource use on this basis for two

reasons. First, if there is no variation in some
element of resource use between patients, then 
a decision may be taken to measure only those
resources that are likely to vary between patients 
on a patient-specific basis. This decision may be
based on a number of factors that are discussed 
in this review. Secondly, some resource use cannot
be identified easily at a patient-specific level; for
example, the use of buildings and overheads, such
as heating and electricity. This review addresses
issues in measuring both patient-specific and 
non-patient-specific resource-use data.

Building on this distinction between patient- 
and non-patient-specific resource-use data, costing
studies and, thus, economic evaluations, can be
classified into three broad approaches (O’Brien 
et al., 1994; Drummond et al., 1997), as summarised
in Table 1.

Even within the third approach, only some of the
resource use may be measured on a patient-specific
basis for the reasons outlined above. This classifi-
cation ignores the role of unit cost information and
the fact that, in most cases, deterministic unit costs
are attached to either patient-specific (stochastic)
or non-patient-specific (deterministic)resource use.

Within these alternative costing approaches,
different study designs may be used to generate
effectiveness data. These include:

• experimental designs such as clinical trials
• observational studies such as cohort studies and

multiple case series
• studies involving the synthesis of existing data or

results from multiple sources, such as meta-
analyses or systematic reviews.

In the latter type of study design, effectiveness 
data are combined and sometimes synthesised
using a decision analytical or modelling frame-
work. The nature of the effectiveness data will 

TABLE 1 Approaches to costinga

Costing approach Measurement of resource-use and effectiveness data

Deterministic Non-patient-specific resource-use data
Non-patient-specific effectiveness data

Partially stochastic Non-patient-specific resource-use data
Patient-specific effectiveness data

Wholly stochastic Patient-specific resource-use data
Patient-specific effectiveness data

a Adapted from O’Brien et al., 1994; Drummond et al., 1997
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have implications for the type of resource-use data
available. For example, a design requiring synthesis
of existing data will generate non-patient-specific
resource-use data. Some study designs raise
additional issues for resource-use data collection.

• Clinical trials may limit the generalisability of
results but this is an issue that is equally relevant
for other study designs and is included in 
the review.

• Cohort studies may not make comparisons
between groups; thus, sampling issues are
different for this type of study design.

In general, the methodological issues in costing 
are common across study designs and the review 
is therefore inclusive in considering relevant
methodological issues for all types of study design.

Purpose and scope of the
systematic review
This systematic review focuses on issues concerning
the collection and analysis of data, for the purposes
of costing within the context of clinical trials. The
main objective is to review available conceptual and
empirical evidence in order to establish how more
informed and appropriate choices could be made
in the future about study design, data-collection
procedures and the analysis of costing data
alongside clinical trials.

The review considers the various questions that
commonly arise in designing costing studies
(summarised in Box 1).

The review’s target audience includes those who
are designing clinical trials and those reviewing
designs, either prospectively as part of the research
commissioning process or retrospectively in
judging evidence. The target audience is multi-
disciplinary and thus the language used and the
presentation aims to reflect this. The review will
benefit the NHS in the short term in providing

users of currently available information with 
a critical basis against which to assess the cost
information presented; in the medium term 
by utilising current knowledge fully, to improve 
the methodological standards to which the next
generation of studies are conducted; and, in the
longer term, by identifying the most important
further research necessary to develop and 
refine methodology.

Although the focus of the review is on costing
alongside clinical trials, the methodological issues
were identified through a systematic review of
several strands of relevant literature (summarised
in Box 2).

First, reviews of the specific topic (costing along-
side clinical trials) were included, as well as review
articles addressing single methodological issues.
Secondly, empirical papers conducting economic
evaluations alongside clinical trials were included
because they might raise additional methodological
issues. The relatively recent increase in economic
evaluations conducted alongside clinical trials
meant that many of the methodological issues
might be raised in recent empirical studies. 
Thirdly, the literature on costing methods in
economic evaluation in general was included
because this forms the basis for the design of many
economic evaluations. Fourthly, guidelines recently
produced for various countries, which attempt to
standardise methodologies employed for economic
evaluation, were included because they make
recommendations about methods. Finally, guide-
lines for authors intending to publish economic
evaluations in peer reviewed journals were also
included in the review since, by implication, they
comment on methodological issues. The search
strategy for the systematic review is presented in
detail in appendix 1.

The literature was reviewed with the aim of
identifying methodological principles and issues
relating to the collection and analysis of cost data
within the context of clinical trials. The aim was not
to record the frequencies with which issues were

BOX 1 Questions commonly arising when 
designing costing studies

• which costs to consider

• in what form to collect the data

• how to determine sample size and the sampling
approach

• how and when to collect the data

• how to analyse cost data and relate it to data on
effectiveness and quality of life.

BOX 2 Strands of literature upon which the 
systematic review is based

• literature reviews of the specific topic

• empirical articles conducting economic evaluations
alongside clinical trials

• literature reviews on costing methods in economic
evaluation in general

• guidelines on performing economic evaluations.
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raised but to be comprehensive in identifying
methodological issues; nor was the aim to provide a
set of guidelines. Instead, the aim was to distinguish
different types of methodological issue:

• those where there is general agreement
• those where there is disagreement and which

remain open because of legitimate differences 
in values and perspectives

• those where there is disagreement that 
could be resolved with further research and
empirical testing.

In developing the review, structured comments
from relevant experts were sought with the aim 
of identifying further issues and opinions. This
process is described in appendix 1.

The review does not comment in detail on the
derivation of values for resources (i.e. unit costs)
because methods for their estimation relate to
different publications. Issues surrounding the unit
costs of resources are not, however, totally excluded
since the availability of unit costs may constrain the
way in which resource use can be appropriately
recorded. Options for sources of unit cost data 
are, therefore, discussed. For similar reasons, the
review does not draw on the literature surrounding
the rate at which costs are discounted, but points
the reader to further literature on this topic. The
ultimate goal is to challenge investigators to think
through their hypotheses with regard to cost and
how to collect cost information in the most
efficient manner in order to achieve their study
goals. The aims of the review are summarised in
Box 3. The work relating to the final two aims is
reported in appendices 2 and 3. Clinical trials
afford the opportunity to collect comprehensive
and detailed data but in practice there is a legiti-
mate concern not to overburden the trial data
collection process. Consequently, the choice of
resource-use items and methods needs to be
carefully considered.

Structure of the systematic review

The review is divided into six sections. Following
this introduction, chapter 2 discusses issues of 
study design in general. Those relating to the
design of data collection methods are described 
in chapter 3. This is followed by discussion of the
issues surrounding the analysis and presentation 
of results in chapters 4 and 5. The final chapter
discusses the findings of the review and makes
recommendations for investigators and future
research. Where issues in different chapters 
relate to each other, this is cross-referenced 
in the text.

In appendix 1, the methods used to identify 
and select articles for the systematic review are
described in detail. Appendix 2 presents an
empirical demonstration of how existing data 
sets can be used to inform the design of costing
studies. Building on the systematic review of
methodological issues, appendix 3 proffers a
decision aid to assist in designing cost data
collection in clinical trials.

BOX 3 Summary of aims of systematic review

• to identify relevant methodological issues

• to classify methodological issues into: (1) those
where there is general agreement about how they
should be handled; (2) those remaining open
because of legitimate differences in values or
perspectives; and (3) those where further empirical
testing could resolve how the issue should 
be handled

• to challenge investigators to think through their
study design in order to collect cost information in
the most efficient way

• to demonstrate how existing data can be used to
inform the design of costing studies in trials

• to develop a framework within which decisions
about costing in specific trials can be made.
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Types of cost
Traditionally, the types of cost for potential
inclusion in an economic evaluation have been
classified into five main groups (Drummond 
et al., 1987; Luce and Elixhauser, 1990a; 
Weinstein, 1990):

• direct healthcare costs (for example, hospital
care, drug use)

• direct non-healthcare costs (for example, 
patient travel costs)

• indirect healthcare costs (the costs of healthcare
consumption during years of life gained as a
result of a healthcare intervention)

• indirect non-healthcare costs (the value of
production loss due to illness or treatment; 
the opportunity cost of time spent)

• intangible costs (the pain and suffering
associated with treatment).

More recently, there has been a move away from
classifying costs into ‘direct’ and ‘indirect’ to a
more detailed categorisation (Gold et al., 1996;
Drummond et al., 1997). These are discussed 
below. Indirect healthcare costs have also been
replaced by a more detailed categorisation of what
are now more commonly referred to as ‘future
costs’. For example, recent literature has classified
future costs into several categories according to
both whether they are related to the intervention
in question and when they occur (Gold et al., 
1996; Meltzer, 1997). The term ‘intangible’ is less
frequently used. Costs formerly classified under 
this heading had the potential to be double
counted, that is, measured both as a cost and 
as a (dis)benefit.

For the purposes of this review, because no
common agreement was found in the literature
regarding classification of costs, they are classified
into three broad categories: health service costs,
non-health service costs and non-resource costs.
Box 4 summarises this classification of cost and the
types of cost falling into each category. These costs
are defined and described in the remainder of this
section. Within each type, decisions have to be
made about whether their inclusion is appropriate.
A general discussion of the basis upon which the
choice of costs for inclusion can be made is

presented in the next section of this chapter 
(pp. 9–12). Where specific issues of inclusion 
or exclusion arise for an individual type of cost,
they are raised when discussing that type of cost.
Methodological issues that arise relating to both
the measurement and valuation of the different
types of cost are discussed later in this chapter 
(pp. 14, 18).

Health service costs
Direct costs of the whole intervention include staff
time, drug use and other medical supplies. They
also include hospital resources, such as the number
of treatments and bed days, as well as outpatient,
general practitioner (GP) and nurse visits. Finally,
they include the use of buildings, other capital and
equipment, and overheads, such as heating and
lighting, arising from the health service
intervention.

The term ‘whole intervention’ is used to stress 
the fact that the costs of the intervention should
include the broader health service costs. For
example, if a screening programme is being
evaluated, they should include the cost of the

Chapter 2

Study design

BOX 4 Summary of types of cost

Health service costs
• direct costs of the whole intervention (e.g. 

hospital care)
• general illness costs (e.g. costs of treating illnesses

other than the one associated with the intervention)
• future health service costs
• trial costs.

Non-health service costs
• costs incurred by other public sector budgets 

(e.g. social services)
• patient’s travel costs
• other out of pocket expenses incurred by 

the patient
• informal care costs
• patient’s time costs incurred while receiving

treatment
• productivity costs associated with morbidity 

and mortality
• future non-health service costs.

Non-resource costs
• transfer payments.
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screening visits as well as other related health
service visits, such as GP visits. In a study of
cardiovascular screening, Wonderling and co-
workers (1996b) included the costs of other 
health service visits in addition to the costs of
screening visits, thereby costing the health service
resources associated with the whole intervention.
Issues of attribution arise, for example, of whether
attendance at a GP’s surgery for depression is
related to the initial treatment. Attribution of 
costs is discussed further in the next section of 
this chapter (p. 11).

General illness costs are the costs of undergoing
therapy for other illnesses while being treated 
for the intervention in question. These may be
illnesses arising from the intervention or they 
may be unrelated to it. These are costs that occur
during the trial period rather than in the future.
Whether a cost is attributable to an intervention 
is discussed below (p. 11).

Future health service costs are the additional costs
of treatment for diseases arising as a result of indi-
viduals living longer because of the initial inter-
vention (Gold et al., 1996; Meltzer, 1997). These
costs can be further classified by whether they arise
from related or unrelated diseases or treatments, as
well as by whether they occur in years of life lived
anyway or in years of life gained because of the
original treatment (Gold et al., 1996) (Box 5). Many
cost-effectiveness studies include future costs for
related illnesses only, ignoring costs for unrelated
illnesses (Meltzer, 1997). Defining precisely what is
meant by ‘related’ is difficult; it has been taken to
mean both disease-specific costs and costs of other
diseases (Meltzer, 1997). Again, whether or not a
cost is related is a question of attribution, as
discussed in the next section (p. 11).

There is no consensus in the literature about
whether all types of future costs should be
included. Gold and co-workers (1996) argue that
future costs for related diseases incurred in years 
of life that would have been lived anyway should be
included in economic evaluation. These are costs
that occur in years of life that would have been

lived without the intervention, for example, the
costs of treating heart attacks, if these are affected
by the intervention.

Gold and colleagues (1996) argue further that
future costs associated with costs for unrelated
diseases incurred in years of life that would have
been lived anyway should be omitted because they
are the same with or without the intervention and
therefore cancel out in the calculation of the incre-
mental cost-effectiveness ratio. They also argue that
including them may induce errors in the estimation
of costs because of variability in unrelated costs
with and without the intervention. This argument
could, however, be applied to any form of cost.

Related future costs in years of life gained (i.e. an
individual living longer because of an intervention)
occur when, for example, a coronary artery bypass
graft delays a myocardial infarction by 5 years. 
Gold and co-workers (1996) argue that the costs of
treating all coronary events should be included in
the 5-year period. Future costs in years of life gained
occur commonly in prevention programmes, where
treatment is often delayed. It is usual to include all
the future effects of the prevention programme in
the economic evaluation and therefore, for consist-
ency, it could be argued that future costs should be
included (Drummond et al., 1997). These types of
costs are therefore often included.

The element of future costs where there is less
agreement is whether to include health service
costs for unrelated diseases that occur in years of
life gained. Mushlin and Fintor (1992) argue that
any additional costs for the treatment of unrelated
disease arising because individuals live longer
owing to screening and early treatment of breast
cancer should be excluded, but the basis of this
argument is not clear. Johannesson and colleagues
(1997) argue that the difference between con-
sumption and production during life years gained
should be included. Morris and co-workers (1997)
argue, in a review of the cost-effectiveness of
strategies for preventing hypercholesterolaemia,
that inclusion of the higher costs of routine care
for non-cardiovascular disease accruing in years of
life gained are only relevant if total mortality rather
than cardiac heart disease mortality is the basis of
the effectiveness measure. Meltzer (1997) argues
that excluding future costs biases cost-effectiveness
estimates in favour of interventions that increase
length of life rather than quality of life and
therefore they should be included. This raises the
important point that unrelated future costs in life
years gained are not independent of age and, if
interventions add years of life for different age

BOX 5 Classification of future health service costsa

• related, occurring in years of life lived anyway

• unrelated, occurring in years of life lived anyway

• related, occurring in years of life gained

• unrelated, occurring in years of life gained.

a Adapted from Gold et al., 1996; Meltzer, 1997
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groups, this will affect the cost-effectiveness ratio
(Gold et al., 1996). Unrelated future costs in life
years gained may be small compared with other
costs in the analysis but should only be excluded if
the preferred approach is to base the decision on
the types of cost to include on quantitative import-
ance (discussed further later in this chapter; p. 11).

The basis on which the arguments for including 
or excluding future health service costs can be sum-
marised is as follows. First, the difference between
consumption and production during life years
gained is an argument for inclusion. Secondly,
consistency of cost measurement with effectiveness
measurement is important. This implies that only if
total mortality is the measure of effectiveness would
future unrelated health service costs in life years
gained be included. Restricting effectiveness to
disease-specific measures ignores the possibility of
interventions for one condition affecting another,
and that some costs may be related to an inter-
vention but may not be disease specific. This relates
to the attribution of costs discussed in the next
section (p. 11). Thirdly, quantitative importance
may be a relevant criterion; if there is likely to be 
no difference between interventions in terms of
unrelated future health service costs in life years
gained then they could be omitted. For each
classification of future cost, however, there is a
subjective element in the decision about whether 
to include it, since it is not known in advance
whether a cost will be related or unrelated. Given
the disagreement concerning how to handle future
health service costs, analysts should consider the
impact on the results of the inclusion or exclusion
of future costs through methods such as sensitivity
analysis (discussed in chapter 4; p. 31–32).

Trial costs are a further type of cost. They include
the costs of carrying out the research, rather than
the cost of treatment. They also refer to the costs of
procedures in the trial that would definitely not be
performed in routine practice and are therefore
required solely for the purposes of the trial itself.
These events may arise because patients are more
closely monitored in the trial or because of the
necessity to preserve blinding (Drummond and
Davies, 1991). Related to this are protocol-driven
costs, which usually refer to events for which the
timing and/or frequency is set by the trial protocol
and hence does not vary between the arms of the
trial but which, in a real world situation, may be
required to vary.

Including trial costs in the cost analysis may over-
(or under-)estimate the true costs (Rittenhouse,
1996b). In general, it is recommended that these

costs are excluded (Canadian Coordinating 
Office for Health Technology Assessment, 1994).
Langham and colleagues (1996) removed costs 
that were determined by the trial protocol. In their
study these were the costs of re-examination in a
cardiovascular screening programme. Similarly, in a
study comparing treatments for asthma, Rutten-van
Molken and co-workers (1995) excluded the costs
of special visits that were required for the study
protocol only. Wonderling and colleagues (1996b),
in a study of cardiovascular screening, included
only those trial resources that would have been
required to provide the service routinely.

There are several important issues to consider in
deciding whether to include or exclude trial costs.
First, it is not always straightforward to separate
service costs from trial costs (Wonderling et al.,
1996a). Secondly, trial costs may impact on outcome
and on this basis it has been argued that they should
be included (Drummond and Jefferson, 1996). Trial
costs can only be ignored if they are known not to
affect outcome. Thirdly, how these costs should be
handled will depend on the extent to which treat-
ment in the trial reflects routine practice. The more
pragmatic the trial design, the fewer the costs that
are protocol driven, the more resource-use estimates
are likely to reflect actual practice. Analysts should
therefore seek to minimise protocol-driven costs.
This issue also relates to the generalisability of
results from trials, which is discussed later in this
chapter (p. 19) and in chapter 4 (p. 32).

Applied example of health service costs
An example of health service costs within a study
context is presented in Box 6. It may be difficult to
distinguish the costs arising from illness from the
costs of the intervention.

Non-health service costs
Non-health service costs include social services
costs, and patients’ travel and time costs. In decid-
ing whether or not to include non-health service
costs, an important consideration is whether the
intervention under study shifts the cost burden to
other public sector budgets or to the patient. If 
cost shifting is possible, then it is important to 
take such costs into account.

Costs incurred by other public sector budgets, such
as social services costs, are particularly important for
evaluating programmes of care for older people or
those with a mental illness. In practice, the bound-
aries between which costs fall on the health service
budget and which fall on social services budgets is
often unclear and may change as budgetary arrange-
ments change. If it is unclear which budget the costs
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fall under, the implication is that cost shifting may
be possible (i.e. costs incurred by one sector may be
shifted to another). This is a strong argument for
including non-health service costs in a study.

Non-health service costs also include patients’
travel costs to hospital for treatment (e.g. bus, 
train and taxi fares and car costs). For example, 
in a study of radiotherapy treatments for head 
and neck cancer, the new treatment, continuous
hyperfractionated accelerated radiotherapy
(CHART), was known to require patients to travel
less frequently than the conventional treatment
and thus travel costs were an important component
(Coyle and Drummond, 1997). Other out of 
pocket expenses may also be incurred by patients 
as a result of treatment, such as child care costs.

Informal care costs are those incurred by family
members or friends in caring for patients, usually
unpaid. These costs include the financial outlay
incurred by the care but also the time spent by the

informal carer in providing care. Smith and Wright
(1994) argue that studies attempting to include
these costs have used inconsistent methodologies.
Again, it is important to include this type of cost 
if an intervention has the potential to shift the
burden of costs to informal carers.

The opportunity cost of patients’ time associated
with receiving treatment is a further type of non-
health service cost. These time costs have often,
confusingly, been referred to as indirect costs
(Luce and Elixhauser, 1990a; Weinstein, 1990).
They may reflect two different costs, depending 
on the perspective (see the next section of this
chapter; p. 10). First, if a patient or individual
perspective is adopted, this may reflect the loss of
time to the individual in attending for treatment,
whether this is work time or non-work time. These
time costs are important if they affect the demand
for health services. For example, they may be
particularly important in screening programmes
where, if time costs are perceived to be too high,
they may be a barrier to attendance and ultimately
affect the efficiency of the programme (Sculpher
and Buxton, 1993; Torgerson et al., 1994).
Secondly, if a societal perspective is adopted, 
time costs incurred by individuals in receiving
treatment reflect the loss of production to society.
Unlike the productivity costs associated with
morbidity discussed below, there is agreement 
that patients’ time costs that are associated with
treatment should be included in the numerator
(costs) of a cost-effectiveness ratio.

Productivity costs may be separated into three
phases: treatment (as just discussed); morbidity
(incurred as a result of patients being ill); and
mortality (incurred as a result of death) (Gold et al.,
1996). As with patients’ time costs, the production
costs associated with patient morbidity as a result 
of treatment can be separated into: effects on the
patient (time off work, loss of leisure time); effects
on the employer (training and replacement costs);
and effects on society (production losses, whether
paid or unpaid) (van Roijen et al., 1996; Brouwer 
et al., 1997a,b). Even if patients take time off from
work while recovering from treatment, actual pro-
duction may not be affected because of the replace-
ment of workers and short-term absences (Koop-
manschap and Rutten 1993, 1996; Koopmanschap 
et al., 1995). Productivity may also be compensated
for if losses are avoided by returning to work (the
welfare effect of treatment) (Drummond et al.,
1997). Production costs associated with mortality
affect families of the deceased, the employer
(training and replacement costs) and society
(production losses, whether paid or unpaid).

BOX 6 Example of types of health service costs

Study context

A randomised cardiovascular screening and inter-
vention programme led by practice nurses aimed to
achieve reductions in blood pressure, cholesterol
concentration and smoking prevalence among
participants in the intervention arm and thus reduce
subsequent heart disease and stroke. Examples of the
different types of health service cost in this context are:

• direct costs of the whole intervention
– programme costs (nurse time, consumables,

buildings costs)
– drug costs
– broader health service costs (GP health checks,

other health checks)
– hospitalisations due to heart disease.

• general illness costs
– costs of treating other illnesses arising from the

intervention (e.g. where a visit to a practice nurse
identified other illnesses for which treatment 
was required)

– costs of treating other illnesses unrelated to 
the intervention (e.g. inpatient costs for an
unrelated accident).

• future costs
– related costs arising in years of life lived anyway

(e.g. the costs associated with the treatment of
stroke, if these are affected by the intervention)

– related costs arising in life years gained (e.g. the
costs of treating all coronary events in the life
years gained)

• trial costs
– costs of the research team and the costs of any tests

undertaken only for the purposes of the research.
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Although conceptually it is easy to distinguish
among these three phases, it is not straightforward
to do so from a practical measurement point of view.

The methodological issues surrounding productivity
costs are: whether they should be included; the
scope of their measurement; whether they are a cost
or an effect; and how they should be valued. Several
studies have rehearsed these issues (Olsen, 1994;
Koopmanschap et al., 1995, 1997; Ratcliffe, 1995;
Posnett and Jan, 1996; Brouwer et al., 1997a,b;
Johannesson and Karlsson, 1997; Weinstein et al.,
1997). Koopmanschap and co-workers (1995) argue
that productivity costs are relevant, provided the
estimates reflect the real changes in production 
due to disease. There are also ethical arguments for
excluding these costs because their inclusion may
appear to favour treatment interventions in persons
of productive age (Williams, 1992).

A further source of debate about whether pro-
ductivity costs should be included centres on the
potential inconsistency of adopting a societal
perspective within cost-effectiveness analysis. This
approach was adopted by Gold et al. (1996) and led
to a situation where some time costs (those arising
from treatment) were measured as costs, and other
time (or productivity) costs (those arising from
morbidity) were included in the outcome measure.
Others have argued that, because the outcome
measures in cost-effectiveness/utility analysis are
health specific (such as life years gained), the
opportunity cost of resources should be defined
solely in terms of health, thus implying the
exclusion of productivity costs (Gerard and
Mooney, 1993).

There is also debate about whether productivity
changes associated with morbidity should be
treated as a cost (in the numerator of the ratio) or
as a health effect (in the denominator of the ratio).
Those arguing for the productivity costs associated
with morbidity to be included in the denominator
of the cost-effectiveness ratio (that is, with health
effects), do so in order to avoid double counting
(Gold et al., 1996). Double counting may arise if,
for example, the impact on patients’ leisure time
when they are ill is captured in both the product-
ivity costs and the quality of life instrument. This
approach is strongly disputed by Brouwer and
colleagues (1997a,b), who argue that such an
approach misrepresents true productivity costs. 
The issues surrounding productivity costs is an 
area of costing where there is little consensus.

Future non-health service costs may also be incurred,
for example food and shelter costs in years of life

added (Gold et al., 1996). In theory, it is the net
economic burden of survivors on the rest of the
economy that is of interest (i.e. consumption minus
production; Gold et al., 1996). This therefore sug-
gests that these costs should be included. It is also
possible to argue that unrelated non-health service
costs could be omitted because, if these costs were
truly unrelated, then their consistent inclusion or
exclusion would only add or subtract a constant from
the cost-effectiveness ratio (Garber and Phelps,
1997). As with productivity costs, discussed above,
future non-health service costs may be excluded if
the measure of effect is restricted to health outcomes.

Non-resource costs
The most common type of non-resource cost is
transfer payments. These are flows of money from
one group in society to another, such as social
security benefits. They are a loss to the payer and 
a gain to the recipient. They involve no resource
consumption, therefore they are usually excluded
from economic evaluation, although the adminis-
tration costs associated with them should be
included (Gold et al., 1996). Transfer payments,
although not resource costs, may still be a relevant
factor from a governmental perspective because
government decision makers may want to know 
the impact of them on the flow of financial
resources (Drummond et al., 1997).

Potential factors influencing the
types of cost included
Arguments for including or excluding each specific
type of cost in an economic evaluation have been
discussed above. These arguments, as well as more
general factors, influence the decision on whether
these costs should be included. The decision may,
therefore, be a combination of several factors and
these are now discussed. They are not presented 
in any order of importance. As will become clear,
some investigators argue that economic welfare
theory alone should dictate which costs are
included and which approach is adopted. Others
are willing to adopt more pragmatic positions and
prioritise the type of costs included, only collecting
information on those costs that are relevant to
decision makers, or to prioritise costs in terms of
their importance. The factors influencing costs for
inclusion are summarised at the end of the section
in Box 7. Feasibility of measurement should not be
a criterion for deciding whether costs should be
included (Gold et al., 1996), although ease of
measurement clearly has implications for resource-
use measurement methods and this is discussed
later in this chapter (pp. 13–15).
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Economic welfare theory
Recently published articles have revisited the
economic foundations of cost-effectiveness analysis
(Garber and Phelps, 1997; Weinstein and Manning,
1997). These followed a concern that economic
evaluations, and their guidelines, were being per-
formed or developed in a manner that was incon-
sistent with economic welfare theory (Birch and
Donaldson, 1987; Birch and Gafni, 1992, 1994).
These concerns suggest that decisions on which
costs should be included should be based on
welfare economics alone, and that the concepts 
of opportunity cost and marginal analysis should
dictate what resources are included and how they
are measured and valued. The alternative, extra-
welfarist position is that the perspective of the
decision maker should influence design. If eco-
nomic welfare theory is the criterion for inclusion,
this implies that all costs, apart from non-resource
costs, would be included and, consequently, the
remaining criteria discussed in this section 
become irrelevant.

Perspective
Alternatively, the perspective, or viewpoint, of 
the analysis influences which costs are included
(Drummond et al., 1987; Davidoff and Powe; 1996;
Luce and Elixhauser, 1990a). Possible perspectives
include the health service and the decision maker,
such as the Government, the patient or society.
Additional perspectives are the clinician, patient
group or purchaser (Drummond and Jefferson,
1996). The adoption of a health service perspective
implies that only health service costs would be
included; the adoption of a decision-making
perspective implies that, for example, future 
health service costs may be excluded if the 
decision on whether or not to treat a future
condition is a separate decision from the one 
being addressed (Donaldson, 1990); the adoption
of a patient perspective implies that travel costs
would be included; and the adoption of a societal
perspective implies that productivity costs should
be included. Empirical studies, however, vary in
terms of their interpretation of the implications 
of the societal perspective for cost measurement.
For example, Phillips and co-workers (1994) stated
that they had adopted a societal perspective and
included productivity costs, while Mark and
colleagues (1995) stated they had adopted a
societal perspective but excluded productivity 
costs. The adoption of a societal perspective 
implies that all costs, except non-resource costs,
should be included, regardless of who incurs them.
A societal perspective therefore reduces the
likelihood of cost shifting because, for example, 
the non-health service costs borne by others, 

such as the patient or social services, are 
included. For this reason, some authors argue 
that a societal perspective should be adopted in 
all cases (Johannesson, 1995; Gold et al., 1996). 
The Canadian guidelines also recommend a
societal perspective (Canadian Coordinating 
Office for Health Technology Assessment, 1994).
Gold and co-workers (1996) argue that a reference
case should be used and that this should be from
the societal perspective, with any deviations from
this perspective explained and justified. Others
recommend collecting additional data so that the
analysis can be carried out from a number of
viewpoints (Canadian Coordinating Office for
Health Technology Assessment, 1994; 
Drummond and Jefferson, 1996).

Form of economic evaluation
The form of economic evaluation to be conducted,
such as cost–consequence or cost-effectiveness
analysis, also determines the costs included
(although it may not be possible to judge in ad-
vance what the most appropriate form of economic
evaluation will be; Donaldson et al., 1996). The
issue is that there should be consistency between
the breadth of the measurement of costs and
effects. As discussed under future health service
costs (pp. 6–7), if the effects relate to health,
as in cost-effectiveness and cost–utility analyses, it
has been argued that the costs included should
relate to health (Gerard and Mooney, 1993) and
thus, for example, productivity costs would not 
be included. This then relates back to the issue 
of perspective.

Double counting
A general consideration in identifying costs for
inclusion is to avoid double counting, that is,
counting the same cost twice or including an item
both as a cost and as an effect (Donaldson and
Shackley, 1997). The issue of double counting has
already been raised in the context of productivity
costs (pp. 8–9), but it applies equally to all types of
cost. The potential for double counting is greatest
in cost–utility analysis because some consequences
may have been included in costs (Johannesson,
1997). For example, a change in leisure time may
be captured in the quality of life instrument. The
potential for double counting therefore depends
on how healthcare and income losses resulting
from disease are financed and how the questions
assessing quality of life are phrased. If, when asked
questions relating to quality of life, respondents are
told to ignore the impact that a return to work has
on their income, then the morbidity effects on
productivity costs would not be double counted
(Drummond et al., 1997; Johannesson, 1997).
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Quantitative importance
For particular health service interventions, 
certain types of costs will be more quantitatively
important than others. For example, if evaluating
preventive programmes, then future costs may be
particularly relevant. Similarly, if evaluating mental
health service interventions, costs on other public
sectors budgets are likely to be important. In
principle, resources that are large enough, either
individually or collectively, to have an impact on
the cost-effectiveness ratio should be included
(Gold et al., 1996) and this should therefore be
used as the definition of quantitative importance.
This may arise as the result of a small number of
resources being consumed by a large number of
patients, or a large number of small differences
across resource elements may affect the compari-
son of alternatives. Similarly, cost-generating 
events with high unit costs may not necessarily
dominate the total cost. Cost-generating events 
with relatively modest unit costs may make an
important contribution to the total cost if they
occur sufficiently frequently (Spiegelhalter et al.,
1996). On p. 7 it was noted that the decision 
on whether to include future health service and
non-health service costs could be based on their
expected impact on cost-effectiveness. The quanti-
tative importance of future costs will, however, be
reduced by discounting future costs to present
values (Donaldson, 1990). Pretrial modelling 
could be used to establish likely quantitative
importance (Sculpher et al., 1997).

If there is no quantitative difference in the
magnitude of a type of cost between the arms 
of a trial, the common resource use could be
excluded from measurement because it would 
not affect the choice between the given inter-
ventions. If, however, comparisons of absolute 
cost are likely to be made with other interventions
outside the initial comparison, then excluding
common resource use may not be appropriate
(Drummond et al., 1997).

The use of quantitative importance as a criterion
may be misleading. First, some studies have 
omitted certain costs, stating that they are unlikely 
to have an ‘appreciable effect’ on the cost-
effectiveness ratio (Jonsson and Weinstein, 
1997), but what can be considered ‘appreciable’ 
is often left undefined and is inevitably subjective.
Secondly, if the interest is in the quantitative
impact on the cost-effectiveness ratio rather than
total cost, it ignores the relationship between 
costs and effects. Small differences in costs 
are important if there are small differences 
in effect.

Attribution
An important design issue is whether to include 
all resource use or only that related to the disease
(Jonsson and Weinstein, 1997). Determining
whether or not resource use is related is often a
subjective decision and depends on whether its use
can be attributed to the disease. The attribution 
of costs, although particularly relevant for future
costs and general illness costs, is relevant for all
types of cost.

Attribution depends on at least two factors: 
first, having an understanding of the reasons why
resources are consumed; and, secondly, having
clearly defined criteria for attribution. It is not
always easy, however, to define attribution accord-
ing to the underlying clinical reasons for the use 
of health service resources (Schulman et al., 1996b)
and the dividing line between whether or not a 
cost is attributable is often arbitrary and subjective
(Hurley et al., 1995).

Empirical studies have handled attribution
differently. In an economic evaluation of anti-
coagulant therapy after myocardial infarction, 
costs of fatal events occurring outside the hospital
were excluded from the analysis but the reason for
this decision was not reported (van Bergen et al.,
1995). In an economic evaluation of treatment 
for menorrhagia, attribution of resource-use 
events was determined by clinicians (Sculpher 
et al., 1996a).

Rather than addressing attribution, information 
on all health service resources used by patients in 
a trial could be collected, including those resources
expended on treating other diseases (Schulman 
et al., 1996b). The inclusion of all health service
resources avoids the neglect of any unexpected
resource use that may be causally related to the
interventions being compared (Jonsson and
Weinstein, 1997), but the risk is that a few 
high-cost events will ultimately dominate the 
total cost.

The purpose of costing within a trial is that all
confounders have been removed so that differences
in cost can be attributed to the intervention and
attribution may be resolved by the randomisation
procedure in a trial. Schulman and co-workers
(1996b) argue that any difference between two
treatment arms would be attributable to the study
drug if true randomisation were achieved. This
would only be the case, however, if the trial had
been powered to detect this difference and if the
sample size was sufficient for the randomisation
process to control for these factors. Other health
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service visits have been shown to be highly variable
and therefore to require larger overall sample sizes
(Wonderling et al., 1996a). This issue is considered
again later in this chapter (pp. 15–17). An alterna-
tive way of handling the attribution issue would be
to adopt the approach used for clinical data, with
attribution decided by a panel on a blinded basis. 
A pragmatic approach to handling the issue of
attribution is to present all costs as well as attempt-
ing to determine their attribution. Further research
on the implications of alternative criteria for
attribution is required.

Time horizon
The time horizon is the period of time for which
costs and effects are measured. If a shorter time
horizon is used then future costs would not be
included. The time horizon of the economic evalu-
ation will be determined partly by the duration of
the trial, but also by the perspective of the study
and the period of time for which the decision
maker has an interest, which may be longer than
the trial follow-up period (Davidoff and Powe,
1996). Although the analysis can be performed for
a number of time horizons, a long-run perspective
has been recommended (Gold et al., 1996). This 
is because the longer the time period, the greater
the number of costs that change or that are vari-
able. Resource use may change over time or new
resource items may be consumed, ultimately
affecting the direction and magnitude of 
cost differences.

Limiting the costs of analysis to a fixed period 
after the intervention may introduce bias into the
cost comparison, especially if a disproportionate
amount of resource consumption is made near
death (Dranove, 1995). This is particularly rele-
vant in advanced cancer clinical trials where, 
in general, high costs are incurred during the
terminal phase of the illness (Bonsel et al., 1993).
Sculpher and colleagues (1994) showed that cost
advantages change over time and found angio-
plasty to reduce the initial costs for treatment of
angina compared with coronary artery bypass
grafting, but that the need for subsequent
procedures after angioplasty reduced the balance
of cost advantage after 2 years. This result 
occurred because of differences in retreatment
rates. It is possible for the cost gap to change over
time because of learning effects (Kesteloot and
Penninckx, 1993; Dranove, 1995; Langkilde 
and Sogaard, 1997). Rather than collecting data
over a longer period, an alternative approach is 
to model results beyond the end-point of the 
trial. Modelling approaches are discussed in
chapter 4 (pp. 32–33).

Measuring resource use
Identifying key cost-generating events
It is not necessary to collect detailed resource-
use information for each patient. The key cost-
generating events can be measured, for example, 
a day in hospital or a visit from a social worker.
Thus, cost-generating events can occur for both
health and non-health service resources. Identify-
ing the cost-generating events requires some prior
understanding of the treatments and procedures
associated with the interventions. If the key cost-
generating events can be determined in advance,
then it may be possible to collect data for these
events only. These events are likely to be those 
that have a high unit cost or those with a small 
unit cost and high frequency.

The advantages of identifying key events in 
advance are that it limits the data collection effort
(Morris and Goddard, 1992; Knapp and Beecham,
1993; Howard et al., 1995), reduces the likelihood
of the accuracy of the data being affected (Morris
and Goddard, 1992; Drummond, 1994), limits the
burden placed on patients (Spiegelhalter et al.,
1996), and may reduce research expenditure
(Drummond and Stoddart, 1984; Spiegelhalter 
et al., 1996). The aim is to minimise data collection
while maximising the ability to measure the
difference in costs (Howard et al., 1995).

The definition of key cost-generating events 
can be based on the criteria shown in Box 8 and
discussed below.

If the resource-use items that are likely to vary
between the arms of a trial can be predetermined,
any events common to both arms may be treated 
as deterministic (O’Brien et al., 1994). Similarly,
resource-use data collected during the trial could
be for those events that vary unpredictably from
patient to patient (Drummond and Stoddart, 
1984; Drummond and Davies, 1991; Howard et al.,
1995) or between patients within arms. Events 
such as hospitalisation may involve predictable

BOX 7 Summary of potential factors influencing 
the costs included

• economic welfare theory

• perspective

• form of economic evaluation

• double counting

• quantitative importance

• attribution

• time horizon.
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combinations and sequences of resource use and
therefore may not require measurement directly
from patients (Clark et al., 1994). It has also been
suggested that, if items do not contribute a large
amount to the total cost, they could be estimated
rather than collected (Spiegelhalter et al., 1996).
Others argue that resource consumption that is
either individually or collectively large enough to
have an impact on cost-effectiveness should be
included (Gold et al., 1996). Before determining
which precise cost-generating events to record, 
the investigator needs to develop specific hypo-
theses about resource use (see below, p. 15).

Several methods can be used to determine the key
cost-generating events in advance (Box 9). Previous
studies may highlight the parameters that are the
main determinants of cost (Backhouse et al., 1994).
Pretrial data collection may indicate the range of
resources to be considered (Drummond and
Davies, 1991) or pilot studies could be conducted
(Morris and Goddard, 1992; Drummond, 1996;
Drummond and Coyle, 1997). In the case of a
pharmaceutical trial, Phase II studies should
provide valuable information for designing the
Phase III studies. Models may be used to highlight
the key variables (Sheldon, 1996; Sculpher et al.,
1997). Expert opinion could also be used to
identify the major resource items expected to be
consumed by patients (Schulman et al., 1996b).
Claxton and Posnett (1996) suggest that the
decision could be based on the marginal value 
of information provided by each event.

The composition of the total cost, and thus the
contribution of key cost-generating events to total
cost, has been examined empirically. Studies have
used detailed cost data to explore the extent to
which total cost might have been predicted from
collecting data on fewer events (Knapp and
Beecham, 1993; Whynes and Walker, 1995). In a
mental health context, a list of 21 cost items was
reduced to five, which still accounted for 94% of 
the total cost (Knapp and Beecham, 1993). The
authors argued that the use of a reduced list of 
cost-generating events is appropriate if the interest
is in a broad order of magnitude of costs rather
than variation in costs between patients. In an 
acute setting, Whynes and Walker (1995) 
developed a reduced list of four items from an
initial 14, which accounted for 95% of the total 
cost. They concluded, however, that, because
between-patient variation in cost was wide, the
reduced-list approach concealed important cost
variation between patients. Schulman and co-
workers (1996b) decided not to collect frequently
performed but low-cost items such as routine 
blood tests on the basis of data showing that the
tests made up only 1.8% of the total procedure 
costs for these patients.

Units of resource-use measurement
Resource-use quantities can be defined in 
different ways. Methods of resource-use data
collection are discussed in detail in chapter 3 but,
before discussing the methods used, the units of
measurement need some consideration.

Health service resource use is usually measured in
physical units, such as hours of staff time or doses
of a drug. A related aspect is whether to measure
the intensity as well as the frequency of resource
use (Clark et al., 1994), so, for example, the
duration of a GP visit may be of interest as 
well as the number of GP visits.

A further aspect is whether to measure the 
change in resource use by measuring the average
resource use of interventions A and B or by
measuring the increment directly. The former
approach is more common but the latter has 
also been used (Bryan et al., 1995a) and requires 
an obvious baseline.

The units of resource measurement are also
relevant when considering the variability in 
cost data. If the units of resource-use measure-
ment are detailed, this may lead to higher
variability and have implications for sample 
sizes; this is discussed later in this chapter 
(pp. 16–17).

BOX 8 Potential criteria for defining key 
cost-generating events

• variation in the frequency of events between arms 
of the trial

• variation in the frequency of events between
patients within arms

• impact on cost/cost-effectiveness ratio

• consequences if data are not collected on the event

• hypotheses about events.

BOX 9 Possible methods for identifying key 
cost-generating events

• reviewing previous studies

• pretrial data collection

• pilot testing

• modelling

• expert opinion

• determining marginal value of information.
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Relating resource-use measurement 
to valuation
Unit costs are attached to resource quantities 
to estimate costs. Therefore the definition of
appropriate resource quantities must relate to 
the unit costs available. This will then affect the
level of detail at which the unit costs have to be
measured. This is true for both health service
resource use and non-health service resource use,
such as time. Although the purpose of this report 
is not to review alternative methods of unit cost
estimation, some brief points are necessary to
address the relationship between resource-use
measurement and unit costs. Sources of unit 
cost data are noted briefly later in this chapter 
(p. 18).

There is a spectrum of detail (or precision of
measurement) of unit cost data (Canadian
Coordinating Office for Health Technology
Assessment, 1994; Drummond et al., 1997). The
ends of the spectrum have been described as gross
costing and microcosting (Gold et al., 1996). Gross
costing is where resources are identified at an
aggregated level and a unit cost is attached. For
example, the number of hospital days could be
measured and valued by the unit cost of a hospital
day. In microcosting, resource use is identified at 
a detailed level and a unit cost is attached to each
resource. For example, staff time spent adminis-
tering a drug could be measured and valued by
staff cost per hour.

It is therefore important to ensure at the design
stage that unit costs are available to attach to the
chosen measurement of resource quantities. A
microcosting approach may require the estimation
of separate unit costs for capital and overhead
items. Methods for carrying this out are discussed
elsewhere (Donaldson and Shackley 1997; Drum-
mond et al., 1997). Similarly, if a resource has been
measured at an aggregated level, such as a hospital
day, then an appropriate unit cost per hospital 
day must be available. Unit costs used with gross
costing may include per diem costs (Donaldson 
and Shackley, 1997), which incorporate capital 
and overhead items. The decision on the level of
costing (microcosting or gross costing) depends 
on the availability of unit cost data and the effort 
to be put into collecting data on unit costs. In 
some cases, unit cost calculation may require 
some resource-use information.

There is a similar relationship between the
measurement of non-health service costs and 
their valuation, in that measurement depends 
on available valuations. Published unit costs of

social services are available (Netten and Dennett,
1996). When patients travel by car, costs are
measured in miles and valued by a mileage rate.
Time costs are estimated by valuing the time by 
the opportunity cost of forgone activities, such as
work or leisure. The methods employed usually
distinguish between working and non-working
time, with work time valued by wage rate and 
non-work time valued either by a constant value
(Sculpher and Buxton, 1993) or a fraction of the
wage rate (Torgerson et al., 1994). Production
losses can be measured in terms of days lost and 
a value attached to this (Drummond et al., 1997).
The valuation of production losses is a source 
of controversy. Traditionally, the human capital
method is used, which utilises the wage rate as a
measure of lost earnings. The argument for using
the wage rate is based on the neoclassical viewpoint
that wages equate to marginal productivity, with the
assumption of a full rate of employment (Brouwer
et al., 1997a). An alternative valuation method
suggested is the friction cost method (Koop-
manschap et al., 1995; Koopmanschap and Rutten,
1996), which takes labour market conditions, such
as unemployment and replacement, into account.
The methodological issues surrounding the
measurement and valuation of costs incurred by
other public sector budgets, such as mental health
services, are discussed by Knapp and Beecham
(1990). The particular methodological issues
involved in the measurement and valuation of
informal care are discussed by Smith and Wright
(1994). These issues include the potential benefits
as perceived by carers. They argue that studies
attempting to include informal care costs have 
used inconsistent methodologies.

Timing and frequency of resource-
use measurement
If the timing of resource-use data collection is
addressed at the design stage, the opportunity to
coincide it with the collection of clinical data can
be maximised (Morris and Goddard, 1992). It is
not necessarily the case that data can be collected
only when events occur, that is, be resource driven.
In many clinical trials, resource-use data can be
collected together with quality of life data, when
data collection is effects driven. It is important to
note that, if using this approach, quality of life data
are often assessed on a calendar basis rather than
on an event basis (when events occur). Alterna-
tively, it may be more appropriate to time data
collection so that it is consistent with the trial
period. It may be possible to build upon the trial
data collection procedures in order to collect
resource-use data (Drummond et al., 1997), thus
driving data collection by the trial protocol or
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schedule. If this data collection is not coordinated
and integrated with trial data collection, it may 
be carried out in parallel (Mauskopf et al., 1996),
but this may increase the burden on the patient 
in terms of the completion of multiple data 
forms. There are therefore three possible options
for determining the timing of data collection 
(Box 10).

A further point to consider is the intervals of 
data collection. With the resource-driven approach,
the time cycle of disease determines the intervals.
With the other approaches, the time cycle of
disease should be considered in addition to the
ability of patients to recall information over
intervals. Recall is discussed further in chapter 3
(pp. 22–23). Gorsky (1996), in costing an HIV
counselling programme, suggested data collection
intervals of 1 week. Schulman and co-workers
(1996a) collected data biweekly. Time sampling
techniques for events that occur frequently can be
used and 2-week sampling is often utilised for drug
use. Alternatively, respondents could be asked to
report resource use for short periods of time that
are easy to remember; this information is then used
to estimate resource use over a longer period
(Clark et al., 1994).

Sampling strategy

Sampling decisions have to be made in order to test
hypotheses and to estimate confidence intervals for
cost differences or cost-effectiveness.

Hypothesis testing or estimation
Whether to adopt an hypothesis-testing or an
estimation approach is part of a wider debate in
health services research (Gardner and Altman,
1986); thus no correct approach exists. The
hypothesis-testing approach aims to test differences
between groups in the outcome variable of interest,
according to a chosen level of statistical signifi-
cance. Hypothesis testing places emphasis on the
statistical significance of results in isolation from
the magnitude of the size of effect (O’Brien et al.,
1994). In contrast, an estimation approach focuses

on the precision and the magnitude of difference
of the estimate. An estimation approach is often
preferred because assessing a relevant quantity is
more informative than significance value. Con-
fidence intervals indicate the level of precision, 
or uncertainty, associated with an estimate and
convey more information than statistical tests of
significance. A potential advantage of confidence
intervals is that statistical significance can also be
inferred from them; for example, if a 95% con-
fidence interval around a difference includes zero,
then the groups compared are not statistically
significantly different at the 5% level (O’Brien 
et al., 1994). Furthermore, some studies may be 
set up to generate an hypothesis rather than to 
test one.

Sample sizes
The calculation of sample sizes to test for
differences in clinical outcomes between groups 
is based on the minimum number of observations
required to detect a given predetermined clinically
important difference, with a given power, at the
conventional level of statistical significance or 
a prespecified level of precision of estimation.
Separate sample size calculations based on
detecting differences in economic outcomes 
are not common and therefore sample sizes 
are often still based on the clinical outcomes
(Drummond, 1994).

Economic outcomes require their own sample size
calculations, based on economically important
differences (Bonsel et al., 1993), to detect differ-
ences between the interventions in terms of cost-
effectiveness, costs or resource use. Ideally, sample
sizes are calculated to estimate or test for differ-
ences in cost-effectiveness but this is technically
difficult because it requires that the distinct
features of the incremental cost-effectiveness 
ratio are taken into account. These features are
discussed below. Thus, to date, the determination
of sample sizes to detect differences in cost-
effectiveness has not been fully explored. The 
steps used for calculating sample sizes for eco-
nomic outcomes will now be discussed. Those 
for calculating sample sizes are summarised at 
the end of this subsection in Box 11.

The first step is to specify an hypothesis. If an
hypothesis-testing approach has been adopted, 
an hypothesis has to be specified to test for differ-
ences in resource use, costs or cost-effectiveness
(Coyle, 1996), which also requires specification 
of an alternative hypothesis. If the important cost-
generating events have been established, then
sample sizes can be based on detecting differences

BOX 10 Determining the timing of resource 
data collection

• resource driven: collect when events occur

• effects driven: collect when quality of life data 
are collected

• schedule driven: collect when trial protocol 
events occur.
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in these individual events rather than on 
detecting differences in total cost (Drummond 
et al., 1997). Separate sample size calculations are
often required for different types of costs, such 
as patient time costs, and these imply different
sample sizes (Drummond and O’Brien, 1993). If
sample size calculations are based on testing for
differences in cost-effectiveness, then this should
take into account the distinct features of the 
cost-effectiveness ratio. One feature of the cost-
effectiveness ratio is that the numerator of the 
ratio comprises many cost-generating events that
have been multiplied by their unit costs. A second
feature of the cost-effectiveness ratio is that it is a
ratio of two variables with separate and non-
independent variances (Mullahy and Manning,
1995; Mullahy, 1996). This requires the use of a
formula for determining the variance of the ratio
(O’Brien et al., 1994; van Hout et al., 1994). Willan
and O’Brien (1996) have demonstrated that it may
be possible to use Taylor’s expansion to estimate
the required sample sizes. At present, the estim-
ation of sample sizes to test for differences in 
cost-effectiveness is not common.

The sample size calculation also requires selecting 
a level of statistical significance and the power the
study will have in order to detect differences. Gray
and colleagues (1997) found that, once the differ-
ence has been defined, some clinical trials have, in
fact, been too small (or underpowered) to detect
the required differences in costs. Other studies
have used small sample sizes without discussion 
of power issues (Drummond et al., 1991).

The second step is to determine an economically
important difference. This involves specifying the
minimum difference in resource use, cost or cost-
effectiveness that is considered quantitatively
important (Drummond and O’Brien, 1993). There
is no consensus on what constitutes this difference.
Drummond and O’Brien (1993) suggest that an
important cost difference would be any difference
greater than the costs of changing to a new method
of treatment. Coyle and co-workers (1995) note
that, if the difference is an absolute amount rather
than a proportion, the economically important
difference depends on the magnitude of the total
cost. A small cost difference may be more import-
ant to interventions with relatively low total costs.
Torgerson and colleagues (1995) base the sample
size calculation on the difference in effect that
would be cost neutral between alternatives. This
results in a minimum sample size required to 
detect a stated difference in effect. If the important
difference is seen in terms of cost-effectiveness 
then the maximum acceptable incremental 

cost-effectiveness ratio has to be specified. 
Laupacis and co-workers (1992) suggest a thres-
hold of important difference in cost-effectiveness
that would represent good value for money
(Canadian $20,000 per quality adjusted life year).
This approach was not, however, concerned with
statistical considerations and has been criticised 
for not being based on economic theory (Gafni
and Birch, 1993). An economically important
difference could be one that is deemed to be 
policy relevant (Drummond et al., 1997).

The third step is to assess existing knowledge on
the variability in, and distribution of, resource-use,
cost or cost-effectiveness data. The ability to con-
duct sample size calculations will depend on prior
knowledge of the variability of resource use or
costs. Data from previous studies could be used to
inform sample sizes (Bonsel et al., 1993). If data are
unavailable, pilot studies could be performed. The
limitations of using pilot studies include restricted
follow-up, small sample sizes and low power (Wittes
and Brittain, 1990), and these should be recog-
nised when using such an approach. In a study by
Schulman and colleagues (1996a), no pilot data
were available to calculate the required sample 
for the secondary economic end-points but, in
order to minimise the chance of too little power,
multivariate analyses of costs were planned as an
alternative to testing for differences between treat-
ments. Drummond and Coyle (1997) simulated a
pilot study by analysing data collected over the first
3 months of a study and found that the pilot study
identified important cost-generating events but was
limited in calculating sample sizes because some
knowledge of unit costs was required a priori.

The variability (or dispersion) in cost-generating
events should also be considered at the design 
stage because over-dispersion of events may 
require larger sample sizes (Spiegelhalter et al.,
1996). As noted above, variability may depend 
both on the units of resource measurement used
and the number of events measured. If detailed
measurement is used and there is high variability,
this implies a large sample size. For example, if 
the costs being measured include all health service
costs, then the sample size required to detect
differences in total costs (defined as including 
all health service costs) may be larger than that
required to detect differences in costs excluding
these costs (Wonderling et al., 1996a).

As a result of high variability in resource use, 
a larger sample size may be required for the
economic outcomes than the clinical outcomes 
in order to show a difference between groups
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(O’Brien et al., 1994; Drummond et al., 1997). 
This introduces important ethical considerations
(Drummond, 1994; Gray et al., 1997). It has been
proposed that the level of statistical significance
used to test for differences in economic variables
may have to be reduced in order to keep the
clinical and economic sample sizes the same
(Drummond et al., 1997).

Sample size calculations should also take into
account the distribution of the data (O’Brien 
et al., 1994). If raw data are available on which to
base a sample size, they should be examined to 
see if the distribution is normal. If it is not normal
then either transformation is necessary before
estimating the sample size (Gray et al., 1997) or 
a non-parametric sample size calculation should 
be performed. Other forms of sample size
calculation may be carried out, such as a formula
based on testing the differences between means 
but controlling for covariates, as used by 
Schulman and co-workers (1996a).

Sampling
As previously discussed (pp. 2–3), it may not be
necessary to collect all resource-use data from all
patients; some resource-use data could be collected
from a subsample of patients only. This may be a
useful approach for data for which there is no prior
knowledge and which is hypothesised not to vary
between patients, and in order not to overburden
patients with data collection. If it is the case that
there is a lack of knowledge and it is not feasible 
to collect data on the whole sample, then it may be
worth while to perform a more precise costing on 
a small sample in order to provide a more detailed
profile of events on a random sample (Spiegel-
halter et al., 1996). Data could also be collected 
on a subsample of patients from outside the trial if
there is no reason to expect a difference between
the trial and non-trial samples (Howard et al.,
1996). It is usually the case that unit costs are
collected from outside the trial (Drummond, 1994)
(discussed later in this chapter; pp. 18–19). If
resource-use data were collected from outside the
trial, however, the sample from outside the trial

would have to have clinical characteristics
comparable with the patients within the trial
population. This problem could be lessened if
investigators use the trial eligibility criteria to select
subsamples. The mechanism for the selection of
subsamples is an important issue but it is one that
has not been addressed in the literature.

Centre selection
A number of important issues arise when
considering multicentre (and multinational) trial
designs. Multicentre studies are often conducted 
to improve the statistical power of studies so that
they can be performed over a shorter time. Multi-
centre economic evaluations have the advantage 
of allowing for variations in practice and character-
istics, that is, for heterogeneity (Coyle, 1996). 
The choice of centres for inclusion is often deter-
mined by the investigators on the basis of where
data are easiest to collect rather than the repre-
sentativeness of the centre. Centre selection
introduces issues of generalisability of results and
transferability of results across settings. Issues
associated with costing in multicentre trials are
summarised in Box 12.

Multicentre clinical trials raise the issue of hetero-
geneity across centres, which has implications for
whether economic data can be pooled. Differences
in resource use, unit costs and outcomes may occur
and introduce economic bias. This may suggest that
it is necessary to randomise patients to centres but
this is recognised as being difficult for two reasons
(Ellwein and Drummond, 1996). First, sources of
bias may not be known in advance and, secondly, it
may not be feasible. Although heterogeneity can be
addressed at the analysis stage (see chapter 4; 
pp. 29–30, 32–34), the centres selected for the trial
may need to be given more careful consideration if
they differ in their economic characteristics. Some
studies may have a sufficient number of centres to
describe variation in centre characteristics statistic-
ally. In selecting centres, a definition of what a
representative centre can be taken to be is required
(Johnston et al., 1997). A possible approach to centre
selection would be to stratify centres by factors that
are expected to account for economic differences,

BOX 11 Steps in calculating sample sizes

• set up a hypothesis to test for differences in
resource use, costs and cost-effectiveness at a
specified significance level and power

• identify an economically important difference

• determine prior knowledge on variability and
distribution of cost data from previous studies 
or from pilot studies.

BOX 12 Costing issues in multicentre trials

• Do centres differ in terms of their economic
characteristics?

• If centres differ, should resource-use data be
collected at all centres or for a subsample?

• If centres differ, should unit cost data be collected
from all centres or for a subsample?
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for example, rural/urban or high/low occupancy
rates or teaching/non-teaching hospitals.

Disagreement exists about the extent to which 
both resource-use and unit cost data need to be
collected from all centres or countries participating
in a multicentre trial. If centres are likely to differ
in terms of their economic characteristics, then
resource use should be collected from all centres,
otherwise the items of resource use that are likely
to differ between centres should be collected. If
collecting resource-use data from each centre, this
has implications for sample size within each centre
(Coyle, 1996) and the design of the study. For
example, if the unit of randomisation is the centre
(cluster randomisation) rather than the patient,
this has implications for sample size calculations.

Calculations of unit costs for each centre may 
not be necessary if detailed resource-use data have
been collected (Coyle and Drummond, 1996). The
Australian guidelines also argue for a single set of
unit cost data (Commonwealth of Australia, 1995).
Some empirical studies have used the same unit
cost data for all centres, arguing that using centre-
specific unit cost data would conceal differences in
resource use (Ratcliffe et al., 1996). Centre
selection may be a source of bias in unit cost
measurement (Jacobs and Baladi, 1996). Unit costs
may differ by centre for several reasons, including
geographical variation, with, for example, the
expectation of higher unit costs in locations in
London compared with those elsewhere in the UK
(Sculpher et al., 1994). Variation in unit costs
between centres and countries may also arise
because of differences in relative prices, and
opportunities to deploy resources may differ from
place to place (Drummond and Jefferson, 1996).
Schulman and colleagues (1996b) argue that the
unit costs from single centres in a multinational
economic evaluation may reflect neither the
average unit costs nor the true variation in unit
costs and thus unit costs from all centres should be
used. Unit costs may also differ if operational
efficiency levels and capacity are different (Ellwein
and Drummond, 1996). The effect of throughput
and capacity on cost and cost-effectiveness can 
be examined using sensitivity analysis (Sculpher 
et al., 1992).

Menzin and co-workers (1996) conducted a 
multinational economic evaluation and collected
resource-use data from a single country and unit
costs of resources from all the individual countries.
In addition, two key resource parameters were
identified in the early stages of the evaluation,
which were then collected in all countries. In a

multinational economic evaluation conducted 
by Schulman and colleagues (1996a), unit costs of
resource use were collected from one centre only,
but differences across centres were addressed by
generalising the results using sensitivity analysis.
Drummond and co-workers (1992) found that cost-
effectiveness was affected by practice patterns and
payment systems, and identified differences across
centres in terms of resource use and relative prices.
In examining centre differences, a recognition of
the potential relationship between resource use
and unit costs is required because, if unit costs are 
a function of resource use at individual centres, 
this implies that centre-specific unit costs should 
be used.

Data required from outside 
the trial
Data other than that derived from the trial is
required in order to perform the economic
evaluation (Powe and Griffiths, 1995; Rittenhouse,
1995, 1997). There are several reasons for this,
which are now discussed.

Unit cost data
In practice, unit costs of health service resources 
are derived from outside the trial from a variety of
sources. If a microcosting exercise is performed,
unit costs are most likely to be derived from the
local hospital finance departments. For gross
costing approaches, published costs in previous
economic evaluations or other published cost data
may be used (British Medical Association/Royal
Pharmaceutical Society of Great Britain, 1996;
Office of Health Economics, 1997a; Netten and
Dennett, 1996). Sources of unit cost data in the 
UK differ from other countries, particularly the
USA, where charge data are readily available and
valuation issues focus on cost to charge ratios
(Copley-Merriman and Lair, 1994). Discrepancies
between charges and cost data have been exam-
ined elsewhere (Cohen et al., 1993). In the UK,
most hospitals have extracontractual referral 
tariffs, which might be seen as corresponding to
American charges, but may not reflect the costs 
of the bulk of patients covered under large
contracts. There is also a growing database of 
costs per health care resource group (CHKS, 
1996). In the UK, there is likely to be a growing
availability of cost data with the development of 
the reference cost schedules by the Department 
of Health.

The quality of the unit cost data is important and
biases in unit cost measurement may exist (Jacobs
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and Bachnynsky, 1996) in addition to centre
selection bias (noted above, p. 18). There are at
least three additional sources of bias in unit cost
measurement, but these could be adjusted for by
using sensitivity analysis (Jacobs and Baladi, 1996).
First, a scale bias may exist if it is assumed that the
marginal and average costs are the same. The
difference in these two estimates is discussed by
Goddard and Hutton (1991). Secondly, there may
be a methods bias if the methods used lead to
different cost estimates. Thirdly, a casemix bias may
exist if costs are based on a particular type of
patient only. Furthermore, unit costs should
theoretically reflect opportunity costs, although
they often do not. Some studies have, however,
explored the valuation of staff resources in terms of
opportunity cost (Hughes et al., 1996; Ratcliffe et
al., 1996). They have done this noting that an
opportunity cost is only incurred if staff time
released is used in an alternative way. Staff costs can
be valued at zero opportunity cost in a sensitivity
analysis if no alternative use exists.

Data required to generalise results
A commonly cited limitation of clinical trials is 
the low external validity of the results, that is, the
low level of generalisability to other populations
and settings (Bailey, 1994; Davis, 1994; Rubins,
1994; Fayers and Hand, 1997). This usually refers 
to the distinction between efficacy and effectiveness
(Simon et al., 1995) but it applies equally to cost
data. Factors limiting external validity include the
fact that the clinical outcomes realised in a non-
trial setting may be different owing to different
locations, differences between the trial protocol
and routine practice, and atypical patient com-
pliance within clinical trials (Drummond and
Jefferson, 1996). It is important, therefore, to
generalise from the trial to usual practice, or 
other settings, for policy-making purposes 
(Glick et al., 1988; Neumann and Johannesson,
1994; Bryan and Brown, 1997; Mason, 1997; 
Phelps, 1997).

At the design stage, the extent to which external
validity can be maximised should be considered;
this may involve collecting additional data. For
example, information on normal clinical practice 
at the trial site could be collected so that the user 
of the study could translate results to their own
circumstances (Drummond et al., 1996). Ritten-
house (1997) proposes using sensitivity analysis or
modelling as a way of making adjustments to data
collected from the trial situation. It may be possible
to generalise using data from other studies, but 
this requires the consistent reporting of data 
(Rigby et al., 1996).

Data required to model long-term
outcomes
Clinical trials are usually conducted for a limited
period of time, yet the real interest may be in
examining the costs and benefits over a longer
period (Sheldon, 1996). Trials often employ
intermediate health outcomes, whereas economists
want to focus on ‘final’ outcomes (O’Brien, 1996).
Consequently, some form of modelling may be
required to extrapolate beyond the end-point of
the clinical trial and to adjust or supplement the
original data (Drummond and Jefferson, 1996).
Sheldon (1996) argues that extrapolation is not 
a reliable substitute for longer follow-up, but it is
also argued that failure to use models to extra-
polate results may lead to greater errors (Gold 
et al., 1996). Modelling can therefore be seen as 
a pragmatic response to the problem of limited
time horizons. Data will therefore be required to
populate the model. Forms of modelling are
addressed in chapter 4 (pp. 32–33).

Analysis plan

An analysis plan for costing is useful in finalising
study design. This should include details of the
descriptive and multivariate analyses planned 
and the modelling approach, if any, to be adopted
(Mauskopf et al., 1996). They should also explain
how resource-use and unit cost data are to be
synthesised (Coyle et al., 1995) and how missing
data are to be handled. It may not, however, be
possible to predetermine the precise form of
economic analysis to be conducted in the analysis
plan (Donaldson et al., 1996) because the final
form of analysis is conditional on whether the
clinical effect is the same, better or worse
(Drummond et al., 1997). The criteria used 
to choose between the forms of economic
evaluation should, however, be stated in the 
analysis plan.

Summary

Design issues address the types of cost to be
included, such as health service costs, trial costs,
future costs and productivity costs. The decision
about which types of cost to include depends on
the seven key factors already identified:

• possible links to economic welfare theory
• the perspective to be adopted
• the form of economic evaluation
• avoidance of double counting
• the quantitative importance of the type of cost
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• whether the cost can be attributed to 
the intervention

• the time horizon of the study.

The collection of detailed data on resource use 
for all patients may not be necessary and key cost-
generating events can be measured. These can be
defined as where there is variation in the frequency
of events between the arms of the trial or between
patients within arms. Determining sample sizes for
detecting differences in costs or cost-effectiveness
involves identifying an economically important
difference and having information on the vari-
ability of cost data from previous studies or from
pilot studies. A further sampling issue to be

addressed in multicentre trials is the selection of
centres and whether resource-use and unit cost
information should be collected from all centres.

The main design issues where there is a lack of
consensus include the measurement of productivity
costs and whether future costs, particularly future
health service costs in life years gained, should 
be included. Attribution is an important consider-
ation for including costs, but the implications 
of alternative criteria for attribution need to be
further developed. Sampling issues need addi-
tional research, including the issue of centre
selection and determining sample sizes for 
cost-effectiveness.
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In this chapter, a number of issues relating 
to alternative data collection methods are

discussed. Data can be collected on either a 
patient-specific or a non-patient-specific basis. 
Modes of collection include:

• patient self-report (by interview, questionnaire,
case record forms, diary cards, standardised
instruments)

• health records (including patient notes)
• administrative databases
• expert panels.

The data collection methods adopted may differ
according to the types of resource-use information
being collected, such as health service resource use
or patient time costs. All modes of data collection
can be used with prospective designs, where data
are collected when an event occurs, and with
retrospective designs, where data are collected 
after the event has occurred. The method of data
collection adopted will also affect research costs
and response rates.

Patient-specific resource-use data
from patients
Interviews, questionnaires and case
record forms
Interviews may be either face to face or conducted
by telephone. The latter method has been used to
collect resource-use data (Mark et al., 1995). Anie
and co-workers (1996) describe the development 
of a computer-assisted telephone interview to
collect morbidity and drug-use information from
asthma patients. They tested the validity of this
interview against face to face interviews and
concluded that it can provide a repeatable and
efficient measurement of drug use and health. 
In general, authors do not report or test the 
validity of the methods used.

Questionnaires may be administered by post or
given to patients to complete when they attend 
for their appointments. Postal questionnaires may
be a cheaper method of data collection compared
with interviews (Streiner and Norman, 1989).
Traditionally, a low response rate has been the major
drawback of this method, although further research

suggests that improved response rates of over 75%
are possible with a general mailing and 90% to a
targeted group, such as GPs (Streiner and Norman,
1989). Sculpher and colleagues (1996a) adminis-
tered a postal questionnaire to assess resource use 
by women who were treated for menorrhagia; they
obtained a response rate of 79%.

Patients’ travel costs are often collected by question-
naire (Cook et al., 1994; Bryan et al., 1995b), as is 
the measurement of patient time costs (Sculpher
and Buxton, 1993). There is no standardised
questionnaire available for the collection of travel
and time costs and there is a tendency to develop
new questionnaires for new studies. For productivity
costs, van Roijen and co-workers (1996) have
developed the health and labour questionnaire. 
This enables the collection of quantitative data on
the relationship between illness, its treatment and
work performance by examining absence from paid
work, reduced productivity at work and unpaid
labour, such as child care.

Case record forms are often used in clinical trials
to collect clinical data. They were used to collect
resource-use data by Mark and colleagues (1994).
Case record forms refer to any form asking or
recording clinical information but they may be
adapted to include both resource-use and quality 
of life questions. In a study designed by Glasziou
and co-workers (1997), resource-use questions were
added at the end of the quality of life instrument.
Adding questions into case record forms results in a
longer form and, potentially, if too many questions
are included, this may reduce completion rates as 
a result of overburdening the patient.

For all three methods, the length of time patients
take to complete the interview, questionnaire 
or form is also an important consideration,
particularly when the research involves measures
not only of resource use but also of quality of life
from the same patients. Indicators of patient
burden include refusal rates, rates of missing
responses and complaints.

Diary cards
Diary cards can be used to collect patient-specific
data (Fayers, 1995). For example, patients may be
asked to record resource use in a diary at home,

Chapter 3

Data collection
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either when care is received or on a daily or weekly
basis (Mauskopf et al., 1996). Two important con-
siderations when using diary cards are whether
patients fill them in at the time of receiving care or
whether they wait to fill them in immediately prior
to the return date. These design aspects will affect
the validity of the method. Verbrugge (1980)
conducted a literature review of the use of health
diaries with particular reference to their reliability,
efficiency, validity and cost. He concluded that
diaries produced more accurate content and better
data quality than questionnaires. A disadvantage 
of using diary cards is that patients may fail to
complete them, although this could be overcome
through reminder telephone calls (Mauskopf et al.,
1996). The costs of data collection by diary cards
may therefore increase if researchers are required
to motivate patients to complete them and to
monitor their completion. Thus, diary cards may
also have additional data entry and analysis require-
ments. Patient cooperation with diary filling has
been found to be good, although sensitisation may
occur initially, when completing a diary stimulates
patients to take more interest in their condition,
thereby recording more resource use (Verbrugge,
1980). Patient fatigue may also occur and it has
been shown that, in studies conducted over 
1–2 months, a reduction in motivation may occur
and hence the thoroughness of the reporting is 
reduced (Verbrugge, 1980). Diary cards may
provide more accurate data on some patients 
but a potential drawback could be missing data 
for others (Weinberger et al., 1993).

Standardised instruments
Many investigators design a data collection instru-
ment for each study, resulting in wide variations in
both the information collected and its accuracy.
These instruments or adaptations are rarely tested
for validity and reliability. Although it can be
argued that the use of a flexible data collection
instrument can improve the validity of the data
(Clark et al., 1994), flexibility limits the ability to
compare the results across studies. In response to
this, some researchers have developed standard
instruments for collecting resource-use data. An
American modular instrument, the Resource Utilis-
ation Survey, has been developed for use in clinical
trials (Copley-Merriman et al., 1992). The Personal
Social Services Research Unit at Canterbury (UK)
have developed the Client Service Receipt Inter-
view, which is designed to gather retrospective
information on health and social services resource
use in a community/mental health context
(Beecham, 1994). The Client Service Receipt 
Interview has been used in empirical studies
(Knapp et al., 1994). As noted above, van 

Roijen and colleagues (1996) have developed a
questionnaire to collect data on productivity costs.

Standardised instruments may improve the ability
to replicate and compare results across studies. If
service provision has changed since the instrument
was developed, the instrument may not be able to
detect these changes or the associated changes in
resource use over time (Clark et al., 1994). If
standardised instruments are to achieve the aim 
of comparability of results, then investigators
should ensure that they do not adapt them.

Sources of bias in measuring patient-
specific resource use from patients
Four potential sources of bias exist when deriving
data from patients: recall, non-response, evasive
answer, and selection biases. The question 
format may also affect replies. Bias may be in 
either direction.

Recall bias
For all patient-specific resource-use events, the
selection of the recall interval is important in order
to minimise recall bias. This occurs when respon-
dents are asked to report past events based on
memory. Recall bias has been addressed in several
studies (Brown and Adams, 1992; Revicki et al.,
1994). Brown and Adams (1992) reviewed studies
looking at hospitalisation, ambulatory care, treat-
ments given and drugs prescribed, and concluded
that recall did not appear to deteriorate over a 
2–3-month period. Weissman and co-workers (1996)
concluded that self-report information from AIDS
patients provided valid data with a recall of 4 months
or less. Revicki and colleagues (1994) tested the
accuracy of recall at 1-month and 3-month intervals
for days off work due to disability. They found that
an individual’s reports were as accurate for 3-month
recall as for 1-month. Seasonal variation should also
be taken into account when selecting the recall
interval (Gorsky, 1996).

Although there is no conclusive evidence 
regarding an appropriate recall interval, there 
is evidence that explains the factors influencing
recall. The reliability of recall depends on the 
level of use of health service resources, the severity
of the illness, the frequency of occurrence of
resource-use events, the conditions under which
the interview takes place, and the type of resource
use. These are now discussed.

Accurate recall may be limited if the patient is a
high user of medical services or if illness interferes
with the patient’s mental status (Mauskopf et al.,
1996). The more severely ill the patient, the worse
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his or her recall will be. Cleary and Jette (1984)
investigated whether patient characteristics were
related to error in reporting and found patients’
reporting errors to be higher for those using the
health service more intensively.

Recall may also depend on the frequency of 
events. Jobe and colleagues (1990) found that
frequent events were under-reported by 20% or
more when respondents were asked retrospectively
over a 6-month period. Respondents may use differ-
ent cognitive processes when recalling frequent
events than when remembering less common
events (Blair and Burton, 1987). If interviews are
used, the length of the recall period is important.
Some authors argue that it is best to make the
recall period as short as possible (Clark et al., 1994).
The issue of frequency of events and time sampling
has been discussed in chapter 2 (pp. 14–15).

Recall may also be influenced by the conditions 
of the interview. It is improved by face to face
interviews and is also better for open-ended than
for closed questions (Dex, 1991). Recall may also
depend on the type of resource use. Paganini-Hill
and Ross (1982) found that patients could recall
their medical and drug usage but that the agree-
ment between data from interviews and medical
records varied by type of drug.

Evasive answer bias
Evasive answer bias may occur because respondents
may wish to hide events (Clark et al., 1994). If
answers to interview questions are embarrassing,
responses may not be forthcoming or truthful.
Evasive answer bias may therefore lead to partial
non-response (i.e. respondents may answer some
questions only, leading to missing data). Ritten-
house (1996a,c) has reported the development 
of the ‘randomised response interview’ technique.
This elicits information on the proportion of the
population engaging in embarrassing behaviour.
Rittenhouse (1996a) argues that randomised
response interviews can also be used to derive
patient-specific resource-use data and could be
utilised where information on medication 
non-compliance is sought.

Non-response bias
Non-response bias may arise for many complex
reasons. It may occur in all types of patient self-
report and can be either full or partial. Partial 
non-response, as discussed above, is when
respondents answer some questions only. Hebert
and co-workers (1996), cautioned against using
postal questionnaires in patient populations 
aged over 75 years because non-respondents in 

this age group were found to be more cognitively
impaired, more disabled and had a higher 1-year
mortality rate. They found that a high proportion
of individuals (22% of 187) refused to participate
in home interviews but that the characteristics of
non-responders were, apparently, no different 
from responders.

Poor response rates may introduce bias and limit
generalisability (Leigh Brown et al., 1997). The 
rate may be improved by sending out reminders.
Response rates from postal questionnaires may also
be improved by offering incentives for individuals
to complete them, such as payments or prize draws.
Leigh Brown and colleagues (1997) performed a
randomised trial on the effect of a prize draw on
response to postal questionnaires and found that
this produced an extra response, but that the
results were inconclusive. In deciding whether to
use incentives, the possibility that individuals may
find the offer of an incentive offensive may reduce
the likelihood of completion and thus have the
opposite effect to that intended.

Selection bias
Selection bias may occur if the population
providing the data is not representative of the
population at large. The appropriateness of patient
self-report methods may depend on the severity of
the patient’s illness. Weissman and co-workers
(1996) suggest that the sickest patients may be
unable to participate.

Question format
The design of the questions may also affect results.
Question format is therefore important in order to
maximise the quality of the data (Wright and
Lawrence, 1994). Several authors have discussed
how to phrase questions to minimise any bias
(Sudman and Bradburn, 1982; Stone, 1993).
Questions should be phrased in an unambiguous
manner, and be brief and precise (Stone, 1993).

Patient-specific resource-use 
data from questionnaires and 
case record forms completed 
by others
Questionnaires or case record forms designed to
collect resource-use information may be completed
by others, such as hospital staff (Hundley et al.,
1995; Hughes et al., 1996) or research nurses. If 
this approach is adopted, then guidelines on how
to complete the forms should be provided in order
to maximise the quality of the data (Mauskopf 
et al., 1996). One limitation of using others to
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complete forms is that they may forget to do so,
particularly if they are working in busy clinics.
Computers could be used to prompt recording
activity (Gorsky, 1996).

Patient-specific resource-use 
data from existing records 
and databases
It is sometimes possible to derive patient-specific
resource-use information from routine health
service records, such as patients’ notes, hospital
records, GP records or laboratory records.
Computer linkage systems are a further type 
of secondary data set.

Health records
Health records include patients’ notes and other
clinical records such as surgeons’ notes. If detailed
resource-use information is required, records may
be a better source of data than burdening patients
with a detailed data collection procedure (Mauskopf
et al., 1996). Even when records exist, they may be
incomplete and difficult to access or retrieve (Clark
et al., 1994). They may also require the patient’s
consent, which may not be forthcoming.

There is no gold standard measurement; many
studies have therefore compared patient self-
report methods with health records (Linet et al.,
1989; Brown and Adams, 1992; Boyer et al., 1995).
Linet and colleagues (1989) reported substantial
agreement between patient self-report and medical
records for conditions and surgical procedures
such as splenectomy and appendicectomy, but 
poor agreement for chronic bronchitis, psoriasis
and most types of allergy. Among self-respondents,
agreement was greater between males than females,
Caucasians than non-Caucasians, and patients who
were referred from hospital than those referred
from the community. The authors suggested that
medical record data collection may be needed 
to supplement data from interviews for 
certain conditions.

Harlow and Linet (1989), in a review of the
literature on studies comparing data from medical
records and patient questionnaires, found good
agreement between the two methods for prior
hospitalisation and surgery, but poor agreement 
for X-ray exposure and variable agreement for
diagnosis or previous drug use. Agreement
depended on the type of resource use.

As with data collected directly from patients, 
the type of resource use may affect the validity 

of the method. Additional factors influencing 
the validity of health records data are the clinical
competence of the recorder, the type of provider
and setting of care, and the coding and type 
of data.

Administrative databases
Administrative databases may be used to examine
resource utilisation (Lave et al., 1994). In the 
USA, these databases relate to clinical and claims
databases, which are less common in the UK. The
advantage of administrative databases is that they
are inexpensive to use compared with primary 
data collection (Mullahy and Manning, 1995).
There are several factors to be addressed when
considering using administrative databases to
derive patient-specific resource use. First, missing
data might be a problem because these databases
contain information that is useful only for re-
imbursement and may not have been designed 
to record all relevant information for research
purposes. Secondly, the extraction of health 
record data is subject to problems relating to 
the level of coder training and the amount of
interpretation necessary (Aaronson and Burman,
1994). Thirdly, measurement error may occur
because there is a risk that the data in such a
database could be an artefact of the way in which
the data were collected. Misclassifications in
diagnoses can occur, leading to substantial biases
(Safran, 1991). The accuracy of the data may also
be related to the intended purpose of the database
(Wolff and Helminiak, 1996). Fourthly, differences
between patients may reflect measurement error
rather than any real differences and individual
systems may have their own reporting practices
(Wolff and Helminiak, 1996). This arises because,
although resource use may be identifiable, the
reason for resource use and associated diagnoses
may not be available. Finally, records may become
dated and irrelevant with the passage of time.

Computerised record linkage
Computerised record linkage may be a useful
method of data collection, although this is not
widely available. Several such systems have been
established in the UK (e.g. the Scottish Record
Linkage System and the Oxford Record Linkage
Study). The validity of the Scottish system was
tested against patient follow-up in a primary
prevention study for coronary heart disease.
Adverse events were recorded at follow-up trial
visits as well as by linking the computer records 
of all deaths, cancers and hospitalisations to the
Scottish database by name, date of birth and
postcode. Results showed that the identification of
follow-up information based on computer linkage
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alone was as effective as patient follow-up. The
method was recommended as an accurate and
cheap follow-up method (West of Scotland
Coronary Prevention Study Group, 1995). The
decision to use such a system depends on its cost. 
If a linkage system already exists then it may be
worth while exploring the possibility of using 
it, otherwise the costs of setting up a system may 
be prohibitive.

Non-patient-specific resource-
use data
Where a cost-generating event is not considered 
to be a key factor, it may be sufficient to measure 
it on a non-patient-specific basis, which is 
now discussed.

Existing records and databases
Existing records and databases may be used to
derive non-patient-specific resource-use data. 
For example, length of stay data may be derived
from a healthcare resource group or from other
routine data. The general limitations of admin-
istrative databases have been discussed above 
(p. 24). Their use as estimates of non-patient-
specific resource use raises further issues. Although
administrative databases have the advantage that
they are based on large samples (Mullahy and
Manning, 1995), sample selection may occur; that
is, the population coverage of the database may 
not be representative of the population at large
(Kuykendall and Johnson, 1995). The casemix 
of patients in the databases should have the same
casemix as the patients in the trial (Howard 
et al., 1995).

Observational techniques
Non-patient-specific resource-use information 
may be collected by observational techniques, 
such as time and motion studies or the programme
evaluation research technique. These methods are
often used to estimate total workload in order to
calculate costs (Mugford, 1995).

Time and motion studies require the investigator 
to produce a process flowchart that includes all
steps, for example, in drug preparation and
administration. If some tasks are performed
simultaneously then this must be accounted for,
otherwise the costs will be overestimated (Dranove,
1995). Patient flow analysis may also be used
(Gorsky, 1996). This requires measuring the 
time from when the patient arrives to being seen 
by different healthcare workers. This may be a
useful method for screening or clinic visits when

the patient may see more than one member 
of staff.

The programme evaluation research technique 
has been used to measure staff time for procedures
(Hurley et al., 1994). It involves recording the
minimum, maximum and most common time
required to complete a task and then estimates 
the expected time for a task.

Other studies use the observation of a few 
patients as the basis for their resource-use
estimates. For example, Flannelly and co-workers
(1997) performed observations at three health
centres in order to estimate the costs of cervical
screening at GP practices.

Expert opinion
Estimates of resource use are sometimes derived 
by ascertaining expert opinion by using consensus
gathering techniques. Although this method is
unlikely to form the main mode of data collection
for patient-specific resource use in a trial, it may 
be a useful way of estimating non-patient resource
use for rare events. There are several methods 
of obtaining expert opinion, such as structured
interviews with expert panels and Delphi panels.
Evans (1997) reviewed consensus gathering
methods and found that important aspects of
designing panel studies included the criteria for
selecting experts and the baseline information
provided to the panel. Expert panels have been
used in several studies (Buxton et al., 1991; 
Bloom et al., 1993; Phillips et al., 1994; Jonsson 
and Bebbington, 1994). The Delphi method is a
systematic process for eliciting subjective opinion 
in order to derive a numerical estimate for the
variable of interest (Brook et al., 1986; O’Brien 
et al., 1995).

Expert panels are most commonly used in decision
analytical models, but they could be used in clinical
trials-based studies. Expert opinion can be used 
in conjunction with a Bayesian approach to elicit
prior beliefs and knowledge about resource use
(Jones, 1995). Bayesian statistics uses prior inform-
ation on beliefs as the basis of estimates. The
advantage of expert panels is that they may be 
an inexpensive, cheap, quick and easy method of
establishing resource use, particularly in economic
evaluations that are performed after the clinical
trial has ended. The limitations of basing resource
use on panel estimates is that it may be an
inaccurate method if recollection is poor and if
estimates relate to ideal service rather than what
happens in practice (Drummond, 1994;
Drummond and Jefferson, 1996).
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Mixed data collection methods
Mixed modes are often used to collect data on
different type of resource use. Patient self-report
and records are often used together, either
sequentially, in a two-step process, or concurrently
(Mauskopf et al., 1996). An example of a two-step
process is where patients report the number of
events and investigators follow up on the detail of
those events through records. Since the problem of
defining a gold standard method of data collection
remains, multiple sources of data could be used for
the same information in order to test for validity
(Clark et al., 1994).

Organisation of data collection

The piloting of data collection methods is an
important design aspect. If a Phase III pharma-
ceutical trial is being designed, piloting could be
performed in Phase II (Mauskopf et al., 1996) or
conducted in a separate exercise. Activities such 
as data monitoring are important organisational
aspects (Coyle et al., 1995; Mauskopf et al., 1996).
Steps can also be taken to assess quality assurance,
such as visits to each centre and maintaining
contact between site visits (Morris et al., 1993).

Further organisational aspects relate to quality
control issues, such as the training of staff involved
in the trial and having clear procedures for 
data entry.

Summary

Data collection issues involve deciding on the
appropriate resource-use data collection method.
Resource-use data can be measured on a patient-
specific basis by using, for example, interviews,
questionnaires, case record forms or diary cards. 
In selecting a method, potential sources of bias
have to be addressed, including recall bias, evasive
answer bias, non-response bias, selection bias and
question format. If existing health records are to be
used, then consideration must be given to whether
they will be easy to access and retrieve and the
likelihood of patient consent being forthcoming.

The methodological issues in data collection 
when there is a lack of consensus are the relative
performance of alternative data collection instru-
ments and, in particular, the validity and reliability
of these instruments. In general, authors do not
report or test the validity and reliability of the
methods used.
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Summarising cost data
Constructing total cost
Once resource-use and unit cost data have been
collected, a cost per patient can be calculated. For
each resource item, the resource quantity used by
each patient is multiplied by the unit cost of the
resource item. These costs are then summed for 
each intervention, or arm of the trial, to give the
total cost per intervention, or per arm of the trial. At
its simplest, the mean total cost for each intervention
or arm of the trial is calculated by dividing the total
cost by the number of patients in each arm. Certain
features, such as missing data, complicate this
process and need to be addressed (pp. 27, 33–34).
Statistical analysis of cost differences between arms
can then be performed as discussed on p. 28.

Alternative approaches for constructing total cost 
are sometimes used. Some empirical studies have
applied unit costs to only those resource items for
which there was a statistically significant difference
by arm of the trial (for example, Hundley et al.,
1995). This approach is also argued by Jonsson and
Weinstein (1997). The omission of a resource item
that differs between groups should be avoided if the
resource item is correlated with other resource items
that comprise total cost (Coyle, 1996). This is discuss-
ed further below (p. 29). An alternative approach is
to estimate total cost by applying unit costs to the
average level of resource use per resource item. This
is sometimes used to overcome problems of missing
data but it does not make maximum use of the
patient-specific nature of the data.

The mean total costs are then presented for a
relevant period. For example, costs may be shown 
as weekly (Gray et al., 1997), monthly (Gruger and
Backhouse, 1997) or annual amounts (Rutten-van
Molken et al., 1995). The period for which costs are
calculated depends on the duration of the trial, the
period to which the data collection relates, and the
length of trial follow-up. Cumulative costs can also
be calculated for any given period of follow-up
(Hlatky et al., 1997a), for example, at the end-point
of the study or as life-time costs. Calculating cumu-
lative costs may require handling censored data and
this is discussed later in this chapter (pp. 33–34).
Total costs can be presented as a ratio of control
group to study group costs, with a ratio greater than

1 indicating higher costs in the control group
(Burns et al., 1993; Gray et al., 1997).

Costs are generally measured in a base year, that is,
adjusted for the effects of inflation. Discounting of
costs and effects is then usually performed, which
converts future costs (and benefits) into present
values, thereby allowing comparisons between costs
and benefits that occur at different times (Drum-
mond et al., 1987; Luce and Elixhauser, 1990a).
The differential timing of costs between the study
and control arms of the trial can be accounted for
by discounting according to the time elapsed since
randomisation (Sculpher et al., 1994). Recom-
mendations concerning the appropriate rate of
discount vary, as do the discount rates used in
practice. Recommended rates of discounting are:
6% (real) in the UK (Her Majesty’s Treasury, 1997);
and 3% (real) in the USA (Gold et al., 1996), with
testing of alternative rates to 5% and 7% in sensi-
tivity analyses (Gold et al., 1996). Whether, and at
what rate, health benefits should be discounted is
an area of methodological debate (Cairns, 1992;
Parsonage and Neuberger, 1992; Krahn and Gafni,
1993) and is not discussed here.

Issues to be addressed in handling 
cost data
Certain features of the cost data may have to be
addressed before they can be easily summarised.
These include whether it is appropriate to pool
data from centres, and whether there is missing 
or censored data. Possible approaches to handling
these issues are discussed below (pp. 33–34).

In multicentre clinical trials, resource-use and/or
unit cost data may have been collected from mul-
tiple centres. Differences among centres (hetero-
geneity) may exist and be considerable (Bonsel et al.,
1993; Mullahy and Manning, 1995). Heterogeneity
in resource use may arise because of different
practices and policies, while heterogeneity in unit
cost data may be a result of different cost structures
at individual centres (Bonsel et al., 1993).

Missing data is a methodological problem that is
common to many studies in the social sciences
(Little and Rubin, 1987). It is important to know
why data are missing and what implications the
missing data may have (Mullahy and Manning,

Chapter 4

Data analysis
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1995). Data may be missing because patients did
not return or complete the data collection instru-
ments. They are seldom missing at random and
therefore the analytical method used in the
presence of missing data has implications for 
the results (Crawford et al., 1995).

Missing data may also arise because of loss to follow-
up; these are termed censored data. If patients have
not been followed for the entire duration of the
trial, then their costs are unknown. Censoring of
cost data occurs: when there is loss to follow-up;
when a patient drops out of the trial; and because of
sequential admission, when patients enter a trial at
different times and thus have variable periods of
follow-up (Fenn et al., 1995, 1996). Right censoring
occurs if patients are not observed at the end of the
trial; loss to follow-up is an example of right censor-
ing (Etzioni et al., 1996). Left censoring occurs if
patients are not observed for a period at the begin-
ning of the trial. Right censoring is therefore more
common. The nature of the censoring may have
implications for the methods of analysis in the
presence of such data and this is discussed later 
in this chapter (pp. 33–34).

Synthesising costs and effects/benefits
In cost-effectiveness and cost–utility analysis, results
are usually presented as incremental ratios; in
cost–benefit analysis, they are presented as a net
benefit/cost. Higher cost-effectiveness ratios indi-
cate lower cost-effectiveness. Incremental cost-
effectiveness ratios are calculated only for inter-
ventions that are more costly and produce greater
effects than the intervention being compared. If
more than one strategy is being compared, they can
be ranked in terms of increasing effectiveness and
dominated strategies omitted from further consider-
ation. Strategies or interventions are dominated if
an intervention is less effective and more costly than
an alternative; if an intervention is less costly and
more effective then the treatment dominates
(Karlsson and Johannesson, 1996). This so-called
‘win–win’ situation was the case for van Bergen and
co-workers (1995) in a study of long-term anticoagu-
lant treatment after myocardial infarction. In such
cases, no incremental cost-effectiveness ratio needs
to be calculated. Average cost-effectiveness ratios,
which are created by dividing study arm costs by
study arm effects and by dividing control group 
costs by control group effects, and then taking the
difference between the two, are not recommended
because, usually, a newer intervention is being
compared with an existing one and therefore the
most appropriate cost-effectiveness information is
extra (or incremental) cost-effectiveness (Briggs and
Fenn, 1997). If an intervention is more costly, then

an additional judgement may be needed about
whether this extra cost is worth incurring, because
resources have to be obtained from elsewhere in
order to introduce the intervention. An important
issue where there is a need for further empirical
studies is to explore how costs can best be related to
effect, end-points and quality of life. 

Handling uncertainty
The examination of uncertainty surrounding
costing data may be considered in terms of
resources, total costs and cost-effectiveness.

Sources of uncertainty
Uncertainty may arise from a number of sources.
These include the data inputs, methods and
assumptions, as well as the extrapolation or gen-
eralisability of results (Briggs et al., 1994). Un-
certainty may exist with respect to the parameters
used as data inputs, such as the unit costs or dis-
count rate. Uncertainty may relate to the methods
used, such as the data collection methods or model,
as well as to the assumptions made by the investi-
gator. Uncertainty in the assumptions of the analysis
may be greater than any sampling error (Canadian
Coordinating Office for Health Technology
Assessment, 1994). The extrapolation process itself
is a further source of uncertainty and should be
subject to testing by sensitivity analysis (Drummond
and Jefferson, 1996). The generalisability of results
to other settings is a further source of uncertainty.

There are two main reasons for quantifying
uncertainty: first, to have some indication of the
level of confidence to be placed in the results; and
secondly, to test hypotheses about the direction 
and magnitude of the cost-effectiveness ratio (Gold
et al., 1996). The two main methods for analysing
uncertainty are statistical analysis and sensitivity
analysis, discussions of which now follow. The
sources of uncertainty described above use the
term ‘uncertainty’ in a very wide sense, but the
methods of handling uncertainty outlined below
tend to address a more limited set of issues.

Statistical analysis
The advantage of basing an economic evaluation
on trial data is that the sampled data make it
possible to use standard statistical methods, both to
examine uncertainty and to test for differences
between groups (O’Brien et al., 1994; Spiegelhalter
et al., 1996). Whether to examine uncertainty using
confidence intervals or perform statistical tests of
difference and significance relates to whether the
interest is an estimation or hypothesis testing, as
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discussed in chapter 2 (p. 15). A further type of
statistical analysis that is available to examine
uncertainty concerns Bayesian methods (Jones,
1995; Gold et al., 1996) but these are not discussed
in this report.

Distribution of cost data
The examination of the distribution of cost data 
is important because a relatively small number of
high-cost events may skew the data. One way of
examining the distribution of data is by fitting a
probability density function to a histogram of costs
(Jones, 1995). Rutten-van Molken and colleagues
(1995) examined the distribution of costs in their
study and found that, because of a few patients 
who were contributing large costs, the distribution
was heavily skewed to the right. The implications 
of skewed data are that the mean cost and the
variance about the mean are disproportionately
affected and the ability to detect significant differ-
ences between patient groups is perhaps reduced
(Drummond and Davies, 1991). The variability in
cost data may be greater than for clinical data and
this may result in the trial being underpowered to
detect differences in mean cost (Drummond,
1994). A further implication of skewed data is that
parametric tests may no longer be used, unless the
data are transformed. Some authors argue, how-
ever, that, as sample size increases, the asymptotic
normality of the mean may approach a normal
distribution and therefore parametric tests remain
useful (van Hout et al., 1994). Non-parametric 
tests can be used if no transformation is made.
Methods used to compare costs between groups 
are discussed below (see ‘Uncertainty in resource
use and cost’).

Transformations can be used to reduce the impact
of high-cost events on the mean and the appro-
priate transformation to use depends on the shape
of the curve. In a study of treatment for asthma,
Rutten-van Molken and co-workers (1994) suggest a
log transformation of mean costs as well as adding a
constant to the untransformed cost (in order to
allow for the number of patients with costs of zero).
Gray and colleagues (1997) transformed costs to
natural logs before further analysis. Bouckaert and
Crott (1997) suggest that the distribution of cost
data may be bimodal, that is, with a peak at two
points (e.g. zero and one other point). If para-
metric tests are to be used, the distribution of the
data after transformation should be tested to assess
whether the transformation has resulted in a distri-
bution approximating normality (Coyle, 1996). A
limitation of using transformations is that it is more
difficult to interpret the transformed scale. An
alternative way of deciding whether the use of a

normal distribution and associated parametric tests
is appropriate is to perform bootstrapping on the
original data in order to test the robustness of the
data to assumptions of normality. Bootstrapping,
which allows distributions to be constructed
empirically, has been used more often with 
cost-effectiveness ratios and is discussed below 
(pp. 30–31).

Uncertainty in resource use and cost
Uncertainty in resource-use and cost differences is
addressed by performing statistical tests of differ-
ence, while uncertainty in cost variation can be
explored by using regression analysis. Both these
approaches are discussed in this section.

As noted above, because a few patients may incur
high-cost events, this results in cost data being
skewed. Statistical tests may be used to compare
costs between groups. The test used will depend 
on assumptions regarding the distribution of the
data. Available parametric tests are: t-tests on
untransformed data (which assume normality 
and that the variances of the two groups are equal);
and t-tests on log transformed data (which require
the data to be log normal and the variances in the
log scale to be equal). Zhou and co-workers (1997)
propose a method of comparing costs based on 
the standard normal distribution, using Z-scores 
to test the equality of mean costs between groups.
For non-parametric data, Wilcoxon tests are used
(on untransformed data). Non-parametric tests 
address differences in medians rather than means;
therefore they may not be appropriate if the
objective is to compare means and identify a mean
difference in total cost (Coyle, 1996). Mean costs
are usually preferred over median costs because
they can be related back to total cost.

Debate is ongoing about whether statistical tests
should be performed on the individual resource
quantities or on total costs. This may not be appro-
priate because total costs are based on multiple
parameters, reflecting the sum of many cost-
generating events multiplied by their associated
unit costs. Consequently, the variability in total cost
is a function of the variability of each component,
as well as the correlation among the components
(Mullahy and Manning, 1995). Inconsistencies may
therefore arise when testing for differences in
single resource items. Coyle (1996) illustrates the
case where components of cost are substitutes and
hence are negatively correlated, and argues that
testing for difference in single resource-use items is
inappropriate. Some studies may also perform
subgroup analysis (see for example, Mark et al.,
1995); that is, they test for differences in cost
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between, for example, different age groups. 
Subgroup analysis is appropriate, however, only 
if there is sufficient statistical power to detect
differences.

In studies testing for differences in resource use,
non-parametric tests have been utilised, such 
as the Wilcoxon rank sum test (for continuous
measures) or chi-squared tests (for discrete
measures) (Gladman et al., 1994; Menzin et al.,
1996; Sculpher et al., 1996a). Others have used
parametric tests based on untransformed data
(Tarrier et al., 1991) or parametric tests based on
log transformed data (Burns et al., 1993).

Confidence intervals should be presented around
point estimates to indicate significant differences.
The uncertainty in cost-generating events and 
total costs can be explored by using measures of
variability. These measures, such as a standard
deviation or variance, should be presented around
the mean cost differences. Variability in cost-
generating events can also be examined by calcu-
lating the variance/mean ratio (or overdispersion)
of events (Spiegelhalter et al., 1996). If the variance
equals the mean, there is no overdispersion.
Variability in costs can be examined by calculating
the coefficient of variation, which expresses the
standard deviation of a cost as a percentage of 
the mean (Gray et al., 1997). This measure allows
the variability between different types of cost to 
be compared.

Regression analysis has been used to examine the
relationship between total costs and the factors
determining total costs. These factors may include
patients’ characteristics at baseline. The advantage
of using regression analysis is that it can control 
for these confounding effects (Dudley et al., 1993;
Oster et al., 1995; Rutten-van Molken et al., 1995;
Schulman et al., 1996a). In a multicentre study,
centre effects may be an additional source of con-
founding factors (Coyle, 1996). Rutten-van Molken
and co-workers (1994) performed a regression
analysis to assess the true significance of the effect
of treatment on costs, controlling for patient
characteristics. They used a multiple regression
model to examine the log transformed total costs
between groups. The regression model was then
used to predict the transformed costs for each
group and standardise the difference in baseline
characteristics. The predictions were retrans-
formed from logged costs into costs. Differences 
in the costs at the baseline assessment can also 
be adjusted for by performing an analysis of
covariance with the baseline costs as covariates
(Gray et al., 1997).

Distribution of the incremental cost-
effectiveness ratio
The incremental cost-effectiveness ratio is a ratio 
of two uncertain numbers, which introduces
additional challenges into the statistical analysis 
of uncertainty in cost-effectiveness because the
ratio is not normally distributed. The uncertainty
surrounding the ratio may be larger than either
element (Mullahy and Manning, 1995). Because
the costs and effects are likely to be correlated, 
the incremental cost-effectiveness ratio is a ratio 
of two correlated random variables. The direction
and magnitude of the covariance between costs 
and effects are empirical questions. It has been
suggested that costs and effects may be negatively
correlated because adverse effects are also likely 
to be more expensive, on average (Gold et al.,
1996). An additional complication arises where 
the difference in effects is zero or close to zero. 
In this case, the inverse of the ratio can cover a
range from very small to quite large (Mullahy 
and Manning, 1995).

Uncertainty in the incremental 
cost-effectiveness ratio
Traditionally, incremental cost-effectiveness ratios
were presented as point estimates, without any
indication of variability or uncertainty. More
recently, the use of statistical analysis in examining
the uncertainty in cost-effectiveness has been
examined (O’Brien et al., 1994; Mullahy and
Manning, 1995; Siegel et al., 1996; Laska et al.,
1997). Estimation of the uncertainty in the cost-
effectiveness ratio requires estimating the variance
in the ratio, which is a complex task, given the
nature of the ratio. The variance of the estimator
cannot be estimated exactly (O’Brien et al., 1994;
Rutten-van Molken et al., 1994; Mullahy and
Manning, 1995; Wakker and Klaassen, 1995; 
Briggs et al., 1997). 

Various methods have been suggested for
calculating the confidence interval for the
incremental cost-effectiveness ratio (Box 13).

BOX 13 Potential methods for 
calculating confidence intervals around 

cost-effectiveness ratios

• simulation from summary statistics

• box method

• delta method

• method based on Fieller’s theorem

• parametric or non-parametric bootstrapping

• calculate directly using logs.
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First, simulation from summary statistics (estimates
of the parameter and the variance–covariance
matrix) can be used. Secondly, the box method 
can be performed, which uses separate confidence
limits for costs and effects to produce a confidence
interval for the cost-effectiveness ratio (Polsky et al.,
1997). A third procedure is the delta method,
which uses a Taylor series approximation to
estimate the variance of a cost-effectiveness ratio
(O’Brien et al., 1994). From this it is possible to
derive a confidence interval around the cost-
effectiveness ratio. Fourthly, a method based on
Fieller’s theorem can be used, which assumes that
the numerator and denominator follow a normal
distribution but does require the ratio to be
distributed normally. Fifthly, parametric or non-
parametric bootstrapping can be performed, which
involves resampling from study data and computing
cost-effectiveness ratios for each sample. The
assumption of bootstrapping is that the distribution
generated by the resampling process is a good
estimate of the underlying distribution. Finally, the
log of the cost-effectiveness ratio and its confidence
interval can be calculated directly, but this is not
possible if the differences in cost or effects are 
close to zero (Mullahy and Manning, 1995).

Several researchers have used at least one of these
methods or several of them in empirical studies
(Chaudhary and Stearns, 1996; Obenchain et al.,
1997; Polsky et al., 1997). Chaudhary and Stearns
(1996) compared several methods to obtain con-
fidence intervals for incremental cost-effectiveness
ratios and showed that a parametric bootstrap
method was biased but, once it is adjusted for bias,
it is computationally simpler than a non-parametric
bootstrap. Stinnett (1996) showed that bootstrap
simulation methods could be used to estimate 
bias in the cost-effectiveness ratio and to adjust
accordingly. Polsky and co-workers (1997) found
Fieller’s and the non-parametric bootstrap methods
to be more accurate. Others have suggested using
Fieller’s method (Gardiner et al., 1995; Sacristan 
et al., 1995; Sacristan 1996; Chaudhary and Stearns,
1996; Willan and O’Brien, 1996). Wakker and
Klaassen (1995) used a method based on Bonfer-
roni’s inequality for obtaining one-sided con-
fidence intervals. Chaudhary and Stearns (1996)
argued that, before deciding on a method, the
extent to which the data are consistent with the
model assumptions should be considered.

Van Hout and colleagues (1994) calculated a 95%
probability ellipse for costs and effects and
constructed an acceptability curve for the cost-
effectiveness ratio as an alternative estimate of
precision. This meant that the probability of the

ratio of costs and effects falling within the cost-
acceptability curve would be 95%. 

Sensitivity analysis
The main method used to address uncertainty 
in economic evaluation is sensitivity analysis 
(Briggs et al., 1994; Briggs and Sculpher 1995; 
Agro et al., 1997). Even if statistical analysis has
been performed, sensitivity analysis is still likely 
to be required in order to examine the extent of
uncertainty in point estimates, such as the discount
rate or unit cost data. It will still be required to
examine uncertainty in results if data have been
modelled or extrapolated.

Sensitivity analysis involves the systematic
investigation of how changes in the selected assump-
tions affect the overall outcome and indicates which
parameters in a model are critical to the results. A
critical component of total cost or cost-effectiveness
ratio is changed by some meaningful amount and
the total cost or cost-effectiveness ratio is then
recalculated. This gives some indication of how
sensitive the results might be to a substantial, but 
not implausible, change in the values of a parameter
of interest. Sensitivity analysis can be used: when 
no estimates of the parameter are available and
informed guesses have to be made; where estimates
are subject to debate because of known imprecision
in the estimation procedure; or where there is
methodological controversy (Drummond and
Jefferson, 1996). The impact of changes in staff costs
on total cost was examined by Hundley and co-
workers (1995). The impact on cost-effectiveness of
changes in a wide range of assumptions, including
resource-use and unit cost estimates, was examined
by Sculpher and colleagues (1996b).

Stages of sensitivity analysis
There are several stages involved in sensitivity
analysis. For most types, the parameters to be 
varied and the amount of variation (or ranges) 
to be imputed are selected. The specification of
ranges across which to vary parameters is a key
component and justification for the ranges
imputed should be given (Briggs et al., 1994).
Ranges may be based on: clinically meaningful
ranges; 95% confidence intervals for parameters; 
or highest and lowest ranges possible (Gold et al.,
1996). The amount of change in base results that is
acceptable or constitutes a robust finding also has
to be specified. All the stages of sensitivity analysis
thus involve subjective elements.

Types of sensitivity analysis
There are various forms of sensitivity analysis
(Briggs et al., 1994). These include univariate,



Data analysis

32

multivariate, extreme, threshold and probabilistic
methods. Univariate or simple sensitivity analysis
examines the impact that a change in a single
parameter may have. It is useful in providing
building blocks for further sensitivity analyses.
Simple sensitivity may understate, or overstate, 
the overall uncertainty if parameters interact; it
therefore provides an incomplete estimate of the
uncertainty (Mullahy and Manning, 1995). In 
order to address interaction between parameters,
multivariate sensitivity analysis can be performed,
in which several parameters are changed simulta-
neously. This method is encouraged in the
Canadian guidelines (Canadian Coordinating
Office for Health Technology Assessment, 1994).
Extreme sensitivity analysis identifies the combi-
nation of parameter values that yields the worst
(highest) or best (lowest) cost-effectiveness.
Extreme sensitivity analysis is useful only if results
are insensitive to change, otherwise a large band 
of uncertainty surrounds the results (Gold et al.,
1996). Threshold analysis is a further form of
sensitivity analysis, which determines the value a
parameter would have to take in order for the most
effective option to cease to dominate. It can be
useful when high and low ranges of a parameter
are difficult to specify. Probabilistic sensitivity
analysis employs Monte Carlo analysis to simulate
the model, with assumptions about variability in the
data (Doubilet et al., 1985). Repeated samples are
drawn from these distributions to determine an
empirical distribution (O’Brien et al., 1994).

Other analyses

Generalising results
The generalisability of results from clinical trials 
is an issue that is important in terms of both 
clinical and economic data (Leidl, 1994). In
clinical terms, the main concern of generalisability
is the representativeness of the trial sample. In
economic terms, factors limiting generalisability
include differences in compliance, setting, organis-
ational practice, capacity and economies of scale
(Leidl, 1994; Baltussen et al., 1996). Generalisability
might also address various price levels, different
settings and pooled data (Drummond and Davies,
1991). Data derived from the trial may therefore
require adjustment in order to maximise external
validity (Drummond et al., 1997). Studies analysing
this aspect have tended to focus on generalisability
across countries (Drummond et al., 1992; Jefferson
et al., 1996).

Most of the methods used to generalise results are
based on sensitivity analysis (Baltussen et al., 1996;

Jacobs and Baladi, 1996; O’Brien, 1996). These
analyses incorporate data from a variety of sources.
If data have been collected at the design stage, 
then they can be used in the modelling process to
consider the generalisability of results. If data are
not available, a Bayesian approach to revising trial
estimates could be adopted (Rittenhouse, 1997).
Rittenhouse (1995) suggests incorporating data
from a non-trial ‘real world’ environment and
adjusting analysis so that the results are more 
likely to reflect clinical practice. Adjusting analyses
from clinical trials to reflect effectiveness rather
than efficacy may be problematic because there 
are no valid or standard means of making 
these adjustments.

In the context of multicentre or multinational
clinical trials, the impact of any differences in
resource use and unit cost across centres may be
explored by using sensitivity analysis. For example,
a single set of unit costs could be applied to centre-
or country-specific resource-use data, or country-
specific unit cost data could be applied to pooled
resource-use data (Drummond and Davies, 1991;
Drummond and Jefferson, 1996). This would assist
in identifying the direction and magnitude of
differences across centres and countries. In multi-
national studies, it may be possible to estimate
country-specific cost-effectiveness ratios but, given
the concerns about generalisability, a single cost-
effectiveness ratio may not be relevant at local level.

Modelling long-term outcomes
There is a growing interest in the use of models in
economic evaluation (Luce, 1995; Office of Health
Economics, 1997b; Rittenhouse, 1996b; Buxton et
al., 1997). The term ‘model’ is widely used to refer
to decision analytical models, Markov models and
various forms of regression analyses. In the context
of clinical trials, modelling may be required to
predict long-term outcomes beyond the end-point
of the trial; this is the main application of model-
ling discussed here. Other forms of analysis may
also be useful for handling missing and censored
data, as discussed below (pp. 33–34).

The extrapolation of results from surrogate or
intermediate outcomes to ‘final’ outcomes, or 
from short-term or long-term periods, is often
required (Buxton et al., 1997). Several types of
model are available to accomplish this (Box 14).
The DEALE method (Declining Exponential
Approximation to the Life Expectancy model) 
is the simplest technique for computing life
expectancy and assumes that the hazard of 
dying from the disease and the hazard of dying
normally are constant (Beck et al., 1982). Markov
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models can also be used to analyse events that
repeat and occur over time. The basic assumption
of this model is that individuals are, at any time, 
in one of a finite set of states of health, and that
health changes from state to state according to 
a set of transition probabilities (Beck and Pauker,
1983; Sonnenberg and Beck, 1993). Gompertz
functions can be used to extrapolate survival from
the baseline (Mark et al., 1995). Survival analyses,
such as Cox proportional hazard models (Mark 
et al., 1995; Jonsson and Weinstein, 1997), Kaplan–
Meier methods and life tables (Backhouse et al.,
1994; Hlatky et al., 1997b) can also be used.

Schulman and co-workers (1991) used two
different models to extrapolate clinical outcomes
and survival beyond the trial for asymptomatic
people with HIV infection who were treated with
zidovudine, one based on a one-time benefit in the
first year and the other on continuous benefit in
future years. The sensitivity analysis showed that 
the cost-effectiveness ratio was extremely sensitive
to the choice of model.

This highlights one of the limitations of modelling,
the fact that assumptions made or the model used
may affect the results to a large degree. Errors in
modelling are important to identify because they
may be cumulative; that is, any initial uncertainty
surrounding an assumption may be multiplied
through the model and lead to even greater
uncertainty. If a model is to be used, it should be
simple, presented in transparent form and vali-
dated if possible (Buxton et al., 1997). Validation
methods are discussed in an article by Sonnenberg
and colleagues (1994).

Analysis in the presence of missing and
censored data
Further analysis may be required to pool the data
and to handle missing and censored data. If data are
from multicentre trials, they are likely to be hetero-
geneous. The methods used to pool data will depend
on the design of the trial. If the trial is a cluster
randomisation, where the unit of randomisation is,
for example, the GP practice rather than the patient,

heterogeneity could be taken into account by
pooling differences using a random effects meta-
analysis. This then produces larger standard errors
than by assuming there are no differences between
centres (Wonderling et al., 1996b).

Possible approaches to use with missing data 
are non-random; they include ignoring missing
data or attempting to estimate them by imputation.
Regression, multiple regression and mean imput-
ations are all possible forms of estimation (Little
and Rubin, 1987). Replacement by mean imput-
ation may be biased and reduce artificially the
variance in parameter estimates (Coyle et al., 1995;
Little and Rubin, 1987). If data are missing non-
randomly, then investigation of the missing cases
may be required to examine whether there is any
consistent pattern to them.

When censored data are present, approaches to
handling this data also need to be found in order
to estimate mean total cost. If the costs associated
with censored observations are excluded, this 
may underestimate the costs (Rutten-van Molken 
et al., 1995).

Several approaches have been used in empirical
studies. One is to assign zero costs for the censoring
period (Hlatky et al., 1997a). An alternative is to
carry forward the mean cost of all observations 
for patients with limited follow-up (Rutten-van
Molken et al., 1994, 1995). This has been argued to
be appropriate because the high use of resources
observed before withdrawal would have been
sustained or may even have increased.

Statistical approaches used to handle censored
clinical data have been adapted for use with eco-
nomic data. Non-parametric methods, such as
Kaplan–Meier survival analysis and life table
analysis, have been suggested. Fenn and co-workers
(1995) argue that, when calculating mean within-
trial costs for samples of patients, Kaplan–Meier
analysis should be used to adjust for censoring. 
In using this approach, costs, rather then survival
time, are used as the dependent variable and are
treated as right censored. It has been argued,
however, that this approach is valid only if the
additional cost per period is constant over time
(Lin et al., 1997). An alternative approach is to 
use the total cost for a specified period as the
dependent variable. The period is chosen so as to
reduce censored data. Lin and colleagues (1997)
partitioned the survival curve into intervals and
estimated costs for each interval, but found 
these estimates to be consistent only if censoring
occurred solely at the boundaries of the interval.

BOX 14 Methods available for modelling 
long-term outcomes

• DEALE method

• Markov models

• survival analysis
– Cox proportional hazard modelling
– Kaplan–Meier analysis
– life table analysis.
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There are several empirical applications of survival
analysis to cost data, Kaplan–Meier analysis in
particular, with the aim of taking account of
censored data in order to estimate cumulative 
costs (Backhouse et al., 1994; Etzioni et al., 1996;
Schulman et al., 1996b; Gruger and Backhouse,
1997; Hlatky et al., 1997a).

The underlying assumption of these approaches is
one of independence between the variable of inter-
est and its censoring mechanism, yet data may be
non-randomly censored, for example, if patients who
are more ill drop out of a trial. Loss to follow-up may
therefore be related to treatment. Censoring may
also be ‘informative’; that is, the censoring time may
provide information about future events (Glasziou 
et al., 1990). If this is the case then these methods
may not be appropriate. However, not adjusting for
censored data may also lead to bias. The issues
surrounding the suitable use of survival analysis have
been reviewed in detail elsewhere in the context of
quality of life data (Billingham et al., 1999).

Summary
Data analysis may also influence the design of the
study. In summarising and synthesising cost data,
issues such as how to pool data and how to handle
missing and censored data have to be considered. 
It is important to address the variability in, and 
the distribution of, cost data. It is generally agreed
that mean costs convey more useful information
than medians because they relate to total cost. 
The procedures used to address uncertainty in
methods and results include both statistical and
sensitivity analyses; these have complementary
roles. Sensitivity analysis can also be used to
generalise results.

The main methodological issues when there is 
a lack of consensus include: the investigation of
methods for handling missing and censored 
data; methods of generalising and/or adjusting
results from clinical trials to routine practice; and
exploring uncertainty in cost-effectiveness results.
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Common reporting format
A common reporting format for economic
evaluations would both increase the transparency 
of methods and results, and facilitate comparison
across studies (Drummond et al., 1997). Reporting
styles are influenced by the objectives of the study
and the perspective of the analysis. Some reporting
guidelines are national guidelines intended for 
the reimbursement of pharmaceuticals (Canadian
Coordinating Office for Health Technology
Assessment, 1994). Others are aimed at studies
reporting their results in journals (Gold et al., 
1996; Drummond et al., 1997). Despite differences
in objectives, there is some common agreement 
on reporting styles (Drummond et al., 1997).
Detailed lists of items for inclusion in the reporting
of economic evaluation are presented in the
guidelines of the Canadian Coordinating Office 
for Health Technology Assessment (1994), by Gold
and co-workers (1996), and by Drummond and
colleagues (1997). For the purposes of this review,
four broad headings (background information,
methods, results and discussion) are used as the
basis for discussing the presentation and reporting
of results.

Background information
Background information on the research objectives,
description of comparators, study design, target
population of the intervention, boundaries of
analysis, time horizon and perspective adopted
should all be reported (Gold et al., 1996; Siegel 
et al., 1996). Details of related study references, the
target audience and descriptions of any pharma-
ceutical products should also be given (Canadian
Coordinating Office for Health Technology
Assessment, 1994). Guidelines for the reporting 
of clinical trials could also be consulted so that the
reporting of medical evidence is consistent with
current recommendations (Altman, 1996; Begg 
et al., 1996). Patient characteristics may affect costs
and effects; hence, patients’ clinical and demo-
graphic characteristics should be reported (Rutten-
van Molken et al., 1995; Schulman et al., 1996a;
Hlatky et al., 1997a). The details of where and when
the study took place should also be stated. Baseline
information on centre characteristics is also useful.
Items of background information that should be
reported are summarised in Box 15.

Methods
The methods used should be made transparent 
and the following information should be reported:

• descriptions of the costing methods used, includ-
ing the types of cost and the reasons for adopt-
ing particular methods (Canadian Coordinating
Office for Health Technology Assessment, 1994)

• sample size calculations and assumptions 
(Mason and Drummond, 1995)

• reasoning behind centre selection
• data collection instruments used and evidence

on their validity and reliability
• timing and management of data collection
• when modelling is used: an explanation of the

reported parameters modelled; the variables
included or excluded in the modelling; the
statistical relations assumed or derived; and
whether the evidence supports the assumptions
(Drummond and Jefferson, 1996)

• methods used to investigate uncertainty
• methods used to account for missing and

censored data
• methods used to adjust for differential timing
• dates of the estimates of resource use and unit

cost, together with any details of the adjustment
to a more recent price level (Drummond et al.,
1993; Mason and Drummond, 1995)

• year and currency of cost data (Drummond 
and Jefferson, 1996).

Results
Costs should be presented with some information
on their variability. Means, rather than median
costs, convey more useful information.

Disaggregation of results can aid transparency
(Drummond et al., 1993; Coyle et al., 1995; 
Williams et al., 1995) (Box 16). Results can be

Chapter 5

Presentation and reporting of results

BOX 15 Reporting of background information

• research objectives
• description of comparators
• perspective
• time horizon of study
• patient characteristics
• centre characteristics.
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disaggregated in a number of ways. First, costs
should be disaggregated into components to
indicate those costs contributing most to the total.
Secondly, total costs should be separated into
resource-use and unit cost estimates. Thirdly,
productivity costs can be disaggregated into
resource quantities and valuation by reporting 
days of work lost and the valuation of work lost
separately (Drummond et al., 1997). The major
outcomes (e.g. the impact on quality of life) can 
be presented in a disaggregated as well as an
aggregated form (Drummond and Jefferson, 1996).
If a cost–consequence analysis has been conducted,
then the total costs and consequences will be
presented in disaggregated form anyway (for
example, Nicholl et al., 1992). Fourthly, even if 
the form of analysis is not cost–consequence,
incremental costs and effects should be presented
separately. This may provide more useful inform-
ation to decision makers than an incremental 
cost-effectiveness ratio. Finally, the distributional
implications of the results should be quantified 
by disaggregating the analysis of costs and effects
according to the groups affected (Her Majesty’s
Treasury, 1997).

The incremental cost-effectiveness ratios can 
be presented graphically on a cost-effectiveness
plane (Anderson et al., 1986; Black, 1990) and the
probability of an intervention being cost-effective
can be shown using a cost-effectiveness acceptability
curve (van Hout et al., 1994).

When there are many cost items, reporting should
concentrate on the main costs (Drummond and

Jefferson, 1996). The separate reporting of fixed
and variable costs is also recommended (Williams 
et al., 1995). The composition of total cost can be
shown graphically (Backhouse et al., 1994; Spiegel-
halter et al., 1996). The costs should be presented
undiscounted so that readers can apply their own
discount rates (Drummond and Jefferson, 1996).
Long- and short-term results should be given
(Canadian Coordinating Office for Health Tech-
nology Assessment, 1994). Response rates and
drop-out rates should also be reported (Mason 
and Drummond, 1995), and also the results from
any modelling and sensitivity analysis.

Discussion
The discussion should include comment on 
the limitations of the study (Gold et al., 1996). 
The policy relevance and generalisability of 
results should also be discussed (Gold et al., 
1996; Drummond et al., 1997). Any comparisons
with evaluations of other health service inter-
ventions in other studies should be made only
when a close similarity in study methods can be
demonstrated (Drummond and Jefferson, 1996).
There are often space constraints if the results of
studies are published in journals; consequently,
several authors recommend that technical reports 
should be made available to readers on request
(Canadian Coordinating Office for Health
Technology Assessment, 1994; Gold et al., 1996;
Drummond et al., 1997).

Summary

The presentation of results addresses the reporting
formats used. Results should be presented in a
disaggregated manner, for example, by separating
resource use from unit costs and reporting the
contribution of different types of cost to total 
cost. The development of a common reporting
format for economic evaluations would increase
the transparency of both methods and results. 
The design of future studies relies on transparent
reporting in earlier studies so that issues such as 
the variability in cost data can be determined.

BOX 16 Disaggregating results

• costs disaggregated into resource-use and unit costs

• total costs disaggregated into components

• productivity costs disaggregated into resource
quantities and valuation

• ratio disaggregated into total costs and total effects

• costs and effects disaggregated according to the
groups affected.
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Status of methodological issues
The recent increase in the number of economic
evaluations being conducted alongside or as an
integral part of clinical trials has provided the
opportunity to collect and analyse patient-specific
resource-use (and hence cost) data. These
opportunities have in turn focused attention 
on a range of important methodological issues
concerning the collection of resource-use data 
for costing purposes and its analysis. This 
systematic review has drawn on the existing
methodological literature on conducting eco-
nomic evaluation alongside clinical trials, with 
the aim of identifying the main methodological
issues associated with costing data collection 
and analysis, and establishing whether these 
issues can be resolved by reference to the 
theory underlying economic evaluation or 
the practical experience of undertaking 
such studies.

As the collection of economic data within or
alongside clinical trials is seen as a routine
requirement, and decisions about data collection
are made by investigators designing trials who 
may not have experience or formal training 
in health economics, the importance of 
clarifying, and if possible resolving, these 
issues increases.

Given that methodological approaches to the
collection and analysis of resource-use data for 
costing are still developing, there is a danger in
making recommendations on methods that may
impose rigid standards and constrain further
methodological development and debate. Some
apparent disagreement about how to handle
certain issues is inevitable. Different methods 
may be required to answer different economic
questions, or the same question in different 
health service contexts. Furthermore, resolutions 
of many of the design decisions in costing, and 
in economic evaluation more generally, are
fundamentally dependent on the theoretical
perspective of the analyst and the perspective 
of the study. Such issues can only be resolved 
once there is a decision about the appropriate
value system, viewpoint or theoretical standpoint
for a particular study.

In discussing the status of current methodological
issues, a useful way forward is to distinguish those
where there is general agreement from those of
disagreement. Issues where there is disagreement
can be further divided into two types:

• those that reflect legitimate differences in 
values and perspective

• those, often more practical, issues that 
are amenable to further elucidation by 
empirical research.

It appears from this review that perhaps, not
surprisingly, the literature and main methodo-
logical texts have focused more attention on 
the first type of issues of disagreement, while
essentially ignoring the need to improve our
understanding of, for example, the relative 
merits of alternative methods of data collection.
The first type of issue of disagreement can be
resolved only by agreement about what are 
the appropriate values and perspective in the 
context of a particular study or programme 
of research. The second could, and should, be
resolved by formal empirical testing of alternative
methods. The issues falling into these three
categories (one general agreement and two 
general disagreement) have been identified
throughout the review and are now summarised.
Although the number of published and com-
missioned economic evaluations alongside 
clinical trials is increasing rapidly, and has 
done so since the literature for this systematic
review was identified, some of these studies 
stress the importance of further research into
methodological issues. Many of the issues 
identified in this review therefore remain 
relevant and further research into them 
would be timely.

Methodological issues where there is
general agreement
Box 17 summarises the methodological issues 
where there is general agreement.

Methodological issues remaining open
because of legitimate differences in
values and perspectives
Box 18 summarises the main methodological 
issues that remain open because they depend 

Chapter 6
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upon the perspective and values adopted in the
study. All these have been widely debated in the
literature. They could of course legitimately be
determined by a user or funder of such studies
prescribing what values that body wishes to see
reflected in studies undertaken for it or with its
funding. This indeed has been the case with the
context-specific guidelines produced for example
in Ontario (Canadian Coordinating Office for
Health Technology Assessment, 1994) and Australia
(Commonwealth of Australia, 1995) for economic
evaluations required to support submissions to have
new drugs reimbursed within those publicly-funded
health care systems. As discussed in chapter 2 
(pp. 8–9), there is disagreement about the scope 
of the measurement of productivity costs and
future costs. Resolution of these issues requires
more considered arguments about the basis upon
which they should be included or excluded.

Methodological issues requiring
empirical testing
Many of the more detailed methodological 
issues relate to the best ways of designing data

collection exercises, and relate to sources of
information, levels of necessary detail, the
frequency of collecting data, modes of data
collection, and so on. In principle, for such 
issues it should be possible to make specific, 
or at least context-specific, recommendations 
based on past experience. Unfortunately, 
although there are successful studies that can 
be drawn on as examples of seemingly good
practice, and certainly such examples should be
considered in designing new trials, this review
found few examples of experimental studies 
that tested the relative performance of different
methods. Hence, it is probably premature to 
offer firm recommendations on methods for
handling even these methodological issues.
Empirical studies need to be undertaken 
formally to address these questions and those
undertaking future applied studies should be
encouraged to build into their design some 
specific testing of these methodological issues. 
The issues falling into this category, which 
should form part of a future research agenda, 
are summarised in Box 19.

BOX 17 Methodological issues where there 
is general agreement

• identifying perspective of study

• measuring units of resource use and applying
appropriate unit cost

• measurement of health service costs of the 
whole intervention

• need to use existing information or pretrial 
study to inform study design

• need to calculate sample sizes for costs/
cost-effectiveness

• analysis of uncertainty

• use of discounting

• importance of generalising results

• transparency in methods and results.

BOX 18 Summary of major methodological issues
remaining open because of legitimate differences 

in values and perspectives

• which perspective to adopt

• whether to base choices on economic 
welfare theory

• which approach to analysis to adopt: estimation,
hypothesis testing or decision analysis

• which productivity costs should be included

• which future costs should be included.

BOX 19 Summary of methodological issues 
requiring further empirical research

Design
• measuring productivity costs
• implications of alternative criteria for attribution 

of costs
• exploring optimal sampling approaches
• issues surrounding multicentre clinical trials and

handling centre effects
• sample sizes for cost-effectiveness.

Data collection
• determining appropriate recall periods for 

data collection
• determining the validity and reliability of 

resource-use data collection instruments
• development of standard questionnaires for 

patient costs.

Data analysis
• investigation of methods of handling missing and

censored data
• identifying methods of generalising or adjusting

results from clinical trials
• synthesising cost and effect end-points.

Presentation
• development of a common reporting format for

economic evaluations.
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Recommendations

The recommendations that arise from this review
are targeted at three main groups: investigators;
funding bodies; and those responsible for ensuring
high standards in reporting of studies. A list of
issues for further empirical research is suggested.

Recommendations for investigators
Recommendations for investigators are summarised
in Box 20. In undertaking studies, investigators
should consider, in a systematic way, the options 
for resource-use data collection and ensure that 
the rationale for the chosen design is made explicit
and transparent. They should also ensure that, in
determining the design, full use is made of existing
evidence relating to costs of the technologies or
treatments under study in order to aid the design 
of well-focused data collection. In doing so, investi-
gators may be able to draw on data archives, if such
are established (this is discussed further below). 
It is also recommended that investigators should 
test and assist in the further development of the
structured framework for study design presented 
in appendix 3. If, when designing studies, they
confront methodological alternatives that are un-
tested or unresolved, they should consider whether
these could be formally tested within the applied
study. This would contribute to the reduction in
uncertainty surrounding the relative merits of
alternative approaches. In order to aid transparency
of the results, investigators should aim to ensure 
that details of their data collection methods and
instruments are readily available and make certain

that they report the results in such a way that
analysis is repeatable by other investigators. They
should also be willing to share data from previous
studies with other researchers who are designing
costing studies in similar fields. They should be
prepared to deposit work in data archives if such are
set up and, in so doing, contribute to the critical
appraisal of the usefulness of such archives.

Recommendations for funding bodies
Recommendations for funding bodies are
summarised in Box 21. Funding bodies should be
prescriptive about the perspective to be adopted 
in the studies funded. This would ensure the
maximal comparative value of the results. If they
are unwilling to do so, they should at least require
that investigators are explicit about the perspective
adopted and justify their positions. A similar
approach to that adopted by the panel on cost-
effectiveness in health and medicine in the USA
(Gold et al., 1996) could be adopted. This involves
specifying a reference case (they chose the societal
perspective) but not precluding investigators from
adopting other perspectives where appropriate.

In reviewing research proposals, funding bodies
should ensure that an adequate process of decision
making about economic data collection has taken
place or is allowed for in the research proposal.
This may involve recognising the usefulness (and
cost) of the initial analysis of existing data or,
alternatively, funding some specific data collection
and/or pilot study. Funding bodies should assist in
the process of encouraging investigators to use

BOX 20 Summary of recommendations 
for investigators

• ensure that the rationale for data collection
methods is explicit and transparent

• ensure that full use is made of existing evidence
relating to costs, drawing on data archives if such
are established.

• test and assist in the further development of the
structured framework (decision aid) for study
design (presented in appendix 3)

• consider whether outstanding methodological
issues could be tested formally within an 
applied study

• report results in such a way that the analysis is
repeatable by other investigators

• be willing to share data

• deposit work in data archives if such are 
established 

• contribute to the critical appraisal of the 
usefulness of such archives.

BOX 21 Summary of recommendations for 
funding bodies

• be prescriptive about the perspective to be adopted
in studies funded (or require that investigators are
explicit and justify their positions)

• ensure that an adequate process of decision making
about resource-use data collection has taken place,
or is allowed for, in research proposals

• recognise that this may require the analysis of
existing data, some initial analysis, data collection 
or a pilot study

• assist in the process by the establishment of an
archive of data collection instruments and of
empirical data sets

• require researchers funded to deposit their work 
in these archives

• actively encourage the empirical testing of detailed
methodological alternatives within applied studies

• commission research into alternative methods of
unit cost estimation.
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existing data sets to inform design by the
establishment of archives of empirical data sets 
and data collection instruments, and requiring
research funded by them to be deposited therein.
They should also actively encourage the empirical
testing of detailed methodological alternatives
within applied studies. The review of unit cost
estimation was not included in the terms of this
review; funding bodies should therefore consider
supporting research into alternative methods of 
the estimation of unit costs.

Recommendations for those responsible
for ensuring high standards in the
reporting of studies
These recommendations are summarised in 
Box 22. Journal editors, or others responsible 
for ensuring high standards in the reporting 
of studies, such as the Health Technology Assess-
ment programme, should ensure that authors 
are explicit about the perspectives adopted 
and methods used. They should recognise the
importance of a clear explanation of the methods
employed in resource-use data collection. They
should also recognise, however, that limits placed
on the length of main reports (whether or not

published in a journal) may often require authors
to make available supplemental information on
precise data collection methods and instruments 
in technical reports, both to referees and,
subsequently, to readers.

Recommendations for further 
empirical research
Recommendations for further empirical research
were discussed earlier in this chapter (Box 19).
These issues should form part of a future research
agenda and empirical studies need to be under-
taken to address these questions formally.

BOX 22 Summary of recommendations for 
those responsible for ensuring high standards 

of reporting of studies

• ensure that authors are explicit about the
perspectives adopted and methods used

• recognise the importance of a clear explanation of
the methods of resource-use data collection

• require authors to make available supplemental
information on methods and instruments in
technical reports.
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Overview
The aim of the review was to identify articles in
which the methodological issues surrounding
costing alongside clinical trials were discussed. 
The articles were reviewed with the aim of
identifying methodological principles and issues
relating to the collection and analysis of cost data
within the context of clinical trials. The aim was 
not to record the frequencies with which issues
were raised but to be comprehensive in identifying
them. In developing the review, structured
comment from relevant experts was sought with 
the aim of detecting points where agreement 
was lacking and further research required.

Identifying relevant articles

The process by which relevant articles were
identified consisted of ten key stages:

1. definition of inclusion criteria and design 
of initial search strategy

2. searches of an in-house bibliographic 
database

3. manual searches of key journals
4. refinement of search strategy
5. electronic searches for key articles
6. review of key papers and identification of key

methodological issues
7. electronic searches for articles on specific

methodological issues
8. citation searches using articles on specific

methodological issues
9. reference lists of identified articles
10. articles identified by experts.

The criteria for the inclusion of articles were
devised after consideration of the purpose and
scope of the review. As part of the first stage, an
initial set of search terms was drawn up and
subsequently used to search the in-house database
(stage 2). Manual searching of key journals was 
the third stage. The articles retrieved from the 
in-house and manual searches were reviewed with
the aim of refining the search strategy and defining
search terms (stage 4). Electronic searches were
conducted using the refined search strategy. The
first set of searches was targeted at identifying key

review and empirical articles (stage 5). The 
key articles were then reviewed and a set of key
methodological issues identified. These key issues
formed the basis of the structured review of the
methodological issues (stage 6). A subset of
searches was then conducted to identify articles
containing discussion of the individual methodo-
logical issues (stage 7). A final set of electronic
searches was conducted in the form of citation
searches to identify key articles (stage 8). The
reference lists of articles were also examined to
identify further articles (stage 9). The final 
stage was the identification of articles by experts
(stage 10). The ascertainment of methodological
issues was an ongoing process and electronic
searches for specific issues were revised 
accordingly.

Inclusion criteria
The criteria for inclusion of an article in the 
review were if it:

• reviews methods of costing alongside 
clinical trials or reviews a single 
methodological issue

• conducts empirical analysis of economic
evaluation alongside a trial that raises new
methodological issues

• presents guidelines on how to perform
economic evaluation

• conducts empirical analysis of specific
methodological issues

• presents guidelines for authors who are
publishing economic evaluations in journals.

Although the focus of the review was specific 
to costing alongside clinical trials, the relevant
articles that raised methodological issues were
derived from several strands of the literature. 
First, reviews of the specific topic (costing along-
side clinical trials) were included as well as review
articles addressing a single methodological issue.
Secondly, empirical articles reporting the
conducting of economic evaluations alongside 
or within clinical trials were also included because
they might raise additional methodological issues.
The relatively recent increase in economic
evaluations conducted alongside or within 
clinical trials meant that many of the methodo-
logical issues could be raised in recent empirical

Appendix 1

Methodology of the systematic review
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studies. Empirical articles that explored new
methodological issues were also included. Thirdly,
the literature on costing methods in economic
evaluation in general was included because this
forms the basis for the design of many economic
evaluations. Fourthly, guidelines have recently been
produced for various countries, which attempt to
standardise methodologies employed for economic
evaluation and, because they make recommend-
ations about methods, their inclusion in the review
was also appropriate. Finally, guidelines for authors
intending to publish economic evaluations in peer
reviewed journals were also included in the review,
because, by implication, they contain comment on
methodological issues.

Abstracts were read and included where inclusion
criteria were met. Articles were then skim read and
included in the review where inclusion criteria were
met. The aim was not to record the frequencies
with which issues were raised but to be compre-
hensive in identifying issues, so the final list of
references represents all issues rather than all
relevant articles discussing the issues.

In-house search
The second stage of the review was an in-house
search of the relevant literature. The in-house
database was organised by researchers in the field
of economic evaluation in health care, so it pro-
vided a useful starting point for the identification
of articles for review, search terms and methodo-
logical issues. The in-house database at the Health
Economics Research Group, Brunel University,
holds over 5000 references organised by using
bibliographic software (Pro-cite version 2.21). The
basic search terms used for the in-house searches
were economic*, cost* or methodology* or trial*
(where * indicates a truncated search term).
Articles were retrieved when the inclusion 
criteria were met.

Manual searches
Manual searching of journals was also conducted.
All journals were searched manually from 1990
until October 1997 unless they were first estab-
lished after 1990. Where this was the case, the first
year is presented in parentheses. The following
journals were included:

• British Journal of Medical Economics (to vol. 11 (1))
• Controlled Clinical Trials (to vol. 18 (5))
• Drug Information Journal (to vol. 31 (3))
• Health Economics (from 1992 to vol. 6 (5))
• Health Policy (to vol. 41 (2))
• International Journal of Technology Assessment in

Health Care (to vol. 13 (3))

• Journal of Clinical Epidemiology (to vol. 50 (10))
• Journal of Epidemiology and Community Health 

(to vol. 51 (5))
• Journal of Health Economics (to vol. 16 (2))
• Medical Care (to vol. 35 (10))
• Medical Decision Making (to vol. 17 (3))
• PharmacoEconomics (from 1992 to vol. 12 (4)).

Refinement of search strategy
Following the in-house and manual searches, 
the articles retrieved were then skim read with 
a view to refining the search strategy and 
devising search terms. 

In developing the search strategy, use was made 
of truncated terms (*). Operators such as ‘and’,
‘or’ were also used and the operator ‘next to’ was
used for expressions, such as economic evaluation,
which became: economic ‘next to’ evaluation. 
The use of medical subject headings such as ‘costs
and costs analysis’ and ‘economic’ were found to 
be too broad. The use of cost* in abstracts picked
up too many articles concerned only with making
minor comments about the cost implications of
studies. The search terms were combined with 
their respective operators and further combined
into sets:

001 cost* in title
002 cost-effective* in title or abstract
003 economic next to evaluation in title or abstract
004 methodology* in title or abstract
005 randomised controlled trial* in title or abstract
006 1 or 2 or 3
007 5 and 6
008 4 and 7

Electronic searches
The search strategy detailed above was used 
for electronic searches, which were conducted
simultaneously on MEDLINE, EMBASE and
Healthstar (health administration database) via
Dialog software. The simultaneous searching of 
the three databases permitted the easy identifi-
cation of duplicate articles. Further searches were
conducted on the Health Economic Evaluations
Database (Office of Health Economics). The
literature searches were limited to English 
language articles for the period 1986–1996 
and excluded animal studies.

Review of key articles and identification
of key methodological issues
The articles retrieved from the search were 
then reviewed in order to identify the methodo-
logical issues. The issues were structured into 
four categories: study design, data collection, 
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data analysis and presentation of results. 
These categories also formed the outline 
of the report.

Issue-specific searches
The aim was to identify papers discussing a specific
methodological issue or issues that are relevant to
data collection and analysis for costing alongside
clinical trials. This required a targeted search
strategy; so, for each key issue, search terms were
identified. Electronic searches were conducted for
each issue on EMBASE, MEDLINE and Healthstar
databases via Dialog.

The issues identified were resource-use data
collection and analysis issues (sample size, cost-
effectiveness ratios, confidence intervals, sensitivity
analysis, extrapolation and generalisation). The
search strategy was as follows:

001 statistic* in title or abstract
002 stochastic in title or abstract
003 cost-effective* next to ratio* in title or abstract
004 extrapolat* in title or abstract
005 sensitivity next to analys* in title or abstract
006 generali* next to cost* in title or abstract
007 missing next to data in title or abstract
008 pool* next to data in title or abstract
009 cost-effective* in title or abstract
010 1 or 2 or 3
011 4 or 5 or 6 or 7 or 8
012 9 and 10
014 9 and 11

These search terms were then combined with 
those from the general search.

Citation searches
For each key issue, key articles were selected 
and used in the citation searches, which were
conducted on EMBASE. The articles selected 
were those thought to be the earliest ones
discussing the methodological issues. Identified
articles were retrieved if they met the inclusion
criteria and were not duplicates.

Reference lists
All reference lists from previously identified 
articles were reviewed in order to identify 
other relevant articles, subject to the 
inclusion criteria.

Articles from experts
In the consultation phase of the report, experts
were asked whether any key articles were missing
from those identified by the searches and, if so, 
to identify them.

Review of articles
The articles were photocopied and details entered
on Pro-cite (a bibliographic software package) 
with keywords assigned for the source (in-house,
handsearch, electronic search with database) and
for the type of article (methodological, empirical,
statistical, other review, data collection). The
allocation of source keywords enabled easy cross-
checking of in-house articles with those retrieved
from the electronic searches. For each stage of 
the identification process, the number of articles
identified and the number included were 
recorded. The results are shown in Table 2.

Experts consulted

Experts were asked to comment on drafts of the
report and to identify any gaps in methodological
issues and articles in the review. The following
experts were consulted:

Martin Backhouse, Sandoz Pharma, 
Basel, Switzerland

Ray Churnside, Glaxo Wellcome, London, UK
Doug Coyle, Clinical Epidemiology Unit, 

Ottawa, Canada
Linda Davies, Centre for Health Economics,

University of York, UK
Professor Cam Donaldson, Health Economics

Research Unit, University of Aberdeen, UK

TABLE 2 Number of articles retrieved at each stage

Stage No. articles No. articles 
identified included

In-house search 174 24

Manual search n/a 81

Main electronic search 397 76

Issue searches (all) 143 18

Citation searches (all) 161 16

Reference lists n/a 24

Experts n/a 14

Total 253a

a As explained above, because the aim was not to record 
the frequencies with which issues were raised but to be
comprehensive in identifying issues, the final list of references
represents all issues rather than all relevant articles discussing
the issues

n/a, not applicable
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Dr Miranda Mugford, School of Health Policy 
and Practice, University of East Anglia, UK

Dr Max Parmar, MRC Cancer Trials Office,
Cambridge, UK

Dr Kevin Schulman, Clinical Economics Unit,
Georgetown University, USA

Ken Wright, Centre for Health Economics,
University of York, UK.
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Introduction
The design of many economic evaluations has 
been based on vague judgements about which 
costs might be important, and even vaguer ideas 
of the variability and distribution of such costs
(Drummond and O’Brien, 1993; O’Brien et al.,
1994; Spiegelhalter et al., 1996). Although this 
may have been inevitable in the past, there is now
some evidence that might usefully inform these
decisions. A small number of published articles
have begun to show how existing empirical
evidence can inform methodological decisions
(Knapp and Beecham, 1993; Whynes and Walker,
1995). Given that it is often of further concern that
some economic evaluations may overburden a
study with detailed data collection when a more
restricted set of data could have provided the
necessary information, it is important to ensure
that cost data collection is designed in a precise
and cost-effective way.

This part of the review provides a demonstration 
of how existing evidence relating to costs from a
completed study can be used to inform subsequent
design decisions. Analysis of the results of a
detailed data collection may show whether (at least
in those particular circumstances) simpler methods
would have produced comparable results.

Summary of trial and cost data

This empirical example is based on data from the
CHART study. The CHART data were used because
of the depth and range of the cost collection. The
study is a randomised clinical trial comparing
CHART treatment with conventional treatment 
for patients with head and neck cancer and cancer
of the bronchus. The advantages of CHART, com-
pared with conventional treatment, are its potential
both to overcome radiation resistance and to
increase survival (Saunders et al., 19961).

Comparators
Patients receiving CHART were treated three 
times on each of 12 consecutive days, including
weekends. The frequency and intensity of treat-
ment meant that they usually stayed in hospital
during therapy, either in a hospital ward or in a
hostel owned by the hospital. Patients receiving
conventional therapy were treated once a day, 
5 days per week, for a total of 6 weeks (bronchus
cancer) or 6.5 weeks (head and neck cancer). 
They usually travelled daily to the hospital to
receive treatment.

Design of the trial
The trial was multicentred, with patients recruited
from ten UK centres and three centres from other
parts of Europe. Sixty per cent of the patients were
randomised to receive CHART and 40% conven-
tional treatment. For the purposes of the re-analysis
discussed here, only patients with head and neck
cancer were included. The total number of 
patients in the trial of treatment for head and 
neck cancer was 526, with 314 randomised to
receive CHART and 212 randomised to receive
conventional treatment.

Types of cost
These two treatments are likely to have different
radiotherapy, hospital and travel costs. One 
would expect the radiotherapy costs and hospital
costs for patients treated by CHART to be higher
than those receiving conventional treatment, but
the travel costs incurred by patients receiving
conventional treatment to be higher than those 
for patients receiving CHART. Furthermore, if, 
as a result of more intensive treatment, CHART
leads to more side-effects, higher community 
costs may be incurred by these patients than 
by those receiving conventional treatment. This 
re-analysis discusses these cost differences and
analyses total costs. There is no discussion of 
cost-effectiveness because the effects data are 
not yet available.

Appendix 2

An empirical example of the usefulness of existing
data to inform design

1 Saunders MI, Dische S, Barrett A, Parmar MKB, Harvey A, Gibson D, on behalf of the CHART Steering Committee.
Randomised multi centre trials of CHART vs conventional radiotherapy in head and neck and non-small cell lung
cancer: an interim report. Br J Cancer 1996;73:1455–62.
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The costs measured in the study followed the usual
practice of identifying and measuring resource-use
and unit costs separately. Costs were then the
product of the resource-use and the unit costs. Five
main elements of resource use were measured:

Radiotherapy resources
• the number of treatments given
• the timing of the treatments (whether during

normal working hours (Monday–Friday), before
or after normal hours or at weekends).

Hospital resource use up to 8 weeks
• the number of inpatient bed days during and

after treatment
• hospital travel time (ambulance).

Hospital resource use from 8 weeks and to 
3 months
• the number of inpatient bed days by hostel/ward
• the number of outpatient visits
• the number of hostel bed days.

Community resources
• the number of surgery visits to the GP for 

this illness
• the number of surgery visits to the GP for 

other illnesses
• the number of home visits by the GP for 

this illness
• the number of home visits by the GP for 

other illnesses
• the number of visits by district nurses, health

visitors, social workers, Macmillan nurses, home
helps and other community service workers.

Patient and hospital travel time
• the number of visits to the centre per week 

for treatment by mode of transport
• the distance from the patient’s home to 

the centre.

Resource-use and unit cost data
The collection of resource-use data was planned 
to coincide with clinical assessments, the timing 
of which had already been decided at the start 
of the trial. Details of radiotherapy resource use
were collected at the end of treatment. The use 
of hospital inpatient and outpatient resources was
collected weekly up to 8 weeks after the commence-
ment of treatment. After 8 weeks, this information
was collected at 3, 6, 9, 12, 18 and 24 months after
commencement of treatment. Information on the

use of community resources was collected by 
asking both the patient and the GP. Details of
patients’ travel during treatment were collected
weekly until treatment was completed. The
resource-use questionnaires were piloted at two
centres. The resource-use and unit cost measures
are summarised in Table 3.

The unit cost estimates (averaged across the
centres) are summarised in Table 4. The radio-
therapy unit costs are costs per patient treatment;
the bed day unit costs are cost per bed day; all
community unit costs are costs per visit. In
calculating total costs, centre-specific resource 
use was multiplied by centre-specific unit costs
where appropriate. The unit costs of radiotherapy
and hospital resource use were collected from 
the individual centres. The unit costs of com-
munity resource use were based on previous
estimates (Netten and Dennett, 19932). The 
cost of a GP visit was based on Treasury estimates,
modified to allow for differences in the time for
surgery and home visits. Total cost up to 3 months
after treatment was then the sum of the radio-
therapy costs, hospital costs up to 8 weeks, 
hospital costs from 8 weeks to 3 months,
community costs and travel costs.

TABLE 3 Summary of resource-use and unit cost measurement

Resource use Unit cost

Radiotherapy Cost per treatment per centre, by 
length of session

Hospital
Inpatient bed days Cost per inpatient bed day per centre
Hostel bed days Cost per hostel bed day per centre 

with hostel
Hospital Cost per outpatient visit per centre
outpatient visits

Day patient days Cost per day per centre

Community
GP Cost per visit (single estimate)
District nurse Cost per visit (single estimate)
Health visitor Cost per visit (single estimate)
Social worker Cost per visit (single estimate)
Macmillan nurse Cost per visit (single estimate)
Home help Cost per visit (single estimate)

Travel
Miles travelled Cost per mile per mode of travel 

(single estimate)

2 Netten A, Dennett J. Unit costs of community care. Canterbury: Personal Social Services Research Unit, University of
Kent, 1993.
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Issues in the design of resource-
use and cost data collection

Issues and stages of analysis
The data set described above can be used to
explore several issues in the design of resource-
use and cost data collection:

• contribution of types of costs to total cost
• variability in cost-generating events and total cost
• sample size
• centre effects.

Together with the methods used to address them,
these issues are described in further detail below.

The data are analysed in three stages, as
summarised in Table 5. The first two stages are
based on limited sets of data and aim to reflect 
the stages that investigators themselves would 
go through in designing data collection.

The first stage is based on a subset of
conventionally treated patients only. This data 
set reflects the likely situation of an investigator
who is designing cost data collection, that is, 
having some prior knowledge of the resource use
associated with the existing conventional treatment
but no information on the trial intervention. This
prior knowledge need not be derived from trials.
For example, investigators may have information
available to them from patients’ notes, a prior
descriptive study, or a prior trial of which only one
arm was relevant. Data in this first stage are based
on 38 patients who had received conventional
treatment from one of the larger trial centres. The
assumption is that the conventional treatment is
the same in routine practice as in the trial.

The second stage is based on a simulated pilot
study and aims to reflect the next stage that an
investigator might go through, collecting data on a
small number of patients in each treatment group.
The subset of data used in this analysis is based on
the first 50 patients randomised over a 3-month
period (selected on the basis of date of random-
isation) to either treatment in the trial. The
number of patients in the pilot study receiving
conventional treatment was 23, and 27 received
CHART. The simulated pilot study approach has
been used by Drummond and Coyle (1997).

The third stage is based on the full trial data set,
comparing the results for the two treatment
groups. The implications that each stage of the
analysis has for design issues are compared.

Contribution of types of cost to 
total cost
Description of the issue
An examination of the contribution that each type
of cost makes to the total cost is useful because it
can determine whether a reduced number of costs

TABLE 4 Summary of unit cost estimates

Resource use Unit cost 
(UK £ 1993–1994)

Radiotherapy (normal hours) 18.86

Radiotherapy (after normal hours) 45.52a

Radiotherapy (weekends) 53.26a

Radiotherapy (before normal hours) 32.37b

Inpatient bed days 99.34a

Hostel bed days 41.53b

Hospital outpatient visit 24.39a

GP visit 10.87

District nurse 9.32

Health visitor 15.52

Social worker 18.66

Macmillan nurse 39.16

Home help 6.36

Miles travelled (patient travel)            0.14 to 0.28c

a Mean cost for the ten centres
b Mean cost for four centres
c Depends on area

TABLE 5 Summary of stages of analysis

Stage of analysis Treatment Data Sample size

Stage 1 Conventional treatment Existing data 38

Stage 2 Both treatment groups Pilot study 50

Stage 3 Both treatment groups Full trial data set 526
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could safely be collected. The relative contribution
of each type of cost is assessed by calculating the
proportion of total cost accounted for by each 
type of cost.

The size of contribution to the total cost may be
determined by the frequency of the occurrence of
the cost and the size of the unit cost. Resource uses
with high unit costs may not contribute a large
amount to the total cost if they are of low fre-
quency. The relationship between the frequency
and level of unit costs of each of the types of cost is
therefore explored. A judgement is required about
the threshold below which certain types of cost are
considered to be of low quantitative importance
and, as such, may not require measurement. A
previous study has suggested excluding measure-
ment of costs that contribute between 6% and 9%
of the total cost (Knapp and Beecham, 1993).

Comparison of results by stage of analysis
Table 6 presents the five cost types as percentages 
of the total cost. Stage 1 analysis identifies hospital
costs up to 8 weeks, and radiotherapy and travel
costs as the three largest components of the total.
Hospital costs from 8 weeks to 3 months and com-
munity costs contribute a small amount, accounting
for 4.8% and 1% of the total respectively.

The stage 2 analysis confirms hospital costs from 
8 weeks to 3 months and community costs to be 
of low quantitative importance for both treatment
groups. It also identifies that travel costs are less
important for the CHART group than for the con-
ventional group. This would be expected because
CHART, unlike conventional treatment, does not
require patients to travel daily to the hospital. Stage
3 analysis confirms hospital costs from 8 weeks 
to 3 months and community costs to be of less
quantitative importance than other types of cost.

The stages of analysis have the following
implications for the study design. The low contri-
bution of community costs (representing between
1% and 4% of the total) and the fact that they are
of low frequency and have low unit costs suggests
that, if detailed data collection on community visits
were not collected, little information would be 
lost. The relatively large contribution of travel 
costs for conventionally treated patients confirms
their importance for this group. The decision
about whether travel costs are to be included will,
ultimately, depend on the perspective of the study.
Hospital costs from 8 weeks to 3 months also
represent a small proportion of the total cost for
both treatment groups at all stages of the analysis;
this suggests that the additional information

TABLE 6 Cost type as percentage of total cost

Cost type Stage of analysis Conventional CHART

% of total cost Mean cost (£) % of total cost Mean cost (£)

Radiotherapy costs Conventional 33.2 747.38 n/a n/a
Pilot 22.7 549.74 36.2 1246.40
Actual 25.3 587.01 34.3 1171.10

Hospital costs to Conventional 43.6 980.20 n/a n/a
8 weeks Pilot 42.7 1035.53 56.2 1934.90

Actual 45.0 1044.74 57.8 1975.41

Hospital costs 8 weeks Conventional 4.8 108.67 n/a n/a
to 3 months Pilot 6.0 145.74 3.4 118.26

Actual 8.2 189.72 4.8 163.11

Community costs Conventional 1.0 23.04 n/a n/a
Pilot 2.2 52.52 3.4 118.27
Actual 4.0 93.13 2.5 84.16

Travel costs Conventional 17.4 391.37 n/a n/a
Pilot 26.4 642.20 0.7 23.74
Actual 17.5 407.96 0.6 20.89

Total Conventional 100 2250.66 n/a n/a
Pilot 100 2425.73 100. 3441.57
Actual 100 2322.54 100 3414.67

n/a, not applicable
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acquired by extending the data collection by 
1 month may be low. When the frequency and 
level of unit costs are considered, however, it may
be important to include hospital costs from 8 weeks
to 3 months because, although they are of low
frequency, they have high unit costs.

Had stage 1 and stage 2 analyses been performed,
the design of the main study would have excluded
community costs and, possibly, hospital costs from 
8 weeks to 3 months. These design decisions are
confirmed by the stage 3 analysis of the full data,
which, on the basis of their contribution to total
cost, collected additional data that would not have
been necessary.

The decision on types of cost to be included should
also address variability in costs, which will now 
be discussed.

Variability in cost-generating events 
and total cost
Description of the issue
A knowledge of the variability in cost-generating
events and cost data is important in informing 

the types of cost to be included in a study and 
in sample size calculations. This variability is
explored by examining the dispersion of the 
events. Dispersion refers to the ratio between the
variance and the mean of a variable. If the variance
of a cost-generating event is greater than its mean,
it is said to be overdispersed. If the variance equals
the mean, there is no overdispersion; therefore, the
higher the ratio, the more overdispersed the data.
This measurement has been applied by Spiegel-
halter and colleagues (1996), who suggest that a
typical range of overdispersion for cost-generating
events is between 2 and 5.

The variability in total cost is examined by calcu-
lating the coefficient of variation, which expresses
the standard deviation of a cost-generating event as
a percentage of the mean. This allows the variability
between different types of cost and total cost for
the treatment groups to be compared.

Comparison of results by stage of analysis
Table 7 presents the variability in cost-generating
events and illustrates that overdispersion varies 
by type of cost-generating event and between

TABLE 7 Variability in cost-generating events (variance/mean ratio)

Cost-generating event Stage Conventional CHART

Number of radiotherapy treatments Conventional –a n/a
Pilot –a –a

Actual 0.002 0.15

Days immediately post-treatment Conventional 7.5 n/a
Pilot 9.4 20.0
Actual 8.3 12.9

Days in hostel during treatment Conventional 1.0 n/a
Pilot 27.0 8.9
Actual 30.8 11.2

Days in ward during treatment Conventional 33.6 n/a
Pilot 23.1 3.7
Actual 26.6 4.5

Inpatient days to 3 months Conventional 26.2 n/a
Pilot 4.6 9.4
Actual 23.9 19.0

Outpatient days to 3 months Conventional 0.3 n/a
Pilot 1.0 1.1
Actual 1.1 1.2

Community visits (all) Conventional 23.9 n/a
Pilot 12.1 64.4
Actual 87.2 42.2

a Zero variance observed, therefore no ratio calculated

n/a, not applicable
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treatment groups for the same event. Compared
with their means, for all three stages of the analysis,
there is low variability in the number of radio-
therapy treatments. This would be expected, given
that all patients undergo radiotherapy, the number
of treatments being predetermined in the therapy
or trial protocol. This is not the case for other cost-
generating events, such as the number of days
spent on the ward immediately after treatment,
which is not set in the trial protocol and hence 
may vary more. Compared with their means, a
lower variation in the number of days spent on the
ward immediately after treatment is observed for
the conventional treatment group compared with
the CHART group. For the stages 2 and 3 analyses,
compared with their means, a lower variation in 
the number of days on the ward during treatment
is observed for CHART than for conventional
treatment. Again, this is not surprising because 
days spent on the ward during treatment formed
part of the CHART protocol. Comparing the 
results of the stage 2 analysis with those of stage 3,
no pattern emerges of whether, for example, the
stage analysis (pilot study) over- or underestimated
actual overdispersion. This may be contrary to
expectation because one might presume pilot
studies to display less overdispersion because 
they are based on fewer observations.

The implications for the study design are that data
should be collected on cost-generating events with
high variability and that data need not be collected
on those with low variability. Furthermore, if the
number of a particular cost-generating event is
specified in the protocol, then it can be treated as
fixed and detailed data need not be collected on it.

Table 8 presents the variability of total costs for 
the two treatment groups. For all stages of analysis,
compared with their means, radiotherapy costs are
the least variable type of cost. There is a higher
variability in radiotherapy costs for CHART than for
the conventional treatment group. This may have
arisen because of the higher unit costs attached to
radiotherapy treatments taking place out of normal
working hours, which were more likely to occur in
the CHART group. For the stages 2 and 3 analyses,
compared with their means, the total cost of con-
ventional treatment varies more than that of CHART.
This may suggest that conventional treatment was
less specified in the treatment protocol and that
more practice variation existed between centres in
terms of the conventional treatment provided. When
comparing the stages 2 and 3 analyses, there is no
consistent pattern in terms of whether the stage 2
analysis (pilot study) over- or underestimates
variability in the type of cost and the total cost.

TABLE 8 Variability in total costs 

Cost type Stage Coefficient of variation (%)

Conventional CHART

Radiotherapy costs Conventional 0.5 n/a
Pilot 20.9 42.4
Actual 20.4 34.7

Hospital costs to 8 weeks Conventional 195.9 n/a
Pilot 130.7 77.8
Actual 334.4 310.8

Hospital costs 8 weeks to 3 months Conventional 463.2 n/a
Pilot 130.7 253.3
Actual 156.0 63.2

Community costs Conventional 323.8 n/a
Pilot 165.6 218.6
Actual 423.7 232.4

Travel costs Conventional 158.8 n/a
Pilot 227.7 167.5
Actual 195.7 282.6

Total cost Conventional 96.3 n/a
Pilot 87.0 59.8
Actual 91.6 49.7

n/a, not applicable
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An important issue to address is the relationship
between the cost-generating events and their
associated unit costs. As all stages of the analysis
show, even though there may be low variation in
the number of cost-generating events (in this 
case, the number of radiotherapy treatments), 
if the unit costs differ according to when the 
event occurs then this may give rise to additional
variation in the particular type of cost. As with the
previous analysis on variability in cost-generating
events, data on types of cost with low variability
need not be collected.

Sample size
Description of the issue
In calculating sample size, assumptions have to 
be made about:

• the underlying distribution of the data
• the desired level of significance
• the desired level of power
• the minimum difference that the study will 

be able to detect.

Information on the variability in cost data is 
also required. The sample size for the economic
evaluation was not formally addressed in the study
design for the economic evaluation of CHART. 
The sample size that would have been required 
to test for differences in total cost, and the differ-
ence in total cost that can be detected from the 
cost data, was assessed by performing retrospective
power calculations. This approach has been used 
in another study (Gray et al., 1997). Different

perspectives may imply different sample sizes
(Drummond and O’Brien, 1993), so the sample
size requirements to test for difference in total 
cost and NHS cost are also examined. The NHS
cost is the sum of the radiotherapy, hospital and
community costs; the total cost is the NHS cost 
plus travel costs.

The assumptions made in the sample size
calculations are as follows:

• a normal distribution
• 5% significant level
• both 80% and 90% power are used
• a 20% difference in total cost is assumed to 

be worth detecting.

Variability in the data is based on actual standard
deviations. Because the trial was designed with a
study group 1.5 times the size of the control group,
the same design is assumed and thus sample size
calculations are based on unequal sample sizes 
per group. This allows for comparison between the
actual study sample size and those estimated by the
various stages of analysis. Sample sizes are deter-
mined for the stage 2 and stage 3 analyses. The
difference in total cost that the study had the power
to detect is determined for the stage 3 analysis only.

Comparison of results by stage of analysis
The sample sizes required to detect differences in
total cost and NHS cost by treatment are shown in
Table 9. For the stage 2 analysis, the sample sizes are
greater than those indicated for stage 3. Compared

TABLE 9 Sample sizes for total NHS cost and total costa

Assumptions Stage Sample size required

Conventional CHART

90% power Conventional n/a n/a
20% difference in NHS cost Pilot 241 362

Actual 207 311

80% power Conventional n/a n/a
20% difference in NHS cost Pilot 180 270

Actual 155 232

90% power Conventional n/a n/a
20% difference in total cost Pilot 234 335

Actual 190 285

80% power Conventional n/a n/a
20% difference in total cost Pilot 167 250

Actual 142 212

a Sample size calculations assume 5% significance level

n/a, not applicable
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with the actual sample sizes (314 for CHART 
and 212 for the conventional treatment group), 
the stage 2 analysis (pilot study) thus over-
estimates the sample size required. For the 
stage 3 analysis, when compared with the 
actual sample sizes, the required sample sizes 
are very similar.

The implications for the design of the study are
that, if the desired power was reduced to 80%, 
then the sample size for the CHART group could
have been reduced by 82 patients. Thus, the sample
size for the economic evaluation could have been
smaller than that of the clinical evaluation. This is
contrary to the findings of another study, which
found that large sample sizes were required to
detect cost difference as opposed to differences in
clinical outcomes (Gray et al., 1997). A smaller
sample size is indicated for detecting differences
between total cost and NHS costs.

Table 10 shows the differences between total cost
and NHS cost from the stage 3 analysis (the differ-
ence the actual study had the power to detect). It
shows that the study had the power to detect differ-
ences of approximately 16–20% in cost between
treatment groups. The study was therefore highly
powered. Whether these cost variations are large
enough to be important depends on the policy
makers and the difference in benefits derived.

Unit costs from all centres
In the CHART study, all radiotherapy and hospital
resource use was valued using centre-specific unit
costs from ten centres. It is useful to explore the
extent to which unit cost data collection from all
the centres was necessary because the collection 
of unit cost information is often a time-consuming
task involving both the investigators and hospital
staff. There is disagreement about whether or 
not the use of a single set of unit cost estimates
conceals resource-use differences. In order to
address this issue, a single set of unit costs was used
to value resource use and the resulting difference
in NHS cost was calculated. The difference in NHS
cost, rather than the total cost, was calculated
because the unit costs estimates affect the NHS 
cost only. The single set of unit costs chosen was 
for one of the larger centres in the trial. This was 
a somewhat arbitrary selection but, as the purpose
was for illustration only, the selection of a centre
was not of primary concern. Table 11 summarises
the single set of unit costs used in the analysis.
When compared with the average unit costs from
all centres presented in Table 4, the single set 
of unit costs is a mixture of higher and lower 
unit costs.

Table 12 presents the results from applying a 
single set of unit costs to centre-specific resource
use. The use of a single set of unit costs increases

TABLE 10 Detectable differences in cost

Assumptions Difference (£) 
detectable (%)

90% power 572.51 (20.5)
(NHS cost)

80% power 494.45 (17.7)
(NHS cost)

90% power 562.22 (20.1)
(total cost)

80% power 485.57 (16.3)
(total cost)

TABLE 11 Single set of unit costs estimates

Resource Unit cost (£)

Radiotherapy in morning session 22.63

Radiotherapy in daytime session 22.63

Radiotherapy in weekend session 58.02

Day on ward 111.52

Outpatient visit 17.26

Day in hostel 41.53

TABLE 12 NHS costs arising from use of a single set of unit costs

Cost CHART Conventional

£ Mean (SD) % changea £ Mean (SD) % changea

NHS cost 3581.30 (1699) +5.5% 2302 (2314) +20.2%

a % change when compared with NHS using centre-specific resource-use and unit costs

SD, standard deviation
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the NHS costs of both treatment groups but
increases the costs of the conventionally treated
group more. This suggests that, in this case, the 
use of a single set of unit costs overestimates costs
and introduces additional uncertainty. Centre
effects are complex but, at the very least, this
simple analysis demonstrates that the decision
about whether to collect unit costs from all centres
can affect the results. The collection of a single 
set of unit costs estimates may conceal important
cost differences and the results may be misleading.
Furthermore, if it is the case that unit cost estimates
are a function of resource use, then centre-specific
unit costs should be collected.

Implications

This part of the review has demonstrated how
existing empirical evidence can inform methodo-
logical decisions in the design of a costing study
alongside a clinical trial. The three stages of
analysis adopted aimed to reflect the stages of
knowledge and analysis that investigators would
themselves go through.

The stage 1 analysis presented here, based on 
data likely to be available to investigators, can 
be a useful first stage in developing a study design
and can be performed before any new data
collection is carried out. It reflects the situation
that an investigator who is designing a cost data
collection study is likely to be in, that is, having
some prior knowledge on the resource use

associated with the existing conventional treatment,
from, for example, patient notes or previous
studies. If additional data collection is required, a
pilot study can be performed. The data from the
pilot study could also be used as part of a two-stage
design (Wittes and Brittain, 1990), whereby the
pilot study data are used in the main analysis.

This re-analysis demonstrates that it is possible 
to reduce the data collection effort by considering
the contribution of types of cost and their vari-
ability. In doing so, the importance of thinking
through the relationship between the frequency 
of cost-generating events and their associated 
unit costs is also identified. It may be possible to
omit the collection of data on low-frequency, low-
unit cost events. Furthermore, this decision may
depend on existing knowledge of the variability 
in cost-generating events and the extent to which
the number of events are specified in the protocol
or are fixed for each individual in the trial. The 
re-analysis has also demonstrated that it is not
necessarily the case that pilot studies under-
estimate variability or that costing studies require
larger sample sizes than a clinical study. Finally, 
it has identified that collecting unit costs from 
all centres in a multicentre trial is important in
order not to conceal cost differences.

Despite the fact that the re-analysis reported 
here is relatively straightforward, it has identified
the usefulness of having access to and examining
existing data so that costing studies can be
designed in a precise and cost-effective way.
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The authors of several studies have discussed the
methodological issues in conducting economic

evaluations alongside clinical trials (Drummond and
Stoddart, 1984; Bulpitt et al., 1990a,b; Drummond
and Davies, 1991; Adams et al., 1992; Bennett et al.,
1994a,b; Drummond, 1994, 1995). Despite the exist-
ence of these studies, however, practical advice on
how to deal with the methodological issues is not
readily available. The main part of this report reviews
methodological issues in costing. Many of the deci-
sions about how best to handle these remain un-
resolved, require further empirical testing, or appear
to be based on unwritten rules. In order to bridge
the perceived gap between existing methodological
statements and practical advice, a logical framework
within which decisions can be made about costing
alongside clinical trials has been developed and is
presented here. It aims to provide those who are
designing clinical trials (or reviewing designs) with a
structured framework to assist in making appropriate
choices relating to the collection of data for costing,
given the context of the study, the planned clinical
end-points, the particular economic questions 
posed, etc. Effectively, this involves a set of explicit
questions, which address the issues of what costs to
measure, how to measure them, from whom to
collect data, when to collect the data, and with what
instruments, given the particular context of the study
and the precise economic question.

The specific resource-use items on which data
should be obtained will not prove to be the same
for all studies: a ‘standardised bolt-on package’ will
not be applicable to all detailed decisions about
costing. It is desirable, however, that consistent
logic should be applied, so that arbitrary differ-
ences do not arise to compromise the compar-
ability of the results. The decision aid described
here aims to provide a common approach in the
process of discussing which cost data should, 
and could, appropriately be included within 
a clinical trial.

The starting point of the decision aid is that an
economic evaluation is required alongside a trial.
Important issues have to be addressed in deciding
whether a trial is warranted in the first place but, 
in order to put boundaries round the exercise, 

this issue is not considered here. The aims of the
decision aid are summarised below:

• to address key questions in designing resource-
use data collection for costing alongside 
clinical trials

• to present these questions in a logical sequence
• to indicate the basis upon which these questions

can be answered
• to refer the reader to more detailed discussion 

in the main text.

The processes by which the decision aid was
developed and its structure are summarised 
below:

Development
• based on evidence from a systematic review of

the literature
• structured at a brainstorming session with 

invited experts.

Structure
• overall structure of the decision aid presented in

the form of a flowchart, which emphasises and
highlights the interrelationship between the
stages of decision making

• flowchart provides a first route through study
design decisions that have to be made, but
recognises the iterative nature of these decisions
and hence allows for interrelationships

• remainder of decision aid presented as summary
boxes containing detailed checklists on each key
design question in the flowchart, with cross-
references to the main text as appropriate.

Ultimately, the order of questions is of less import-
ance than that the checklists are used iteratively so
that early decisions are revised as necessary.

The flowchart of key design questions is presented
in Figure 1. It has ten key design decisions and can
be divided into three phases: (1) assessing the task;
(2) designing data collection; and (3) testing and
iteration. The detailed checklists of questions are
presented in summary boxes after the flowchart.
The design questions are cross-referenced to the
relevant sections in the main text of the review.

Appendix 3

Designing cost data collection alongside clinical
trials: a decision aid
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Assessing the task

1.What is the question?
Box 23 presents the checklist for assessing the ques-
tion. First, the economic question being addressed
and its relative importance in economic terms can
be defined in terms of the absolute and relative sizes
of benefit gained for a given change in cost. This will
depend on both the potential numbers involved in
the trial and the potential cost and effect differences
between the alternatives. Second is a reminder of
why the economic evaluation alongside a trial is
being performed in the first place, whether it is for
policy purposes, who requested the study and so on.

What is the question?

2.

1.

What do we already know?

3. What are the context-
specific factors?

4. What more do we need
to know?

7. Integration and feasibility

10. Initial analysis

5. What cost data to collect?

8. Pilot testing

6. When and how to collect
the data?

9. Iteration
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FIGURE 1 Flowchart of key design questions

BOX 23 Checklist for assessing the question

• What is the economic question?

• Why is the economic evaluation being performed
alongside a trial?

• Is the approach hypothesis testing/generating 
or estimation?

• Is the approach based on welfare economic 
theory?

See chapter 2:
Economic welfare theory (p. 10)
Perspective (p. 10)
Hypothesis testing or estimation (p. 15)
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Thirdly, whether an hypothesis-testing or estimation
approach is being adopted must be considered. This
will also include the possibility that the trial, and the
associated economic question, may be hypothesis
generating or hypothesis testing. Fourthly, it must 
be determined whether the preferred approach is
based on welfare economic theory or is from a
decision-making perspective, that is, adopting a
more pragmatic approach to study design. An
approach based on welfare economic theory would
collect data on all types of cost that the theory
deemed relevant. A decision-making approach
would determine a set of predefined costs or cost-
generating events of interest to the decision maker
and limit data collection to these.

2.What do we already know?
Box 24 presents the checklist of questions for
assessing existing knowledge. The emphasis is on
utilising previous studies and available data sets in
order to establish baseline information about the
interventions being compared and their costs. The
first point in the checklist is concerned with an ade-
quate description of the interventions being com-
pared in the trial. If the interventions and their
potential consequences can be described, then
identifying resource-use patterns will be made
easier. This will allow identification of the relevant
economic studies in the clinical area or economic
studies addressing similar economic questions.
Reviewing previous studies may reveal the key 
cost-generating events or identify existing data 
sets that may be useful to access.

3.What are the context-specific factors?
The trial design itself and other context-specific
factors affect the design of the costing study. It is
therefore useful to identify the context-specific
factors that are likely to influence study design.
These constraints are summarised in Box 25.
Research funds are limited and this may affect both
the level of detail of resource-use data collected and

the data collection methods. The length of follow-
up period in the trial may also affect the methods
adopted. A limited time horizon may suggest that a
modelling approach is required to supplement data.
The primary end-point(s) of the trial may not be
‘final’ and may be surrogate or composite measures.
If the end-point is not a final outcome measure
then, again, some form of supplementary modelling
may be required. A further constraint may arise if
the design of the trial has already been finalised
before the economic evaluation has been consid-
ered. Finally, statistical considerations, particularly
whether the trial is powered to detect cost differ-
ences and whether it is multicentred, may be
additional context-specific factors.

4.What more do we need to know?
Before deciding on the precise resource-use 
data to be collected, additional information may 
be required to enable final design decisions to be
made (Box 26). Prestudy data collection methods
could be used. For example, a sample of patients
external to the trial could be surveyed to gain
additional information. This is distinct from a pilot
study, which would essentially test the methods.
Interviews with key staff involved, such as health-

BOX 24 Checklist for assessing existing knowledge

• Are the trial interventions adequately understood?

• What previous economic studies have 
been performed?

• What are the main cost-generating events?

• What data are available on the main cost-
generating events?

• What data are available to assess variability of 
cost data between patients?

See chapter 2:
Identifying key cost-generating events (pp. 12–13)

BOX 25 Checklist for assessing 
context-specific factors

• What are the budget constraints and 
enrolment costs?

• What is the time horizon of the trial?

• What is the trial end-point?

• Was the trial designed before the design of the
costing study?

• What are the statistical considerations?

• Is it a multicentre trial?

See chapters 2 and 4:
Data required from outside the trial (pp. 18–19)
Sample sizes (pp. 15–16)
Centre selection (pp. 17–18)
Modelling long-term outcomes (pp. 19, 32–33)

BOX 26 Checklist of assessing additional information
required to inform design

• Would a period of prestudy data collection 
be useful?

• Would interviews with the key staff involved 
be useful?

See chapter 2:
Identifying key cost-generating events (pp. 12–13)
Sampling (p. 17)
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care managers, could be performed to identify
sources of data and service organisation.

Designing data collection

5.What cost data to collect?
The decision on the resource-use items on which 
to collect data depends on several factors. The
checklist of questions for this design question are
presented in Boxes 27–29. Box 27 concerns the
decisions on which costs are to be included; Box 28
lists the methods for determining the key cost-
generating events; and Box 29 covers decisions
about other data requirements.

6.When and how to collect data?
How and when the data should be collected 
is the sixth design question, the checklists for 
which are presented in Boxes 30 and 31. Box 30
concerns sampling strategy, and Box 31 data
collection methods.

7. Integration and feasibility
The seventh design question concerns 
reviewing the design decision to see if it can 
be integrated as a coherent whole and ensur-
ing that all data collected relate to the study 
objective and economic question. The check-
list for integrating and assessing feasibility is
presented in Box 32.

BOX 27 Checklist for deciding which types of 
cost to include

Collect resource use for which health care and non-
health service resources?
Consider:
• economic welfare theory
• perspective
• form of economic evaluation
• double counting
• quantitative importance
• attribution
• time horizon.

See chapter 2:
Potential factors influencing the types of cost included 
(pp. 9–12)

BOX 28 Checklist for deciding what the key cost-
generating events are

How to define the key cost-generating events?
Consider:
• variation between arms
• variation between patients within arms
• impact on cost/cost-effectiveness
• consequences if not collected
• hypotheses about events.

How to identify the key cost-generating events?
Consider:
• reviewing previous studies
• pretrial data collection
• pilot testing
• modelling
• expert opinion
• marginal value of information.

Level of measurement of resource quantities?
Consider:
• availability of unit cost data.

See chapter 2:
Identifying key cost-generating events (pp. 12–13)
Relating resource-use measurement to valuation (p. 14)

BOX 29 Checklist for deciding other 
data requirements

Collect data on routine practice?
Consider:
• generalisability of results.

Collect data on patients’ demographic characteristics?
Consider:
• relationship of demographic characteristics to

clinical outcome.

Collect information on patients prior to
randomisation?
Consider:
• prerandomisation outcomes as postrandomisation

outcomes.

See chapter 2:
Data required from outside the trial (pp. 18–19)

BOX 30 Checklist for determining 
sampling strategy

Collect resource use for all patients?
Consider:
• variability between patients
• patient burden.

Collect resource use from patients outside the trial?
Consider:
• comparability of patients.

Collect resource use from all centres?
Consider:
• centre characteristics.

Level of power and precision?
Consider:
• type I and II errors.

See chapter 2:
Sampling strategy (pp. 15–17)
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Testing and iteration

8. Pilot testing
The eighth key design stage involves the pilot
testing of methods, for example, the piloting of
questionnaires to be used to measure patients’
resource use. The aim of this is not to produce 
data but to test the methods adopted. The data
collection methods may then need to be revised 
in the light of the pilot testing. A two-stage design
could be adopted; for example, internal pilot
studies could be performed where the data
collected are used in later analyses (Wittes 
and Brittain, 1990).

9. Iteration
The ninth stage is to review all the decisions taken
in the light of previous decisions.

10. Initial analysis to inform the rest of
the study
The final key design stage is an initial analysis 
of results. Part of this process will involve data
monitoring. If a two-stage design has been adopted,
then data from the internal pilot study can be used.
Changes made at this stage would be simplifications
of rather than additions to data collection. For
example, data collection on a particular cost-
generating event could be stopped if there was 
little variation or a low level of resource use.

BOX 31 Checklist for assessing how and when to
collect resource-use data

Collect patient-specific data directly from patients by
questionnaire, interview, diary cards?
Consider:
• forms of bias
• response rates
• patient burden.

Collect patient-specific data from existing records?
Consider:
• access to records
• retrievability of records
• measurement error.

When to collect resource-use data?
Consider:
• time cycle of disease
• trial time horizon
• protocol time points.

How to organise data collection?
Consider:
• data monitoring
• quality assurance.

See chapters 2 and 3:
Timing and frequency of resource-use measurement 
(pp. 14–15
Patient-specific resource use from patients (pp. 21–23)
Patient-specific resource use from questionnaires and case
record forms completed by others (pp. 23–24)
Patient-specific resource use from existing records and
databases (pp. 24–25)
Mixed methods of data collection (p. 26)
Organisation of data collection (p. 26)

BOX 32 Checklist for assessing integration 
and feasibility

• Is the plan reasonable?

• Is the plan feasible with respect to the constraints?

• Is the burden on participants, clinicians and 
staff acceptable?

• Do all data collected relate to the study objective
and economic question?
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