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Background
Generally, any individual would prefer to receive 
a benefit today rather than in the future and to
incur a cost later rather than sooner. Economists
call these time preferences. Such preferences are
relevant in two ways in the context of health care.
First, how individuals view future costs and benefits
influences health-affecting behaviour like smoking,
exercising and following dietary restrictions.
Information on peoples’ time preferences could
help us to understand health-affecting behaviour
and therefore be valuable with respect to the
design of policies for the promotion of health.
Second, because timing matters, and because
different interventions have different time profiles
of costs and benefits, methods are required to take
into account the timing of costs and benefits when
undertaking economic evaluation of healthcare
interventions. This is achieved by discounting
future costs and benefits to present values by
attaching smaller weights to future events the
further into the future they occur.

Objectives

1. To derive implied discount rates for future
health benefits for a sample of the general
public in the UK.

2. To establish whether individual inter-temporal
preferences with respect to their own health
differ from those with respect to the health 
of others.

3. To investigate the effect of different ways of
asking questions on apparent inter-temporal
preferences (specifically closed-ended and 
open-ended methods are compared).

4. To establish whether individuals value future
health benefits in line with the traditional
discounted utility model and to investigate, in
addition, how well the hyperbolic discounting
models explain individual responses.

Methods

Stated preference techniques comprising a series 
of health-related choices were used to elicit the
time preferences of a random sample of adults.

Two methods were used: an open-ended method 
and a discrete choice experiment (closed-ended
method). Preferences were elicited for non-fatal
changes in own health and others’ health. Four
different postal questionnaires were sent to a
random sample of 5120 adults in England, 
Scotland and Wales. The data were analysed 
using a number of forms of regression analysis.

Results and conclusions

The median implied discount rates were 6.1% for
own health and 6.2% for others’ health using the
open-ended method and, in the discrete choice
experiment, 5.0%, 4.6%, 3.8% (5-, 8- and 13-year
delay, respectively) for own health and 6.4%, 
5.7%, 3.8% for others’ health.

The results suggest that the implied discount 
rates for own and others’ health are broadly similar.
There are some differences but the similarities are
much more striking, certainly in the case of the
open-ended method. 

The implied discount rates and the distribution 
of the implied discount were very similar for the
open-ended method and the discrete choice
experiment. The discrete choice experiment 
had a higher response rate and respondents
considered that the discrete choices questions 
were easier to answer.

The results provide evidence against the
discounted utility model. The key axiom of the
discounted utility model, stationarity, was violated.
The alternative, the hyperbolic discounting 
models, fitted the data better than the 
discounted utility model.

The implied discount rates elicited in this study
should not be over-emphasised because of the
unrepresentativeness of the study sample. However,
it is notable how close the estimated median rates
are to the rates advocated for use in economic
evaluation in a range of countries (for example, 
3% in the USA, 5% in Australia and Canada). 
The estimated implied discount rates in this study
fall comfortably within the range of estimates from
previous empirical studies.

Executive summary
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Research recommendations

A single, albeit multifaceted, project such as
TEMPUS adds significantly to our understanding
but cannot by itself resolve the outstanding research
issues, particularly as this is the first study in which 
a number of these issues have been addressed
systematically. Three areas should be highlighted.

1. Continued refinement of the methods of
eliciting time preferences is required. Relevant
topics include the use of self-completed
questionnaires versus interviews (face-to-face
and telephonic) and the presence and impact
of framing effects.

2. Further research is required on alternative
models of time preference, in particular,
models which allow for decreasing timing
aversion. Also, the implications of using
alternative models for policy making need 
to be investigated.

3. There is considerable scope for research to
investigate the role played by time preference
in explaining health-affecting behaviour. To
what extent are individuals willing to incur
short-term costs in order to secure longer-
term benefits – for example, in the successful
control of blood sugar levels by patients 
with diabetes or by participation in 
screening programmes?

Executive summary



Health Technology Assessment 2000; Vol. 4: No. 1

1

Time preference and health
Generally, any individual would prefer to receive a
benefit today rather than in the future and to incur 
a cost later rather than sooner. Economists call these
time preferences. Such preferences are relevant in
two ways in the context of health care. First, how
individuals view future costs and benefits influences
health-affecting behaviour like smoking, exercising
and following dietary restrictions. Information on
peoples’ time preferences could help us to under-
stand health-affecting behaviour and therefore be
valuable with respect to the design of policies for 
the promotion of health. Second, because timing
matters, and because different interventions have
different time profiles of costs and benefits, methods
are required to take into account the timing of costs
and benefits when undertaking economic evaluation
of healthcare interventions. This is achieved by
discounting future costs and benefits to present
values by attaching smaller and smaller weights to
future events the further in the future they occur.
These declining weights or discount factors are
equal to (1 + r)–t, where r is the discount rate and 
t the year in which the event occurs.

Rationale for discounting

It is conventional to explain the practice of
discounting either in terms of social choices or 
in terms of individual preferences. As an economy
it is possible to defer consumption and undertake
investment so that a higher level of future con-
sumption can be enjoyed. Thus the opportunity
cost of current consumption is some higher level 
of future consumption and the discount factor is a
formal recognition of this opportunity cost. At the
individual level it is suggested that most people
have time preferences, that is, they are not in-
different to the timing of future events. The
reasons suggested for this include:

• individuals cannot be sure that they will be 
alive at any particular point in the future

• they expect to better off and will, as a result,
attach less weight to further increments to 
their wealth or income

• what Pigou famously described as a defective
telescopic faculty.

Time preference and health-
affecting behaviour
Time preference influences health-affecting
behaviour like smoking, exercising and following
dietary restrictions. For instance, giving up smoking
involves costs now in terms of foregone pleasure
and the experience of withdrawal symptoms, while
the benefits, such as improved quality of life and
increased life expectancy, are largely in the future.
Information on individuals’ time preferences could
help to understand health-affecting behaviour and
therefore be valuable with respect to the design of
policies for the promotion of health. For example,
giving individuals with high rates of time prefer-
ence (those who are more present-oriented) more
information on the long-term consequences of
their behaviour may have little impact on their
short-term decision making. There have been a 
few empirical studies in which the interaction of
time preference and health-affecting behaviour 
has been investigated (see chapter 2 for a brief
overview of this literature).

Discounting in economic
evaluations
Discounting practices often play a central role 
in determining the relative cost-effectiveness 
of different interventions. If evaluations are
undertaken on an incorrect basis, the quality of
decision making will suffer and health service
efficiency will be reduced. Moreover, confusion 
or lack of agreement over standard discounting
practice potentially undermines the credibility 
and value of economic evaluation. Different 
rates are applied in different jurisdictions but 
they are generally between 3% and 6%. The 
impact of discounting is especially marked 
when considering projects in which some of the
effects are fairly far in the future. For example, 
the discount factor applied to costs arising in 
20 years time would be 0.31 at the currently
recommended UK discount rate (r = 0.06).

The appropriate relationship between individual
time preferences and the social rate of discount 
has been the subject of debate for many years. 
This study does not address the normative 

Chapter 1

Introduction
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question of the appropriate discount rate to use 
in economic evaluations but rather focuses on 
a number of specific questions concerning the
nature of individual time preferences. However,
information on these preferences can be seen,
depending on one’s viewpoint, as an input to
discussions about the appropriate rate of 
social discount.

One normative view is that the rate that best
represents peoples’ preferences should be used 
to discount future health benefits. This viewpoint
has resulted in a growing literature on the estim-
ation of individuals’ time preferences for health. 
A distinction can be drawn between those studies
relating to life saving and those relating to non-
fatal changes in health. These studies are reviewed
in the next chapter under these two headings. It
should be noted that time preferences measured
empirically often include more than a pure time
preference effect. Gafni and Torrance1 hypoth-
esised that an individual’s preferences for health
extended in time is the composite of a time
preference effect, the effect of diminishing
marginal utility and an uncertainty effect.

Research issues addressed by 
the TEMPUS project
Despite the fact that time preferences for health
have been estimated previously current knowledge
regarding the nature of these preferences is poor.
Systematic investigation of the influence of type 
of choice on apparent time preferences, the
characteristics of different methods of eliciting
preferences, and the underlying models of time
preferences for analysing responses, is required.
The research issues explored in this, the TEMPUS
(The Estimation of Marginal Time Preference in 
a UK-wide Sample) project, are as follows.

Different methods of eliciting 
time preferences
Little is known about the influence of different
methods of eliciting preferences on estimates 
of implied discount rates. Identification of the
direction and size of any bias introduced as a
consequence of using a particular method is
important because it can assist in the interpret-
ation of the results of previous studies and the
design of new studies. A major issue in the field 
of contingent valuation has been the use of 
closed-ended (Are you willing to pay £100?) 
versus open-ended questions (How much are 
you willing to pay?). In general, closed-ended
methods generate a higher willingness-to-pay 

than those that are open-ended. This is largely 
the result of a difference in the incentives facing
respondents to act strategically. Such differences
are less likely to be present in a time preference
context. In respect of the elicitation of time pre-
ferences, open-ended methods2–10 have proved
more popular to date than closed-ended11–17 – 
at least, if those studies adopting a more indirect
approach (via the valuation of different health
outcomes18–22) are classified as open-ended.
Comparison of the two types of study is difficult
because of the many differences between indi-
vidual studies. No studies have been published
which were designed explicitly to compare
different methods of eliciting time preferences.

Further issues relate to the use of self-completed
questionnaires versus interviews (face-to-face 
and telephonic), and the presence and impact 
of framing effects. Both of these have yet to be
systematically investigated. While there are un-
doubtedly lessons to be learned from work in 
other fields, such as contingent valuation, there 
is clearly considerable scope for designing time
preference studies to address these issues directly.

Nature of the inter-temporal choice
An important question about which little is known
is the extent and nature of differences between
time preferences with respect to one’s own health
and to others’ health. The distinction between 
own and others’ health is important because time
preferences relating to own health are likely to 
be more relevant in explaining health-affecting
behaviour, whereas preferences relating to others’
health are potentially more important if the focus 
is on the evaluation of publicly funded healthcare
programmes. Previous studies have elicited time
preferences either for own or others’ health. 
Those studies relating to saving statistical lives
clearly refer to the health of others.2–5,11–15 Gener-
ally, questions with respect to non-fatal changes in
health have been posed in terms of the respond-
ents’ own health.6–8,19–22 Because of the many differ-
ences between the studies in terms of design and
methods, no strong conclusions regarding differ-
ences between time preferences for own and
others’ health can be drawn. It is therefore import-
ant to design a study in which time preferences
relating to own health are explicitly compared 
with time preferences relating to others’ health.

Further issues concern the nature and extent of
differences between time preferences for saving
lives and those for non-fatal changes in health, 
and whether time preferences are to some extent
health state specific. Loewenstein claims that 
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“the dependence of discounting on the character-
istics of awaited consumption means that discount
rates estimated in specific contexts … cannot be
generalised beyond the domain of behaviour in
which they were derived”.23 Although this remark
was made in the context of a comparison of the
purchase of consumer durables and savings
behaviour, it does raise the issue of whether
implied discount rates are similar within the 
health domain. The health states examined 
to date have included an arthritic condition, 
a strangulated internal hernia, a depressive 
illness, inflammatory bowel disease, migraine 
and temporary blindness.

Underlying model of time preferences
As emphasised in the next chapter, economists
have generally assumed a particular underlying
model of time preference (the discounted utility
(DU) model). It has been argued that the DU
model is the only dynamically consistent model
and, thus, the only appropriate normative model.
This view has been challenged by some economists
(see, for example, Ahlbrecht and Weber24). More-
over, it has become clear that the DU model per-
forms poorly as a descriptive model. For example, 

a common finding is that implied discount rates 
are a decreasing function of the period of delay. 
In order to improve understanding of health-
affecting behaviour, it is important to have a 
model which accurately describes individuals’ 
time preferences and the DU model is therefore
less appropriate. This necessitates investigation 
of alternative discounting models. Alternative
models of time preference have been developed 
in the area of psychology called hyperbolic dis-
counting models, and research has shown that
these models have a better goodness of fit than 
the DU model. However, to date there have been
few investigations of these alternative models in 
a health context.4,5,12 Studies in humans have
generally considered financial consequences 
and never involved future health effects. It is
therefore important to investigate the descriptive
properties of these models in the health context.

Further issues include whether time preferences for
gains are different from time preferences for losses,
and whether time preferences are a function of the
magnitude of the consequence. These issues have
been investigated for monetary consequences but
not systematically for health consequences.
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Introduction
An overview of the largely recent but rapidly
expanding literature on the estimation of time
preferences for health is provided in this chapter.
Specifically, the two broad approaches – revealed
preference and stated preference – are outlined,
the DU model and hyperbolic alternatives are
introduced, consideration is given to whether 
time preferences for health are different, and 
the studies in which stated preference methods
have been used to elicit time preferences for 
future health events are briefly reviewed. This 
brief literature review indicates that although 
time preference for health has been a vigorous
field of enquiry, many issues remain to 
be addressed.

Revealed preference versus 
stated preference
Two broad approaches were used to estimate time
preference rates – revealed preference and stated
preference. In the former actual behaviour is
observed, specifically inter-temporal decisions,
whereas in the latter individuals are asked what
they would do in particular hypothetical circum-
stances. Despite a predisposition in favour of
revealed preference, economists have, in recent
years, shown an increasing willingness to explore
the stated preference approach. This is particularly
true of health where, partly as a result of there 
not being markets for health, and frequently 
not even for health care, there are relatively few
opportunities for individuals to reveal their time
preferences. There are still concerns about the
validity of the information generated and the 
ideal corroborating evidence remains 
observed behaviour.

A wide range of behaviours have been studied
including the purchase of consumer durables,25–28

educational investment decisions,29 food consump-
tion,30 and labour market wage-risk choices.31–33

These studies are, in general, based on larger
sample sizes than those used in applications of the
stated preference approach. Also, the estimation 
of discount rates is relatively indirect and quite
complicated. This results partly from the difficulty

of using data collected primarily for other 
purposes and the many more factors beyond 
the researchers’ control (as compared with 
an experimental approach).

The stated preference approach has also been
applied over a wide range of settings. These 
have included financial choices,34–39 purchases 
of consumer durables,40,41 saving lives, and non-
fatal changes in health. Studies in the last two
groups are, of course, of particular relevance.

The DU model

Underlying both these approaches has been a
reliance on the DU model, which has dominated
economic thought with respect to inter-temporal
choice for over 50 years. The most important
assumption made in the model is that individuals
discount future events at a constant rate. The 
key axiom of the DU model is stationarity – the
assumption that preference between two out-
comes depends only on the absolute time interval
separating them. However, in practice, preferences
between two delayed outcomes often switch when
both delays are incremented by a given constant
amount. Loewenstein and Prelec42 refer to this 
as the common difference effect. The common
difference effect implies that discount rates 
should decrease as a function of the time 
delay over which they are estimated.

Although many studies provide evidence of
discount rates decreasing over time, in only a 
few has the axiom of stationarity been explicitly
tested. Two studies have directly tested for
preference reversal or the common difference 
effect. Kirby and Herrnstein43 offered participants 
choices between delayed monetary rewards or
goods while manipulating the delays to those
rewards. In all three of their experiments, the
majority of participants reversed their preferences
systematically as a function of delay. In the study 
by Green and colleagues,44 participants made
choices between hypothetical monetary rewards
available after different delays. These authors
found substantial evidence of preference 
reversal as equal increments were added 
to both delays.

Chapter 2

The estimation of time preferences
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Ahlbrecht and Weber45 tested the stationarity
axiom by looking for evidence of short-long term
asymmetry in implied discount rates, derived from
experiments in which participants had to match
future risky outcomes and from experiments in
which they had to choose between risky future
outcomes. They found that the stationarity axiom
was violated in the former case but not the latter.

To date, three studies have tested the stationarity
axiom in a health context. Cairns and van der 
Pol5 investigated preferences for saving future
statistical lives with data elicited using open-ended
methods. A broadly similar approach was adopted
by Bleichrodt and Johannesson46 but using
dichotomous choice data derived from choices
between different health profiles. Christensen-
Szalanski47 tested whether women’s preferences 
for avoiding anaesthesia reverse during childbirth.
In all of these studies the stationarity axiom was
found to be violated.

Loewenstein and Prelec42 identified three other
inter-temporal choice anomalies that run counter
to the predictions of the model. They described
these as the absolute magnitude effect, the gain–
loss asymmetry, and the delay–speed-up asymmetry.
The DU model assumes that the discount rate
applied will not be related to the magnitude of 
the event which is subject to discounting, or to
whether the event represents a gain or a loss, or 
to whether it is being brought forward or delayed.
Further anomalies, highlighted by Roelofsma,48

are intransitive choice patterns, immediacy effects
and what he described as “non-corresponding in-
verses in time-outcome value functions”. This last
anomaly is the situation in which the implied rate
of discount differs depending on whether individ-
uals are asked to adjust the delay between conse-
quences or the magnitude of the consequences 
in order to be indifferent between two options.

These anomalies are explained by Loewenstein and
Prelec42 in general terms with reference to future
consumption, and supported by evidence from
monetary choices. However, there is no reason to
suppose that they are any less in evidence when the
outcomes are in terms of health. As shown above,
there is already evidence that the axiom of station-
arity is also violated in the case of health. Of course,
evidence that the DU model is an unsatisfactory
representation of individuals’ time preferences 
with respect to health need not reduce the appeal
of DU as a normative model. However, good repre-
sentations of such preferences are required in
order to provide greater insights into the deter-
minants of individuals’ health-affecting behaviour.

Hyperbolic models
Hyperbolic models (which do not require the
assumption of stationarity) have been explored 
in several studies in the psychology literature 
on inter-temporal preferences for hypothetical
monetary rewards.49–54 In a number of studies
hyperbolic models have been explicitly compared
with the exponential model.24,37,39,50 The authors 
of all these studies concluded that hyperbolic
models fit the data better than the DU model.

Myerson and Green37 fitted exponential and
hyperbolic models to data from 12 undergraduates
who had been asked to choose between pairs of
hypothetical sums of money available after different
delays. Hyperbola-like functions provided a better
description of the data than exponential functions
both for individuals and for the group as a whole.

Kirby and Marakovíc39 reported two experiments,
one using hypothetical monetary rewards and the
other using real rewards in a simulated auction.
The participants (22 college students) were offered
five different rewards, each with six different delays.
They had to indicate the smallest amount that they
would accept immediately in exchange for the
delayed rewards. Both hyperbolic and exponential
models fitted the data very well but the hyperbolic
function fitted better for all delayed rewards.

Albrecht and Weber,24 using data from studies by
Benzion and colleagues36 and Shelley,55 compared 
a hyperbolic model and the standard discounting
model. They found the empirical data were more
consistent with a hyperbolic rather than the
standard discounting model.

These studies are of relatively limited relevance 
to health economics since the majority elicit inter-
temporal preferences for monetary awards and
none elicit inter-temporal preferences for health.
Also, the econometric modelling, especially in the
instances where discounting functions are fitted 
on an individual basis, is dubious owing to the 
small number of observations.

Cairns and van der Pol4 analysed data on prefer-
ences for future financial and health benefits
collected from 473 members of the general public.
They compared the exponential model with two
hyperbolic models: the Loewenstein and Prelec42

model and a special case of this model introduced
by Rachlin.56 They found greater support for the
hyperbolic models than for the exponential model.
Cropper and colleagues14 assumed an exponential
and a hyperbolic discounting function when
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analysing their closed-ended data. The exponential
function fitted the data better for delays equal 
to or shorter than 25 years while the hyperbolic
function fitted the data better for delays greater
than 25 years.

Is health different?

Before outlining the work done on the estimation
of time preferences for health, it is worth address-
ing the basic question – is health different? There
are at least two ways in which this question can be
addressed – as a practical issue arising in economic
evaluation and at a more methodological level.

The practical question is whether or not future
health effects should be discounted at the same
rate as future costs. This question has generated
considerable interest in recent years and much of
the empirical work that has been undertaken has
aimed to inform this debate.

Parsonage and Neuberger57 claimed that “… in
practice, for most purposes, it is appropriate to 
use a zero discount rate for future health benefits”.
They argued that traditional sources of time pre-
ference are unimportant in the context of future
health benefits. Whether or not monetary costs and
non-monetary benefits should be discounted at the
same rate can be viewed as largely an empirical
question.58 Is the sum of undiscounted health
benefits a better or a poorer approximation to the
true value of a stream of future benefits than the
sum of the discounted health benefits? The answer
would appear to depend on the shadow price of the
health benefits and how it changes over time. The
greater the increase in shadow price over time, the
closer the undiscounted sum approximates to the
true value. The smaller the increase in shadow
price the closer the approximation provided by 
the discounted sum. A recent contribution to 
this debate by van Hout59 made the point more
formally: “… costs and health benefits need to be
discounted using rates that are not necessarily
equal; both should be based on their expected
rates of growth and their elasticities regarding the
social utility function”. van Hout also introduced 
an inter-generational argument emphasising the
need not only to reflect individual preferences
about one’s own health but also individuals’ 
social values about future generations.

Currently the only jurisdiction in which there 
is formal guidance to encourage the differential
discounting of monetary costs and non-monetary
benefits is England and Wales, where 6% is

recommended for financial values and 11/2–2% 
for health effects quantified in physical units.60

The advice is at odds with that given elsewhere, 
for example, in Canada61 and the USA62 (5% 
and 3%, respectively, applied to all costs 
and benefits).

The methodological issue relates to whether 
or not it is possible to identify individuals’ rates 
of time preference with respect to future health
effects and, in the context of this report, is rather
more important. Gafni and Torrance1 hinted at 
the potential difficulties in so doing and Gafni63

developed the argument more fully. Gafni and
Torrance related attitude towards risk in health 
to three distinct effects: a quantity effect, a time
preference effect, and a gambling effect. It is
interesting to note that Gafni and Torrance
suggested that “time preference is measured by
asking conventional time preference questions…
but cast in the health, as opposed to financial
domain”. Also, they claimed that it was not neces-
sary to speculate on the nature of time preference
“…since it is empirically determinable”. However,
drawing on the study by Loewenstein and Prelec,64

which highlighted the importance of another 
class of effects – sequence effects, Gafni63 argued
robustly that no measurement technique allows
pure time preference to be distinguished, and 
the best that can be achieved is a measure of 
time preference for a given sequence of events.
This may be true of preferences over one’s own 
future health states. However, it is less clear that 
the sequence of events will be an important
influence when considering preferences 
over life-saving profiles.

A further way in which some health benefits 
may be different arises when the change in 
health is measured in terms of quality-adjusted 
life-years (QALYs). Krahn and Gafni65 argued 
that, because of the methods sometimes used to
measure QALYs, time preferences may already 
have been taken into account. As a result further
discounting of the QALYs might represent a 
form of double counting.

Using stated preference to
estimate time preferences 
for health
As noted above, a distinction can be drawn 
between those studies relating to life saving and
those relating to non-fatal changes in health. 
A brief overview of this literature is presented 
in Table 1.
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Saving lives
The first studies of time preferences with respect 
to life saving11–14 adopted fairly similar approaches.
Horowitz and Carson11 offered respondents
dichotomous choices between a programme 
saving lives for the next 15 years and a programme
saving lives for 10 years starting in 5 years’ time.
Cropper and colleagues13 asked two linked di-
chotomous questions that offered a context-free
choice between programmes saving lives now 

and at various times in the future. In both these
studies, econometric methods were then used to
identify median implied time preferences rates 
for the sample interviewed. A broadly similar
approach was followed in a recent Swedish 
study15 of intergenerational choices.

A novel approach adopted by Johannesson and
Johansson16,17 was to elicit time preferences via
willingness-to-pay values. Individuals were asked

TABLE 1  Summary of empirical time preference literature in health

Study Median r Mean r Type Delay Sample

Cairns6 – –0.001–0.030 Health states 10–28 years 29 (economics undergraduates)

Chapman8 0.200–0.350 0.300–0.500 Health states 1–12 years 148 (psychology undergraduates)

Chapman & 0.360 & 1.000 0.640 & 1.240 Health states 1–12 years 104 (psychology undergraduates)
Elstein7

Chapman, et al.10 0.06–0.09a 0.40–0.83a Health states 1–6 months 79 (patients) + 
77 (college students)

Dolan & Gudex22 0.000 –0.029–0.014 Health states 9 years 39 (general public)

Lipscomb19 – – Health states 1–25 years 52 (undergraduate students)

MacKeigan, et al.21 – – Health states 1 week– 108 (university staff,
1 year hospital volunteers)

Olsen9 0.02 0.10 Health states 5 & 20 years 90 (economics students) + 
40 (doctors)

Redelmeier & – 0.023–0.041 Health states 1 day– 121 (medical students,
Heller20 10 years house officers, physicians)

Cairns & van 0.160–0.410 0.140–0.450 Lives 2–19 years 473 (general public)
der Pol4,5

Cairns3 0.160–0.380 0.140–0.370 Lives 4–19 years 223 (general public)

Cropper, et al.12 – 0.027–0.086 Lives 25–100 years 1600 (general public)

Cropper, et al.13 0.168–0.038 – Lives 25–100 years 3200 (general public)

Enemark, et al.18 0.104 0.102 Lives ≈10 years 25 (vascular surgeons)

Horowitz & 0.045 – Lives 5 years 75 (economics undergraduates)
Carson11

Johannesson & 0.080–0.250 – Lives 20–100 years 850 (general public)
Johansson15

Olsen2 0.058–0.229 0.066–0.233 Lives and 4–19 years 250 (general public) + 
health states 77 (health planners)

Johannesson & – 0.013 Life-years 10–46 years 528 (general public)
Johansson16

Johannesson & – 0.010 Life-years 6–57 years 2577 (general public)
Johansson17

a Monthly not annual discount rate
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whether they were willing to pay a specified amount
for a 1-year increase in their life expectancy. The
rate of time preference was estimated by calculating
the ratio of the mean willingness-to-pay values for
different ages.

Later studies by Olsen,2 Cairns3 and Cairns and 
van der Pol4,5 used variants of an open-ended
approach in which the data were collected with 
a self-completed questionnaire. Through this
approach, the identification of rates of time
preference can be made on an individual basis
through simple manipulation of the responses. 
The price of this advantage may be increased
problems with respect to framing effects 
and related biases.

A third approach followed by Enemark and
colleagues18 differed in that it was not concerned
with choices between saving differing numbers 
of statistical lives at different times in the future. 
It related to the choice between watchful waiting
and surgery for abdominal aortic aneurysms for 
a hypothetical cohort of patients. In a classification
between life-saving and non-fatal changes in health,
it is probably appropriate to put it with the life-
saving studies but it is rather different from the
other studies and, as such, may offer a new line 
of enquiry.

Non-fatal changes in health
The first significant study of time preferences 
for non-fatal changes in health was by Lipscomb.19

His approach required participants to classify 
96 scenarios on a 0–10 category scale. Regression
analysis was then used to explain these scores using
the characteristics of the health state. Lipscomb
suggested that time preference “… be regarded 
as operationally equivalent to the (marginal)
influence of the delay-of-onset variable on
preference scores”. Notwithstanding the practical
difficulties of applying it (such as the demands on
individual respondents), this approach represents
an attractive means of determining the impact 
of delay on the valuation of an outcome.

In Cairns,6 implied discount rates were calculated
directly from the duration of ill health which
rendered the respondent indifferent between
being ill in the further future and in the near
future. A broadly similar approach was followed 
by Chapman and Elstein7 and by Chapman,8 in
which participants indicated what period of relief
from ill health at a specified point in the future
would make them indifferent between relief from
ill health for a specified period now. Chapman 
and colleagues10 introduced a slightly different

approach in which respondents identified the
frequency of symptoms which would render 
them indifferent between two ill health profiles.

Redelmeier and Heller20 used the standard 
gamble and categorical scaling to elicit prefer-
ences for a number of different health states, 
one aspect of which was the timing of onset of ill
health. MacKeigan and colleagues21 also used a
categorical rating scale to elicit preferences for
different health states with different delays of 
onset. They examined the effect of duration of
health gain and health loss, and delay before 
health change, on the valuation of health 
states but did not estimate the implied 
discount rates.

The time trade-off method of health state valuation
was used in two studies to identify implied discount
rates. Olsen9 elicited time preferences through 
two time trade-off questions involving different
durations of the same health state. The implied
discount rate was that which ensured that the
estimated health state value was the same for 
two durations. Dolan and Gudex22 estimated time
preference rates using time trade-off valuations 
for two health profiles which differed only in 
the timing of the period of ill health.

Time preference and health-
affecting behaviour

One of the major reasons for being interested 
in time preferences is the potential role these
preferences might play in terms of understanding
individual health-affecting behaviour. An early 
start was made by Fuchs35 in exploring the
relationship between time preferences and 
health-affecting behaviour. Discount rates were
estimated from answers to pair-wise choices
offering the opportunity to delay the receipt 
of a money prize between 1 and 5 years in order 
to receive a larger prize. Five health behaviours
were considered: smoking, weight, time since 
last dental check-up, frequency of exercise 
and wearing of seat belts. A significant positive
association was found between time preference 
and smoking. However, there was little evi- 
dence of an association with the other 
health behaviours.

In subsequent years, research has focused on 
the estimation of time preferences for health 
events rather than on the influence of time
preference on behaviour. However, in three 
further studies the relationship between



The estimation of time preferences

10

money–time preferences and health-affecting
behaviour has recently been examined. Vuchinich
and Simpson50 examined the time preferences 
of college students classified as light and heavy
drinkers. Time preferences were elicited using
questions involving the speeding-up of the receipt
of money over periods ranging from 1 week to 
25 years. They found that a hyperbolic model 
fitted the data better than the exponential 
model and that heavy drinkers exhibited higher
hyperbolic discounting than light drinkers.

Bretteville-Jensen66 estimated an annual and 
a weekly rate of time preference for injecting 
drug addicts, former drug users and non-users.
Time preferences were elicited using questions
concerning the speeding-up of the receipt of
money. Active drug users were found to have
higher discount rates than former users, who 
in turn had higher rates than non-users.

Chapman and Coups67 investigated the time
preferences of a workforce, some of whom had
accepted and some declined the offer of a free
influenza vaccination. They elicited time prefer-
ences with respect to both a monetary and a 
health choice. The former involved delaying the
payment of a fine and the latter delaying a period
of ill-health for 3 months. A striking feature of this
study was the very large proportion of respondents
with a zero rate of time preference (greater than
80%). Those expressing zero time preference 
for money were significantly more likely to have

accepted a vaccination. No significant association
was found in the case of health time preferences.

While in all of these studies some evidence of 
the expected association was found, in the cases 
of smoking, drinking and injecting behaviour it 
is not possible to determine whether the health-
affecting behaviour influences time preferences 
or whether time preferences influence health-
affecting behaviour. However, in the case of
influenza vaccinations it seems implausible 
that causation could run from the vaccination
decision to time preference.

Summary

This overview of the literature on the estimation 
of time preferences includes outlines of stated
versus revealed preference methods and the DU
and hyperbolic discounting models. The literature
on the differences in time preferences for health
and monetary consequences is reviewed. The 
stated preference approaches that have been 
used to estimate time preferences with respect to
health are then introduced. As befits a new area of
research, a range of approaches has been adopted
and, as a result, comparisons between studies are
hampered by differences in methods and in the
periods of delay considered. Although many
interesting questions are raised, there are, as 
yet, no adequate answers. The current study
attempts to provide some of these.
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Introduction
The basic study design of the TEMPUS project is
described in this chapter. The specific objectives of
the project and the minimum requirements, given
these objectives, are discussed. The questionnaires
are introduced and the choices to be made when
designing time preference questions are examined.
A discussion of the health state used in this study is
followed by the general questions included in all
questionnaires. The method of data collection 
and the pilot studies are described.

Objectives of the TEMPUS project

1. To derive implied discount rates for future
health benefits for a sample of the general
public in the UK.

2. To establish whether individual inter-temporal
preferences with respect to their own health
differ from those with respect to the health 
of others.

3. To investigate the effect of different ways of
asking questions on apparent inter-temporal
preferences (specifically closed-ended and 
open-ended methods are compared).

4. To establish whether individuals value future
health benefits in line with the traditional DU
model and, in addition, to investigate how 
well hyperbolic discounting models explain
individual responses.

Stated preference techniques comprising a series 
of health-related choices were used to elicit the
time preferences of a random sample of adults. 
In order to meet the four objectives, the following
were required:

• inter-temporal preferences from a UK-wide
sample (objective 1)

• inter-temporal preferences for both own and
others’ health (objective 2)

• both an open-ended and a closed-ended method
(objective 3); the closed-ended method used in
this study was a discrete choice experiment

• several observations of implied discount rates
per respondent over a wide range of delays (this
is explained below) (objective 4); these can only
be elicited using an open-ended method.

The four questionnaires
At first sight, the strongest design for investigating
differences between preferences for own and
others’ health, and for investigating differences
between an open- and a closed-ended method,
would involve eliciting all types of preference from
all subjects. This would allow comparisons on an
individual level. However, this would clearly ask too
much from the respondents. Also, it could induce
strategic or biased responses. For example, if asked
about own and others’ health in the same question-
naire, some respondents might feel that they did
not wish to be seen as treating others’ health
differently from their own. There are four 
different types of questionnaire:

(I) open-ended questions with respect to 
own health

(II) open-ended questions with respect to 
others’ health

(III) discrete choices with respect to own health
(IV) discrete choices with respect to others’ health.

Design choices

Several choices have to be made when designing
either open-ended or closed-ended time prefer-
ence questions. Most are relevant to both types 
of questionnaire but some are specific to one 
or other question type.

The following are potentially relevant to both types
of question.

• Number of points in time: respondents can 
be asked to consider two points in time or they
can be presented with a profile. The standard
approach has been the former, with few studies
comparing profiles.10,11,18

• Base health state: the base health state can 
be full health with respondents making choices 
with respect to the consumption of ill
health,6,20,21 or the base health state is ill health
with respondents making choices with respect 
to the consumption of full health.7,8,21

• Number of states of ill health considered: 
one state6–8,21 or more than one state of ill
health19,20,22 can be considered.

Chapter 3

Study design
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• Single health state or mix of health states:
respondents could be invited to imagine being
in only one health state in a year or experiencing
several different health states in a year (all
studies to date have used single health states).

• Time considered: a limited period can be
considered6–8,20,21 (for instance, 5 years), or 
a scenario can describe remaining life.18,22

In open-ended questions, consideration must, 
in addition, be given to whether respondents 
are asked about: the timing of a given change 
in health; or the magnitude to be experienced 
at a certain point in time; or possibly the health-
related quality of life to be experienced. In studies
to date, individuals have been asked to specify 
the magnitude of the health benefit to be enjoyed 
at a particular point in the future (either in 
terms of lives saved,2–5 duration of health state6–8

or frequency of symptoms10). In no study have
individuals been asked to specify timing or quality.

There are a number of criteria which are relevant
when making these choices:

(i) how difficult the questions are to answer
(ii) the degree of realism
(iii) the ease of computation of discount factor
(iv) the degree of influence of factors other than

time preference on response.

The first two are clearly relevant because of the
impact that they might have on response rates and
on the meaningfulness of responses. Other things
being equal, the more straightforward the comput-
ation of implied discount factors is the better. Simi-
larly, methods which are less likely to be influenced
by factors other than time preferences are to 
be preferred.

The performance of the various options in respect
to these four criteria are shown in appendix 1.
There appears to be a trade-off between realism
and how easy it is to answer, and between accuracy
and how easy it is to answer. The specific approach
adopted to elicit time preferences will have impli-
cations for the sample size required, the estimation
methods to be used and the methods of data collec-
tion employed. The determination of the specific
approaches to be adopted is clearly a matter of
judgement. Most of the decisions made were in 
line with those generally adopted in the literature.
Thus comparisons were between points in time
rather than profiles, departures from full health
rather than from ill health were considered,
choices involved a single ill health state, and 
times were limited. In the open-ended questions,

individuals were asked to choose durations of 
ill health.

Health state

The health state selected (which was used in both
the open-ended method and the discrete choice
experiment) is based on the EuroQol descriptive
system (EQ5D). This has five dimensions: mobility,
self-care, usual activities, pain/discomfort, anxiety/
depression;68 each dimension has three severity
levels. A generic health state classification was
chosen rather than a condition-specific one
because the participants were members of the
general public with widely differing experience 
and knowledge of specific health conditions. The
use of particular conditions might influence the
implied discount rates. Also, the more specific the
health state, the harder it is to devise a plausible
inter-temporal question. The EQ5D classification
was selected because of its simplicity and its
widespread use.

Individual’s inter-temporal preferences are
expected to differ according to the severity of 
the selected health state. Individuals might have 
a tendency to minimise duration for very serious
health states and maximise delay for very minor
health states. The aim was to select a health state
that is not too severe but is generally regarded 
as serious enough. The following health state 
was selected:

• no problems in walking about
• no problems with self-care
• some problems with performing usual activities
• moderate pain or discomfort
• not anxious or depressed.

The tariff for this EQ5D state (11221) is 0.773,
assuming a 1-month duration.69 Individuals 
were asked to rate the health state using a visual
analogue scale (VAS). This gave some insight 
into how serious they regarded the chosen health
state. It also permitted some limited testing of 
the hypothesised relationship between inter-
temporal preferences and perceived severity 
of the health state.

In the case of own health, individuals were asked 
to imagine being ill as described by the EQ5D
health state. However, the case for others’ health 
is more complicated. If respondents were asked 
to imagine a person of the same age and gender 
as themselves, there is a danger that they might
answer the questions as if they related to their 
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own health. This could be a problem even when
nothing is specified about the individual. In order
to reduce the likelihood of this happening, the
question was formulated in terms of a group of
middle-aged patients rather than in terms of an
individual. Their approximate age was stated
because time preference is expected to be a
function of age.

General questions

Individuals were asked to indicate how they
perceived the EQ5D state on a VAS (ranging from
worst to best imaginable health). Questions about
year of birth, gender, perception of current long-
term health, number of cigarettes smoked per day,
and education level attained were also included in
all of the questionnaires. Individuals were also
asked how they perceived the time preference
questions on a five-point scale ranging from 
very difficult (1) to very easy (5).

Data collection

There are basically three methods of collecting
data: personal (face-to-face) interviews; telephone
interviews; and postal questionnaires. Some
researchers consider that the face-to-face inter-
view is a superior method, a view challenged by
Sudman and Bradburn.70 In their extensive review
of the literature comparing response effects, 
they observed only small differences between
methods of data collection.

The main advantage of the face-to-face interview is
that the interviewer can explain the questions; this
is especially useful for questions involving complex
scenarios. It is also possible to obtain information
on the reasons for an individual’s responses, result-
ing in a richer data set. However, this method can
introduce interviewer bias. The main disadvantage
of face-to-face interviews is the high cost involved in
conducting them, particularly when large numbers
are required. This has led to the development of
telephone interviews. However, this method is less
appropriate when visual aids are required and
when questions are complex. One advantage of
postal questionnaires is that respondents can take
as much time to reflect on the questions as they
wish. However, their use can lead to sample non-
response bias problems.

In this study, data were collected by postal
questionnaire rather than by face-to-face or
telephone interviews. No reminders were sent. 

The inter-temporal choices were viewed as too
complex for the use of telephone interviews. 
While face-to-face interviews might have offered 
the opportunity to collect richer data per subject,
the required sample sizes would have been pro-
hibitively expensive to achieve by any method 
other than postal questionnaire.

Another issue that needs to be considered when
collecting data is whether individuals should be
given incentives in particular monetary incentives.
It is sometimes argued that monetary incentives 
are necessary in order to obtain valid responses.
However, research has shown that monetary
incentives have no real impact on responses.71,72

In a previous study by Cairns and van der Pol,4

in which half of the participants were offered 
a choice of a charity to which £2.00 would be
donated, the results indicated that incentives 
had no impact on either the response rate or 
the results. Given this, it was decided that
individuals would receive no monetary 
incentives in this study.

Pilot studies

Two pilot studies were undertaken to examine
whether the questionnaires were feasible and
whether respondents understood the inter-
temporal choices.

In the first pilot study, all four questionnaires 
were handed out to about 30 individuals working 
in the Department of Public Health at the Uni-
versity of Aberdeen. They were encouraged to
make some general comments about the design 
of the questionnaire.

In a second pilot study, 180 members of the general
public in Aberdeen were selected from the tele-
phone book. Questionnaires I and IV were piloted,
as well as a further questionnaire which contained
open-ended questions relating to both own and
others’ health. Once a questionnaire was returned,
respondents were interviewed by telephone. The
issues included in the interview were the realism of
the EQ5D health state, the clarity of the questions,
whether they understood the questionnaire, and
the reasons for their answers. From this pilot study
it became clear that respondents found it very
difficult to discriminate between the two types of
questions (own and others’ health); hence, it was
decided that the two types of questions would be 
in separate questionnaires only. Questionnaires I
and IV were redesigned after the pilot work. The
questions were better explained in questionnaire I
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and questionnaire IV was changed substantially
(see chapter 7); the latter was sent out to a 
further 60 members of the general public 
in Aberdeen.

The response rate was 35% for questionnaire I 
(21 out of 60 questionnaires), 28.3% for question-
naire IV (34 out of 120), and 18.3% (11 out of 60)
for the questionnaire containing open-ended
questions on both own and others’ health.

Summary

Some basic design issues are discussed in this
chapter. In order to meet the four specified objec-
tives, four different questionnaires were required.
The choices which have to be made when design-
ing time preference questions are discussed. The
generic health state used in this study was an EQ5D
health state. Data collection was by postal question-
naires. Although this may lead to non-response

bias, it was the most efficient way of obtaining 
the large sample sizes required for this study. 
The pilot studies undertaken in the TEMPUS 
study are described; the questionnaires were
piloted both on university staff and members 
of the general public.

Structure of the remainder of 
this report
The data used in the TEMPUS project are
described in chapter 4. The report then focuses 
on the open-ended method used. The question-
naire design and econometric methods are
described in chapter 5, with the results presented
in chapter 6. This is then repeated for the dis-
crete choice experiment (chapters 7 and 8).
Chapters 5–8 meet the first objective specified 
on page 11 – the derivation of implied discount
rates. The remaining three objectives are dealt 
with in chapters 9–11. Finally, in chapter 12, 
some overall conclusions are drawn and areas 
for future research are identified.
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Introduction
The data collected for the TEMPUS study are
described in this chapter. The method used to
select subjects is described, the response rates are
reported, and the samples are described in terms of
demographic and socio-economic characteristics.

Selection of subjects

In previous time preference studies the chosen
participants have been university students, uni-
versity staff, patients, health service employees 
or members of the general public (see Table 1 ).
Ideally, a random sample of members of the
general public would be selected as participants
since this would allow generalisation of the results.
However, as shown in previous studies,3,4 the use 
of postal questionnaires to elicit time preferences
from the general public results in low response
rates (about 25%). The most likely reason for 
such low response rates is that the questions are
complex. This is related in part to the inter-
temporal nature of the questions – thinking 
about the future is not easy. The problem is
exacerbated when considering future health 
events. In a financial context, many familiar
instruments exist which facilitate trading con-
sumption over time. It is much harder to produce
credible questions or choices in a health context. 
A solution would be to select participants who 
are familiar with time preferences, such as eco-
nomics students. However, this would not allow 
any generalisation of the results since such 
students are not at all representative of the 
general population. Also, young and healthy 
adults may fail to consider future consequences, 
as found by Green and colleagues.49

The selection of participants for the TEMPUS study
was midway between the above selection methods.
It was decided that participants would be members
of the general public in six urban and rural areas 
in Scotland, England and Wales (Edinburgh, Caith-
ness, Manchester, Norfolk, Cardiff and Pembroke-
shire). However, to decrease the problem of low
response rates, wards with a high percentage home
ownership (using 1991 Census data) were selected
from the electoral registers since, in previous

studies,3,4 it had been found that higher socio-
economic status areas had a higher response 
rate. The disadvantage of this selection method 
is that the sample is not entirely representative of
the UK population; however, it is much more so
than a sample of economics students or university
staff. Also, representativeness is not of primary
importance since the aim of the study is to explore
the nature of individuals’ time preferences and 
not to identify the mean or median population
discount rates. For instance, for the comparison 
of two methods of eliciting preferences, the only
requirement is that the samples are similar in 
terms of their characteristics. This also holds for
the comparison of time preferences for own 
and others’ health.

About 20,000 names were obtained from the
electoral registers for each of the six chosen areas.
From these, 854 names were randomly selected
from each area. Questionnaires I and II were each
sent to 960 individuals (160 individuals per area)
and questionnaires III and IV were each sent to
1600 individuals (266/267 individuals per area).
The four questionnaires and the different versions
of the questionnaires were randomly allocated
across and within the six areas.

Response rates

A total of 159 usable responses (where the
respondent answered at least some of the time
preference questions) were received for question-
naire I, and 149 for questionnaire II. Five and 
eight questionnaires, respectively, were returned 
by the Post Office. The response rates were
therefore 16.6% and 15.7%, respectively. For
questionnaire III, 399 usable responses were
received and for questionnaire IV, 388 responses. 
A total of 15 and 15 questionnaires, respectively,
were returned by the Post Office. The response
rates were thus 25.2% and 24.5%, respectively.

Descriptive statistics of samples

In Table 2 some descriptive statistics for the 
sample are presented. The samples appear to 
be similar. A chi-squared test was used to test 

Chapter 4

Data
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the null hypothesis that the distribution of
respondents across categories for each of the
individual’s characteristics is independent of 
the type of questionnaire. With respect to age 
and rating of the health state on the VAS, a non-
parametric test was used to compare the median 
of two or more independent samples. These tests
were performed on all four samples and the 
results are shown in Table 2. The null hypothesis
that the distribution of respondents across cate-
gories for each of the individuals’ characteristics 
is independent of the type of questionnaire is
accepted. There was also no statistically significant
difference in the median age of respondents or 
in the rating of the health state. 

Because the questionnaires were sent to a random
sample of the general public (stratified by area), 
no information is available on non-respondents.
The best that can be done is to compare the age,
gender and education of the respondents with the
1991 Census data for the geographical areas. It
should be noted that the questionnaires were sent
out in 1998 while the Census data are from 1991.
Also, information on education in the Census data

is only available for a sample in smaller areas. A
comparison of the sample with the population in
terms of age, gender and education is shown in
Table 3. The age and gender structure of the sample
seems fairly representative for the population.
However, the younger age group (< 30 years) tends
to be under-represented. A higher percentage of
respondents have university degrees than in the
general population.

Summary

Data for the TEMPUS study were collected 
from members of the general public in six areas 
in Scotland, England and Wales. The samples 
are not representative of the UK population
because areas with a higher percentage of home
ownership were chosen in order to improve the
response rate. The response rates were 16.6% 
for questionnaire I, 15.7% for questionnaire II,
25.2% for questionnaire III and 24.5% for
questionnaire IV. The four samples were very
similar in terms of age, gender, self-rated 
health, education, and smoking status.

TABLE 2  Descriptive statistics

n % χ2

Questionnaire I II III IV I II III IV

Gender Male 79 79 182 171 49.7 53.0 45.6 44.1 4.041 (p = 0.26)
Female 80 70 217 215 50.3 46.0 54.4 55.4
Missing value 0 0 0 2 0.0 0.0 0.0 0.5

Health Good 129 103 296 267 81.1 69.1 74.2 68.8 10.717 (p = 0.10)
Fair/poor 29 46 103 121 18.2 30.9 25.8 31.2
Missing value 1 0 0 0 0.6 0.0 0.0 0.0

Smoke No 136 127 345 327 85.5 85.2 86.5 84.3 4.714 (p = 0.58)
Yes 22 22 54 61 13.8 14.8 13.5 15.7
Missing value 1 0 0 0 0.6 0.0 0.0 0.0

Education Secondary 48 43 108 129 30.2 28.9 27.1 33.2 5.435 (p = 0.49)
Beyond secondary 107 105 285 254 67.3 70.5 71.4 65.5
Missing value 4 1 6 5 2.5 0.7 1.5 1.3

Median Range

Age (years) 48 54 448 49 19–90 19–84 18–95 17–94 2.918 (p = 0.40)
Missing value n = 0 n = 2 n = 1 n = 2

VAS score 60 50 50 55 0–100 0–98 10–96 5–97 1.975 (p = 0.58)
Missing value n = 25 n = 16 n = 31 n = 49
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TABLE 3  Representativeness of the sample

Caithness Edinburgh Norfolk

% sample Census % sample Census % sample Census

Age (years) < 30 13.6 23.6 9.6 20.8 11.8 20.9
30–44 28.4 25.9 31.3 25.0 24.1 27.8
45–64 42.6 30.6 32.2 31.0 43.6 31.6
> 64 14.8 19.9 26.5 23.2 20.0 19.8

Gender Male 44.3 48.6 49.6 46.2 41.0 49.4
Female 55.7 51.4 50.0 53.8 58.5 50.6

Education University 17.6 5.8 27.4 10.4 21.5 7.2

Manchester Cardiff Pembrokeshire

% sample Census % sample Census % sample Census

Age (years) < 30 28.7 28.9 14.6 17.8 13.2 20.3
30–44 26.8 27.4 22.1 24.4 25.2 25.3
45–64 20.4 24.0 30.7 30.5 37.7 31.4
> 64 23.6 19.7 32.2 27.3 23.2 23.0

Gender Male 45.2 47.3 47.2 46.1 52.3 48.6
Female 54.8 52.7 52.3 53.9 47.7 51.4

Education University 49 16.9 34.7 16.6 25.8 7.4
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Introduction
As explained in chapter 3, both an open- and a
closed-ended method were used in the TEMPUS
study to elicit time preferences. The study design
for the open-ended method is described in this
chapter (the study design for the closed-ended
method is described in chapter 7), together 
with the methods for the basic analysis of the 
data collected using the open-ended approach. 
These involve estimating implied discount rates,
examining negative and zero time preferences, 
and identifying the factors that influence
individuals’ implied discount rates.

Study design

As described in chapter 2, open-ended methods
have been used in several studies to elicit time
preferences for health. The method adopted 
in this study was broadly similar to that used by
Cairns.6 Each time preference question asked 
the respondent to imagine being ill at some 
point in the future (for x days in year t ) and
offered the opportunity for this spell of ill health 
to be delayed (to year s, where s > t ). Individuals
cannot generally delay their ill health so, to make
the question more realistic, the respondent was
told that the delay was the result of a treatment.
However, the disadvantage of introducing a
treatment is that it may result in a bias – some
individuals may be averse to any treatment, which
may influence their responses. To reduce this
effect, the respondents were told that it was a 
one-off minor treatment. Individuals were asked 
to identify a maximum number of days of future 
ill health (y) at which it would still be worthwhile
receiving this treatment (see appendix 2 for an
example). If the number of days of ill health in 
year s was zero, everyone would probably choose
the treatment but, as the number of days of ill-
health in that year increases, individuals would 
at some point no longer prefer to be treated. 
The interest in this study is in the maximum
number of days that would still make the treat-
ment worthwhile. The majority of individuals 
are expected to have positive time preferences 
and, therefore, be willing to be ill for a longer
period (y > x) in year s.

Investigation of different discounting models
requires a relatively wide range of delays and
several observations per respondent. In this 
study six observations were obtained from each
individual. Two different years were chosen as 
the initial point at which ill health would be
experienced if treatment was not received. 
Having more than two starting points might 
make the questions too difficult to answer, 
whereas having a common starting point for 
all six questions might result in respondents 
getting bored. The use of two starting points 
also facilitates the testing of the stationarity
assumption (see chapter 11).

The periods of delay chosen ranged from 2 to 
13 years from the starting point. The range of
delays were selected on the pragmatic grounds 
that if a delay was too short, factors other than 
time preference would have a major influence 
on the responses and, if it were too long, some
respondents might have difficulty imagining it
(particularly older respondents). Each subject 
was asked six questions: three with a starting 
point 2 years in the future and three with a start-
ing point 3 years in the future. Each questionnaire
contained three different delays for each starting
point: a short-term delay (2–5 years); a medium-
term delay (6–9 years); and a long-term delay
(10–13 years). Also, the difference between the
short- and medium-term delay and between the
medium- and long-term delay was not the same 
in any questionnaire (for each starting point). 
Four different versions of the questionnaire (A, 
B, C and D) with these properties are shown in
Table 4. The purpose of this somewhat complex
design is to collect data for a wide range of delays

Chapter 5

Open-ended method

TABLE 4  The four versions of the questionnaire (A–D)

Starting point Years before delayed ill health

A B C D

2 years 2 3 4 5
2 years 7 9 6 8
2 years 10 11 12 13

3 years 3 5 2 2
3 years 6 7 8 9
3 years 10 11 12 13
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and to ensure that the questions do not appear 
to conform to any pattern, in case respondents
think that they are expected to respond in a 
certain way.

Basic analysis

The basic data analysis of the open-ended method
is as follows. First, the method of deriving implied
discount rates is described. There is evidence of
negative and zero time preference in most time
preference for health studies.73 Then the method
of identifying and analysing negative and zero 
time preference in this study is explained, followed
by a description of the regression analysis of the
implied discount rates on individual characteristics.
This provides some insight into which factors
determine individuals’ time preference.

Estimating implied discount rates
The derivation of implied discount rates is
generally straightforward with data elicited with
open-ended methods. The individual chooses a
duration of ill health, y, such that if it were
experienced s years in the future it would be
equivalent to 20 days experienced 2 years in the
future. Letting b = 1/(1 + r ), the respondent’s
choice implies that 20b 2 = yb s–2 and

y 1/s– 2

r = (—) – 1 (1)
20

The implied discount rates are first represented
graphically in a histogram. They are then described
in terms of their mean, median and range. Apart
from the mean and median, the 5% trimmed mean
is estimated. The 5% trimmed mean disregards the
smallest 5% and the largest 5% of all observations,
and the estimate is therefore not influenced by
extreme values.

The Lilliefors test is used to test the hypothesis 
that the data are from a normal distribution.
Skewness and kurtosis of the distribution are 
also measured. A distribution that is not symmetric
but has more observations toward one end of the
distribution than the other is skewed. Kurtosis
indicates the extent to which, for a given deviation,
observations cluster around a central point.

Negative and zero time preference
Individuals may exhibit negative time preference 
in some instances in the expectation of future
unpleasant consequences (dread).23,74 This is 
likely to influence time preferences for health.

Individuals may prefer to experience a spell 
of ill health sooner rather than later in order 
to eliminate dread. To test whether any of the
respondents have negative and zero time
preferences, the responses to the six questions 
are classified into six categories:

(i) at least four positive rates and no negative rates
(ii) at least four negative rates and no positive rates
(iii) at least four zero rates
(iv) three zero and three positive rates
(v) three zero and three negative rates
(vi) negative and positive rates.

Respondents were not categorised by their average
discount rate because this could be potentially
misleading. For example, respondents with five
small positive discount rates and one large negative
discount rate could have a negative mean discount
rate, although they might more appropriately be
identified as having positive time preference.

It is interesting to explore the factors that 
influence whether individuals have negative 
or zero time preferences. Because of the binary
dependent variable (which takes a value of 0 if
individuals have positive time preferences and 
1 if individuals exhibit either negative or zero time
preferences), probit regression analysis is used.

The probit model can be expressed as follows:75

y i
* = α + �x i + ε i, ε ~ N[0, 1] (2)

(y i = 1 if y i
* > 0; 0 otherwise)

where y i is a binary variable, x i is a vector of
independent variables, and ε i is a random 
error term.

The following independent variables are 
included: health state perception on the VAS
(dummy variables: VAS score < 40 and VAS score 
> 70); age of the respondent (dummy variables: 
age 30–43 years, age 44–63 years, and age > 
63 years); whether the respondent perceived 
the time preference questions as difficult (dummy
variable: degree of difficult < 2.5); and whether 
or not they had been educated beyond secondary 
school level (dummy variable: education). The 
data available on the individuals’ gender, smoking
status and self-rated health are not included in 
the model because of lack of strong hypotheses.
The choice of the specific age group dummies is, 
to some extent, arbitrary. In this study, the 25, 
50, and 75 percentiles were used which resulted 
in sensible age groups. The choice of health state
perception dummies is based on the mean, plus
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and minus 15. This gave reasonably sized groups 
of respondents.

Four specific hypotheses are of interest. First, 
it is hypothesised that individuals who perceive a
health state as more severe are more likely to have
negative time preferences because they are likely to
experience more dread.74 Second, individuals who
perceive a health state as less severe are more likely
to have zero time preferences because they are less
likely to be concerned with the timing of a health
state. Third, younger individuals are more likely 
to have negative discount rates because they expect
to have more responsibilities in the future. Older
individuals are less likely to have negative discount
rates because of their reduced life expectancy.
Fourth, negative and especially zero time prefer-
ences may indicate that individuals did not under-
stand the task. This hypothesis is supported to 
some extent if individuals who perceive the
questions as difficult (and are possibly less well-
educated) are more likely to have negative or 
zero time preferences.

The interpretation of coefficients in probit 
models is less straightforward than in ordinary 
least squares (OLS) because of the non-linearity 
of the relationship between the probability that 
y = 1 and each of the independent variables. 
The most common method used to interpret 
the coefficients is by estimating a range of values 
of dP/dx i corresponding to various values of x. 
For dummy variables a common method of
interpretation is to estimate the change in prob-
ability when the dummy variable changes from 
zero to one.76 This is estimated while holding 
all other independent variables at their mean
values. In this analysis, and throughout this 
report, a 5% level of statistical significance is 
used. However, it should be recognised that some
statistical associations might be explained on 
the basis of multiple comparisons. To assess the
performance of the model, the McFadden R2 is
estimated. The McFadden R2 equals the percentage
decrease in the log-likelihood of the full model
compared with a model with only the constant.77

Identifying factors that influence
implied discount rates
The implied discount rates for own and others’
health are examined to identify the factors on
which they depend:

• the period in years for which the ill health is 
to be deferred (delay)

• whether the starting point was 3 years (dummy
variable: starting point)

• the individual’s characteristics: their age in 
years (dummy variables: age 30–43 years, 
age 44–63 years, and age > 63 years); their
gender (dummy variable: female); whether 
or not they currently smoke cigarettes (dummy
variable: smoker); whether they described their
long-term health as fair or poor rather than
good (dummy variable: health); whether or 
not they had been educated beyond secondary
school level (dummy variable: education);
whether or not they live in an urban area
(dummy variable: urban); and their perception
of the health state on the VAS (dummy variables:
VAS score < 40; VAS score > 70).

The two data sets of own and others’ health are
aggregated and interaction terms of a dummy
variable for others’ health with the independent
variables described above are included. Aggre-
gation has the advantage of an increase in statis-
tical power and it offers a direct test of differences
in own and others’ health (see chapter 9). The
regression analysis was also run separately for own
and others’ health to ensure that the aggregation
of the data is appropriate.

It is hypothesised, particularly with respect to 
own health, that time preferences could differ 
by age group. Older respondents may be more
keenly aware of their own mortality and, as a 
result, discount future benefits more heavily,
whereas younger respondents have a longer life
expectancy and might, therefore, attach more
importance to the distant future. Respondents 
with poor long-term health would be expected 
to place a relatively high value on the near future.
Smoking and education status may also be associ-
ated with different attitudes towards the future,
although the direction of causation is not clear.
The DU model assumes that the rate of discount 
is independent of the magnitude of the future
event and thus, if this assumption is valid, the
individual’s perception of the severity of the 
future health state should not be associated 
with the implied discount rate.

There is a clear multilevel structure because 
there are six observations per respondent. This
clustering of observations has implications for 
the nature of the regression analysis. In multilevel
data sets, observations are not independent of 
one another. The use of OLS can underestimate
standard errors and thus overestimate the statistical
significance of explanatory variables. Multilevel
analysis takes the multilevel structure of the data
into account by analysing variation that occurs 
at the higher level (i.e. variation among
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respondents) separately from variation at the 
level of the responses.78 It has two advantages. 
First, it generates statistically efficient estimates 
of the regression coefficients. Second, by using 
the clustering information it provides correct
standard errors, confidence intervals, and
significance tests.

The simple two-level model in which only the
intercept is included in the random part of the
model can be expressed as:

y i j = α + �x i j + µ j + ε i j (3)

In this equation, µ j and ε i j are random quantities.
The respondent-level random variable, µ j, is the
departure of the j -th respondent’s actual intercept
from the overall mean value α. Thus, this is a level
2 residual. The observation-level random variable
ε i j is the observation-level residual for the i -th
observation in the j -th respondent and measures
random variation across observations.

This model only measures variation in individuals’
implied discount rates. It is also possible that the
relationship between delay and implied discount
rates varies across individuals. To allow for variation
in this relationship a two-level model including a
random coefficient is used:

y i j = (α + �1x i j + �2delay i j) + (µ j + v jdelay i j + ε i j) (4)

The respondent-level random variable v j is the
departure of the j -th respondent’s actual slope
from the overall mean value �2.

Generalised Least Squares (GLS) estimation pro-
duces biased estimates of the random parameters

since it takes no account of the sampling variation
of the fixed parameters, particularly for data in
which few level 1 units are nested within level 2
units. Therefore Restrictive Iterative Generalised
Least Squares (RIGLS) estimation is used.78 MLwiN
software (© University of London) is used.79 All
hypothesised variables are included in the initial 
model. The technique of backward elimination 
is used in which the variable which contributed
least to the full regression equation, in terms 
of its level of statistical significance, is eliminated.
The model is rerun and, again, the least statistically
significant variable is eliminated. This procedure
continues until the only remaining variables are
those which are statistically significant at the 
5% level.80 The Ramsay RESET test is used to 
test for functional misspecification.81 To assess 
the performance of the model further, the
McFadden R2 is estimated.

Summary

The study design of the open-ended method 
and the methods for the basic analysis of the data
from the open-ended method is described. Each
respondent is presented with six open-ended
questions which vary in terms of the starting 
point (2 or 3 years) and the delay (2–13 years). 
It is relatively straightforward to derive implied
discount rates from the responses to the open-
ended method, and it can then be established
whether any individuals exhibit negative and zero
time preference. The implied rates are regressed
on the individuals’ characteristics to identify the
factors that influence the implied discount rates.
The results of these analyses are presented in 
the next chapter.
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Introduction
The results for the basic analysis of the data 
from the open-ended method are reported 
here. The implied discount rates of the full 
sample are first examined by calculating various
descriptive statistics and are then explored for
negative and zero time preference. Finally, 
the regression results of the implied discount 
rates on the individuals’ characteristics 
are reported.

Descriptive statistics

Ten respondents (nine in the case of own 
health and one in the case of others’ health)
considered that treatment was only worthwhile 
if it cured them completely. The proportion 
who only regarded treatment as worthwhile 
if it cured them completely was higher in the 
case of own health, which accords with intuition. 

The 95% confidence interval for the difference 
in the proportion between the two samples 
was 0.0499 ± 0.0382. These individuals were
excluded from the analysis because it could 
be argued that the responses are an expression 
of preferences regarding the treatment rather 
than an expression of inter-temporal 
preferences.

The histograms of the implied discount rates 
are shown in Figure 1. The distributions are 
peaked, as confirmed by the kurtosis statistic 
from Table 5. The distribution is negatively 
skewed, especially in the case of others’ 
health. The Lilliefors test indicates that the
observations are not normally distributed. 
The mean implied discount rate is 0.073 in 
the case of own health and 0.065 in the case 
of others’ health. The median implied 
discount rates are 0.061 and 0.062, respectively.
There is a wide range of implied discount 
rates – from –1.000 to 0.106 for own health 
and from –1.000 to 0.095 for others’ health. 
However, the 5% trimmed mean is very 
similar to the mean indicating that the 
mean is not heavily influenced by the 
extreme values.

Negative and zero 
time preference
The distribution of respondents across the six
categories is shown in Table 6. The majority (about
two-thirds) of respondents gave responses consist-
ent with a positive discount rate. In the case of own
health, 6.7% of respondents had negative discount
rates and 12.7% zero discount rates. In the case of
others’ health, 12.2% of respondents had negative
discount rates and 7.4% zero discount rates. Thus
this study adds to the body of evidence that signifi-
cant numbers of respondents have negative or 
zero time preference for health.

The median and mean implied discount rates for
each of the categories are shown in Table 7. The
median is 0.096 for category (i) in the case of own
and others’ health. For category (ii), the median
discount rate is –0.098 for own health and –0.117
for others’ health.

The regression results presented in Table 8 show
which factors determine whether individuals have
negative, zero or positive time preferences. The
data for own and others’ health are aggregated
because there are relatively few individuals with
negative and zero time preferences, especially 
when cases with missing values on one or more 
of the independent variables are excluded. 
Also, the age group dummies and the health 
state perception dummies have been redefined
because of the limited number of individuals 
with negative and zero time preference. The 
results show that individuals who perceive the
health state as more severe are more likely 
to have negative discount rates. This supports 
the first hypothesis and may indicate that these
preferences are true preferences. No support 
is found for the second hypothesis. There is 
some support for the third hypothesis, since 
older individuals are more likely to have positive
time preferences. There is mixed evidence for 
the fourth hypothesis: individuals with secondary
school education only are more likely to express
zero time preferences. However, the signs on 
the coefficients for the degree of difficulty of
answering the questions indicate that individuals
who perceived the questions as difficult are 
more likely to have positive time preferences.

Chapter 6

Results for open-ended questions
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Identifying factors that influence 
implied discount rates
The regression results presented in Table 9
show that, for the full sample, five regressors 
are statistically significant. These are the intercept,
the coefficients of delay, starting point, health,
and the interaction term of starting point with 
the dummy variable for others’ health. The 
longer the period of delay, the lower the implied
discount rate. An inter-temporal choice with a
starting point 3 years in the future generates a
lower implied discount rate than a choice with 
a starting point 2 years in the future. Individuals 
in fair or poor health tend to have higher 
implied discount rates. These variables all have 
the expected sign. The dummy variable for 

others’ health is not statistically significant, which
indicates that when holding the other variables
constant the implied discount rates for own and
others’ health are similar. Only one interaction
term with the dummy variable of others’ health is
statistically significant, namely the interaction term
with starting point. The sign of this interaction
term indicates that, in the case of others’ health,
starting point has less of an impact on implied
discount rates.

The significant p-values in the random part of the
model indicate that multilevel analysis should be
used. The size of the level 1 variance compared with
total variance at level 2 suggests that the majority of
variation is across individuals. Individuals vary greatly
with respect to their time preferences but vary much
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FIGURE 1  Histograms of implied discount rates

Own health: standard deviation 0.17; mean 0.07; n = 897
Others’ health: standard deviation 0.16; mean 0.07; n = 882
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TABLE 5  Descriptive statistics of implied discount rates

Own health Other’s health

Mean 0.073 0.065

95% CI 0.062–0.085 0.054–0.076

5% trimmed mean 0.071 0.068

Median 0.061 0.062

Variance 0.029 0.027

Standard deviation 0.170 0.165

Minimum –1.000 –1.000

Maximum 1.062 0.955

Interquartile range 0.119 0.128

Skewness –0.411 –1.062
(standard error) (0.082) (0.082)

Kurtosis 15.981 12.428
(standard error) (0.163) (0.165)

Lilliefors 0.216 0.185
(p-value) (0.000) (0.000)

TABLE 6  Distribution of respondents across categories

Categories Own health Other’s health

(i) ≥ 4 positive 98 98
discount rates

(ii) ≥ 4 negative 10 18
discount rates

(iii) ≥ 4 zero discount rates 19 11

(iv) 3 positive and 3 zero 0 2
discount rates

(v) 3 negative and 3 zero 4 3
discount rates

(vi) Positive and negative 16 13
discount rates

Missing valuea 3 3

Total 150 148

a These respondents have one or more missing values and
cannot, therefore, be classified

TABLE 8  Regression results for discount category

Y1
a Y2

a

dF/dxb p-valuec dF/dxb p-valuec

Age 35–51 years –0.069 0.215 –0.051 0.339

Age > 51 years –0.071 0.202 –0.184 0.002

Education –0.019 0.703 –0.103 0.055

VAS score < 40 0.104 0.035 – –

VAS score > 70 – – 0.033 0.482

Degree of difficulty < 2.5 –0.083 0.067 –0.101 0.030

Number of observations 186 190
McFadden R2 0.0781 0.1780

a Y1 = 0 if ≥ 4 responses imply a positive discount rate
Y1 = 1 if ≥ 4 responses imply a negative discount rate
Y2 = 0 if ≥ 4 responses imply a positive discount rate
Y2 = 1 if ≥ 4 responses imply a negative discount rate

b Change in the probability for a discrete change in each of the dummy variables
c Standard errors were estimated using the Huber/White/sandwich estimator

TABLE 7  Median and mean implied discount rates

Categories Own health (mean) p-value median test Others’ health (mean)

(i) ≥ 4 positive discount rates 0.096 (0.134) 0.861 0.096 (0.129)

(ii) ≥ 4 negative discount rates –0.098 (–0.177) 0.198 –0.117 (–0.180)

(iii) ≥ 4 zero discount rates 0.000 (–0.003) 0.124 0.000 (–0.001)

(iv) 3 positive and 3 zero discount rates – – 0.011 (0.024)

(v) 3 negative and 3 zero discount rates 0.000 (–0.016) 0.533 –0.005 (–0.023)

(vi) Positive and negative discount rates 0.000 (0.006) 0.689 0.000 (0.004)

Total 0.061 (0.073) 0.981 0.062 (0.065)
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less in their responses to different periods of delay.
The sign of the covariance, cov (µ j, delay), suggests
that respondents with high intercepts tend to have
smaller negative coefficients on delay than those 
with lower intercepts. This implies that the discount
rate falls more rapidly with respect to increasing
delay for individuals with relatively high short-run
discount rates compared with those with relatively
low short-run discount rates.

The regression analysis can only be repeated 
for category (i) since the number of respondents 
in other categories is too small. The regression
results for category (i) are shown in Table 10.
Compared with the results for the full sample, 

only one more variable is statistically significant,
namely the dummy variable for the age group 
64 years and over. Older individuals tend to 
have higher implied discount rates.

The results of the RESET test show that all 
models are mis-specified. This is not completely
surprising since evidence suggests that the DU
model is a poor representation of individuals’ 
time preferences (see chapter 11, in which
alternative discounting models are also explored).
The regression analyses were run separately for
own and others’ health. The results for the two 
data sets were very similar, indicating that
aggregating the data is appropriate.

TABLE 9  Regression results for implied discount rates for the whole sample

Full model Reduced model

� p-value � p-value

Fixed effects
Intercept 0.100 0.041 0.132 0.000
Others’ health –0.022 0.749
Delay –0.010 0.000 –0.008 0.000
Delay x others’ health 0.004 0.184
Starting point –0.038 0.000 –0.038 0.000
Starting point x others’ health 0.020 0.012 0.020 0.010
Age 30–43 years 0.038 0.317
Age 30–43 years x others’ health 0.002 0.968
Age 44–63 years 0.022 0.562
Age 44–63 years x others’ health 0.024 0.653
Age > 63 years 0.050 0.234
Age > 63 years x others’ health 0.024 0.682
Female 0.024 0.317
Female x others’ health –0.057 0.093
Health 0.030 0.332 0.037 0.049
Health x others’ health 0.010 0.810
Smoker 0.018 0.617
Smoker x others’ health –0.035 0.478
Education 0.005 0.849
Education x others’ health 0.010 0.787
Urban –0.004 0.865
Urban x others’ health –0.010 0.976
VAS score < 40 0.015 0.631
VAS score < 40 x others’ health –0.017 0.697
VAS score > 70 0.017 0.529
VAS score > 70 x others’ health –0.027 0.465

Random effects
Level 1: σ 2(ε i j ) 0.0058 0.000 0.0058 0.000
Level 2: σ 2(µ j ) 0.0538 0.000 0.0550 0.000

σ 2(delay) 0.0004 0.000 0.0004 0.000
cov (µ j , delay) –0.0038 0.000 –0.0039 0.000

–2 x Log-likelihood –2387.17 –2375.43
McFadden R2 0.280 0.274
RESET (p-value) 0.000 0.000
n 1504 1504
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Summary
The results of the basic analysis of the data 
using the open-ended method are reported. 
The mean implied rate is 0.073 for own health 
and 0.065 for others’ health. The median rates 
are 0.061 and 0.062, respectively. The distribution
of implied discount rates is non-normal. There is
some evidence of negative and zero time prefer-
ence; however, the percentage of individuals with
such time preferences is relatively small. Individuals
who perceive the health state as more severe are
more likely to have negative time preferences,
while younger individuals and those with only
secondary school education are more likely to
express zero time preference. The regression
analysis of the implied rates on individuals’
characteristics does not provide much insight 

into which factors determine individuals’ time
preferences. The dummy variable for fair or poor
self-rated health is the only statistically significant
individual characteristic. When the regression
analysis is repeated for individuals with positive
time preferences, only one other dummy variable
becomes statistically significant (age group). 
The variables, period of delay and starting 
point are statistically significant both for the 
full sample and for respondents with positive 
time preferences.

As can be seen in Table 1, previous estimates of 
time preference rates with respect to future health
states range from close to zero5,19 to large positive
rates.6,7,67 The rates found in this study are closest 
to the 0.023–0.041 range reported by Redelmeier
and Heller.20

TABLE 10  Regression results for implied discount rates category (i)

Full model Reduced model

� p-value � p-value

Intercept 0.235 0.000 0.239 0.000
Others’ health –0.042 0.401
Delay –0.017 0.000 –0.014 0.000
Delay x others’ health 0.005 0.095
Starting point –0.044 0.000 –0.043 0.000
Starting point x others’ health 0.021 0.009 0.020 0.004
Age 30–43 years 0.010 0.704
Age 30–43 years x others’ health –0.006 0.873
Age 44–63 years 0.024 0.337
Age 44–63 years x others’ health 0.005 0.889
Age > 63 years 0.043 0.112 0.0258 0.008
Age > 63 years x others’ health 0.006 0.873
Female 0.009 0.522
Female x others’ health –0.026 0.171
Health 0.037 0.029 0.020 0.042
Health x others’ health –0.028 0.222
Smoker –0.010 0.596
Smoker x others’ health 0.004 0.881
Education 0.001 0.952
Education x others’ health 0.005 0.818
Urban 0.005 0.704
Urban x others’ health –0.005 0.795
VAS score < 40 0.018 0.317
VAS score < 40 x others’ health –0.005 0.841
VAS score > 70 0.011 0.465
VAS score > 70 x others’ health 0.005 0.803

Random effects
Level 1: σ 2(ε i j ) 0.0037 0.000 0.0038 0.000
Level 2: σ 2(µ j ) 0.0330 0.000 0.0343 0.000

σ 2(delay) 0.0003 0.000 0.0003 0.000
cov (µ j , delay) –0.0028 0.000 –0.0029 0.000

–2 x Log-likelihood –2218.01 –2203.47
McFadden R2 0.476 0.466
RESET (p-value) 0.000 0.000
n 996 996
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Introduction
The study design of the closed-ended method is
described here. All previous closed-ended studies
have presented respondents with either a single
discrete choice or a discrete choice with follow-up.
The disadvantage of these methods is that less
information is obtained on each individual. From
an individual’s response it can only be inferred
whether her/his discount rate is higher or lower
than the rate implied by the choice. This study uses
an alternative closed-ended method – the discrete
choice experiment – to elicit inter-temporal
preferences for non-fatal changes in health.
Individuals are presented with several discrete
choices which vary in terms of the timing and the
size of a consequence. The use of several discrete
choices improves the efficiency of the estimates and
allows testing of assumptions, such as transitivity
and continuity of preferences. Discrete choice
experiments are gaining increased popularity in
health economics but have not previously been
used to elicit inter-temporal preferences. This is
also the first application of a closed-ended method
to elicit inter-temporal preferences for non-fatal
changes in health rather than fatal changes.

Study design

Several discrete choices are presented which 
vary in terms of the trade-off between the timing
and the duration of the EQ5D health state. The
choice of combination of timing and duration of
the health state is, to some extent, arbitrary. The
scenarios should be plausible and informative, 
in the sense that it is not always obvious which 
one will be selected. There should be a reason-
able range of delays since individuals might, for
instance, find it hard to differentiate between 10 or
11 years from now. Also, a delay of 30 years would
not be realistic for a 70-year-old individual. Three
‘timings’ are chosen: 2, 7 and 15 years from now
(yielding three different periods of delay: 5, 8 and
13 years). The number of days of ill health are
calculated for the different delays, assuming that
there will be 20 days in the health state 2 years 
from now and constant discount rates of 0.04 
and 0.05. This yields five durations of ill-health: 
20, 24, 26, 33 and 38 days.

These levels give rise to 15 possible scenarios 
(31 x 51) which can be combined into 105 potential
discrete choices (as shown in appendix 3). In 30 of
these choices, one scenario dominates the other in
that, while both refer to ill health in the same year
in the future, one involves a shorter duration of 
ill health. Each of the remaining discrete choices
(assuming an exponential model) implies a partic-
ular discount rate. For instance, if individuals are
indifferent between 20 days of ill health in 2 years
time (scenario A) and 26 days of ill health in 
7 years time (scenario H), then their implied
discount rate is 0.054 (r = (26/20)1/5 – 1). If
scenario A is preferred, the individual’s discount
rate will be less than 0.054; if scenario H is
preferred, it will be greater than 0.054.

In order to include all 15 scenarios, at least eight
discrete choices are required. There is no specific
guidance in the literature on how best to pair the
scenarios into discrete choices. The scenarios 
could either be paired on a random basis or on 
a pragmatic basis. Selecting the discrete choices
randomly could lead to a set of discrete choices
which represent a small range of implied discount
rates (for example, a range of 0.01–0.04 or mainly
negative discount rates). The scenarios are
therefore paired on a pragmatic basis using 
the following three criteria:

(i) inclusion of all 15 scenarios
(ii) a wide range of implied discount rates
(iii) one discrete choice representing a negative

discount rate.

The last criterion was used because previous studies
have shown that usually a small proportion of
respondents express negative time preference.73

Since no single set of discrete choices could 
satisfy the three criteria, two different sets of 
eight discrete choices were selected. This also
allowed a test of whether the selection of discrete
choices had a systematic influence on the results. 
In this case, however, only four choices were
different and the test was therefore limited. The
selected discrete choices are shown in Table 11. 
The implied discount rate ranges from –0.03 to
0.14. It was expected that this range would 
capture most individuals’ time preferences.

Chapter 7

Discrete choice experiment
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The eight discrete choices were presented to 
the respondents in the following context. In 
the case of own health, respondents were asked 
to imagine that they would be ill at somepoint 
in the future as described by the EQ5D state. 
The respondents were then informed that two
treatments are available whose effects vary with
regard to the timing and the duration of the 
health state. They were then asked to indicate
which treatment they preferred (see appendix 2 
for an example). Another possible context for
others’ health was that the two options represent
two different groups of people who are ill at
different points in time for different durations.
Respondents were then asked to choose which
group should be treated, assuming that only one
can be treated. This design proved unsuccessful 
in the second pilot study. Most respondents
reasoned that it was best to treat the group that
became ill first because resources may be available
later to treat the other group as well. The choices
were presented so that scenario A was not always
the nearest scenario.

Model
The basis for this is that individuals’ time prefer-
ences are revealed by how much longer they are
willing to be ill in exchange for a delay in the 
onset of that ill health. A relationship must
therefore be specified between the duration 
of ill health and the year in which the ill health
occurs and utility. The simplest and most
commonly used model is the linear additive 
model, which assumes that the overall utility

derived from any combination of attributes is 
given by the sum of the separate part-values of 
the attributes. The utility of scenarios A and B 
is equal to:

UA = α + � 1daysA + � 2yearA + ε 1

U B = α + � 3days B + � 4year B + ε 2 (5)

where: U = utility; days = number of days in the
selected health state; year = year in which the spell
of ill health occurs; and ε = random error term.
The signs of the coefficients of days are hypoth-
esised to be negative since the longer the spell 
of ill health, the lower the utility. The signs of 
the coefficients of year are hypothesised to be
positive for the majority of respondents since 
the further in the future a spell of ill health 
occurs, the higher the utility. This does not hold 
for respondents with negative discount rates. 
The difference in utility between scenario B 
and A can be expressed as:

U B – U A = � 5 (days B – days A) + � 6delay 5

+ � 7delay 8 + � 8delay 13 + ε 3 (6)

where the dummy variable delay n = 1 if 
year B – year A = n, and 0 otherwise.

Because of the collinearity of the three delay n

dummy variables, the model is re-formulated 
as follows:

U B – U A = α + � 9(days B – days A) + � 10delay 8

+ � 11delay 13 + ε 4 (7)

TABLE 11  Selected pairwise comparisons

Choices Scenarios Year Days Year Days Discount rate
Scenario A Scenario A Scenario B Scenario B

Version 1
1 C & I 2 26 7 33 0.05
2 D & O 2 33 15 38 0.01
3 A & J 2 20 7 38 0.14
4 F & O 7 20 15 38 0.08
5 E & I 2 38 7 33 –0.03
6 F & M 7 20 15 26 0.03
7 A & I 2 20 7 33 0.11
8 F & L 7 20 15 24 0.02

Version 2
1 G & O 7 24 15 38 0.06
2 D & O 2 33 15 38 0.01
3 A & J 2 20 7 38 0.14
4 F & O 7 20 15 38 0.08
5 G & K 7 24 15 20 –0.02
6 C & N 2 26 15 33 0.03
7 A & I 2 20 7 33 0.11
8 B & H 2 24 7 26 0.02
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This difference model assumes that the coefficients
� 1 and � 3 are equal. To test this assumption, the
two coefficients are estimated and a t -test used to
assess whether any of the differences are statistically
significant. An alternative way of modelling the
difference in utility would be to include the
variable (year B – year A) instead of the delay n

dummy variables. This would measure the 
relative importance of the average delay and 
the implied discount rate would then be based 
on the average delay. This would only be appro-
priate if individuals are constant timing averse.
However, evidence in the time preference liter-
ature suggests that the greater the delay the 
lower the implied discount rate (decreasing 
timing aversion). 

To capture this effect, delay n dummy variables are
included. The implied discount rates for the 5-, 8-
and 13-year delay can then be tested for similarity 
or for whether they decrease the delay increases.
The models are estimated separately for own 
and others’ health, since aggregation of the data
would make the model quite complex. Also, the
implied discount rates for own and others’ health
could be similar even if interaction terms with
others’ health are statistically significant. Thus, 
the inclusion of interaction terms is not useful 
for the purpose of examining the differences 
in time preferences between own and 
others’ health.

The ratio of the coefficients of (days B – days A) and
the intercept and delay n represent the marginal rate
of substitution between duration and year, in other
words how much longer individuals are willing to
be ill for a specific delay in the onset of that ill
health. The implied discount rate, r, assuming an
exponential model, is estimated as follows:

α 1/5 (α+�10) 1/8

days n – 
—
� 9 days n – 

—––––
� 9r1 = (––––––––– ) –1; r 2 = (———––—– ) –1; 

days n days n

(α+�11) 1/13 (8)

days n – 
—––––

� 9r 3 = (––—–––––––– ) –1
days n

The implied discount rate is a function of the
original duration (days n). In previous discrete
choice studies,11–17 scenario A, and thus days n, 
was held constant. In this study, scenario A 
was varied and it is therefore less obvious which
value days n should be. However, the most
appropriate value appears to be the average
number of days of ill health offered in the 

A scenarios (24.2 days). If individuals’ preferences
are characterised by decreasing timing aversion, 
it would be expected that r 1 is greater than r 2 is
greater than r 3.

Econometric issues
Ordered probit is used to estimate the
coefficients.82 This technique is preferred to 
OLS because of the ordinal nature of the
dependent variable (U A > U B; U A = U B; U A < U B).
The ordered probit model is based on the
following specification:75

y*
i j = � x i + vi j

and: y ij = 0 if y*
i j ≤ µ 0; y ij = 1 if µ 0 < y*

i j ≤ µ 1; (9)
y ij = 2 if y*

i j > µ 1

where vij = observation specific error term.

The STATA program (© Stata Corporation)83

was used to estimate the ordered probit model. 
As with the open-ended method, multiple
observations were obtained from each individual. 
It was not possible to use multilevel analysis 
since no software was readily available for 
ordered probit multilevel analysis. The STATA
‘cluster’ option was used instead; this specifies 
that the observations are independent across
individuals but not necessarily within repeated
observations of individuals. This option 
changes the estimated standard errors and
variance–covariance matrix of the estimators 
but not the estimated coefficients.

Since the implied discount rate is estimated 
using marginal rates of substitution, the calcu-
lation of standard errors for the rates is less
straightforward. To estimate standard errors 
for the implied discount rates, the non-parametric
method of bootstrapping was used.84 The boot-
strap method estimates the sampling distribution
through a large number of simulations of the
original data. Confidence intervals can then be
constructed using this empirical estimate of the
sampling distribution. The advantage of the
bootstrap is that it makes fewer distributional
assumptions than the parametric approach.85

It is important to test for heteroscedasticity in
qualitative dependent variable models because 
this mis-specification leads to inconsistent estim-
ators.86 Hence, a multiplicative heteroscedastic
model was also estimated and the likelihood 
ratio statistic used to test the homoscedasticity
assumption of the model.75 The software package
LIMDEP (© Ecometric Software Inc.)87 was used 
to test for homoscedasticity.
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As with the probit model, the interpretation 
of the coefficients in the ordered probit model 
is less straightforward. However, in this discrete
choice experiment the interest was not in the
coefficients of the specific independent variables
but in the marginal rates of substitution between
two or more variables. The coefficients do not 
have to be adjusted in order to estimate the
marginal rates of substitution.

Segmented model
To examine whether inter-temporal preferences
vary across certain groups of respondents, the
model is segmented. Data are available on the
following respondent characteristics: age; 
gender; self-rated current long-term health;
smoking status; education; whether they live 
in an urban area; and perception of the health 
state measured on a VAS. There is some empirical
evidence that individuals vary greatly with respect
to their time preferences but vary much less in
their responses to different periods of delay4

(see also chapter 6). Therefore only the variable
(days B – days A) is segmented. There are not 
enough individuals to include interaction terms
with the delay n dummy variables as well. There 
were potentially ten relevant interaction terms 
for (days B – days A) with the individuals’ character-
istics: age in years (dummy variables: age 30–43, 
age 44–63, and age > 63); gender (dummy vari-
able: female); whether or not they currently
smoked cigarettes (dummy variable: smoker);
whether they described their long-term health 
as fair or poor rather than good (dummy variable:
health); whether or not they had been educated
beyond secondary school level (dummy variable:
education); their valuation of health state on a 
VAS (dummy variables: VAS score < 40, and 
VAS score > 70); the version of the questionnaire
(dummy variable: version 2). All interaction 
terms were included in the model initially. 
Backward elimination was again used until all
variables in the model have a t-statistic greater 
than 1.96.

Testing the assumption 
of continuity
In a number of studies using discrete choice
experiments evidence has been found of 
some respondents choosing between scenarios 
on the basis of a single attribute.88 The exist-
ence of dominant preferences specifically 
violates the axiom of continuity. In this study,
individuals could express dominant 
preferences for:

(i) longest delay
(ii) shortest delay
(iii) smallest duration of ill health
(iv) longest duration of ill health (this last on

being, of course, unlikely).

One difficulty with the third group is that this
pattern of choice also reflects the pattern of 
choice of a constant discount rate between 
–0.03 and 0.01. So it is not possible to distinguish
between respondents with dominant preferences
and those who have a discount rate within this
particular range.

There are a number of reasons for people
expressing dominant preferences. First, 
although a relatively wide range of discount 
rates is offered (from 0.03 to 0.14), it is possible
that a respondent’s discount rate is outside this
range. Second, respondents might have set a
certain target for an attribute and will not 
trade the attribute until this target is reached. 
For instance, an individual might not be 
willing to be ill for more than 20 days and, 
thus, would never choose an option with a 
longer duration, no matter how long the 
period of delay. Third, respondents might 
not be willing to trade, whatever the levels 
of the attributes. Fourth, some individuals 
might find the questions difficult to answer 
and respond by using rules of thumb, which 
do not necessarily always reveal an accurate 
picture of their preferences.

If an individual expresses a dominant preference
for either of the first two reasons, they would 
trade if presented with an appropriate choice. 
An advantage of an interview compared with a
postal questionnaire is that the former offers the
opportunity to vary the options in response to
previous choices, thus reducing the extent of
apparently dominant preferences.

The distinction between those who trade 
and those who have dominant preferences is
important, since the estimated marginal rate of
substitution may be misleading if it is averaged 
across all respondents. The regression analysis 
was, therefore, first performed for the sample 
excluding those with dominant preferences. 
Since it was not clear if individuals who always
chose the scenario with the shortest duration 
of ill health had dominant preferences for 
shortest duration or had an implied discount 
rate between –0.01 and 0.03, the regression 
analysis was also performed including 
these individuals.
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The regression analysis was also undertaken 
for the full sample. The impact of including 
all respondents with potentially dominant
preferences will depend on the relative 
numbers of the different groups of dominant
preferences. It was expected that the implied
discount rate would be higher when respondents
with a dominant preference for longest delay 
were included. The implied discount rate was
expected to be lower when respondents with 
a dominant preference for shortest duration 
were included. 

Since it is not clear whether including 
respondents with dominant preferences is valid,
another approach was also used. Another way 
of taking dominant preferences into account
without including them in the regression analysis 
is to estimate a median discount rate. The 
implied discount rates are first estimated for 
the different groups of traders using the seg-
mented model. The implied discount rates for 
the respondents with dominant preferences 
will be lower than –0.03 for those who have a
dominant preference for shortest delay and 
higher than 0.14 for those with a dominant
preference for longest delay. Assuming that 
there are no respondents who have a dominant
preference for longest duration of ill health 
(this pattern of response does not imply a
particular discount rate), the median implied
discount rate can then be estimated for the 
overall sample. This approach assumes that
dominant preferences are true preferences 
and that the responses can therefore be inter-
preted as implying a discount rate beyond the
range offered. As noted above, it might be the 
case that some respondents use a rule of thumb
when faced with discrete choices and their
expressed preferences might not be their true
preferences. Unfortunately, with the limited 
data available in this study, it was not possible 
to determine whether dominant preferences 
were true preferences.

In order to minimise dominant preferences, a
relatively wide range of discount rates is included 
in the experiment. To test whether this range
captures most individuals’ time preferences, 
the questionnaire was piloted. The majority of
respondents (71%) in the second pilot study 
traded between the attributes.

Testing the assumption 
of transitivity
Another assumption in discrete choice experiments
is transitivity. This is to the assumption that if an
individual prefers scenario A to scenario B and
scenario B to scenario C, then the individual
should prefer scenario A to scenario C. Because
respondents were presented with several discrete
choices, transitivity of choices could be tested. 
If, for instance, 20 days in 2 years time is preferred
to 33 days in 7 years time, and 33 days in 7 years
time is preferred to 38 days in 7 years time, then 
20 days in 2 years time should be preferred to 
38 days in 7 years time. The second discrete 
choice was not offered in this study but it is
reasonable to assume that, other things being
equal, respondents prefer the number of days 
of ill health to be low rather than high. The
different transitivity tests that are possible with 
the two versions of the questionnaire are shown 
in appendix 4. This measure of transitivity is 
quite crude. It could, for instance, be the case 
that an ‘intransitive’ choice is the result of a
mistake made by an individual. However, if
respondents make several intransitive choices, 
the assumption of transitivity may be violated 
and this may give grounds for excluding these
respondents from the analysis. The impact of
intransitive respondents on the implied discount
rates is examined by re-estimating the regression
model without these individuals.

Summary

The study design of the closed-ended method 
is described. In the discrete choice experiment
respondents are offered eight discrete choices. 
A utility function is then specified and regression
analysis used to estimates this function. Two
assumptions are tested, namely, transitivity 
and continuity or dominant preferences. The
influence of including intransitive respondents 
and respondents with dominant preferences 
on the regression results are tested by repeating 
the regression analysis for different groups of
respondents. The regression model is also seg-
mented by individuals’ characteristics; this
determines which factors influence individuals’
implied discount rates. The results of these 
analyses are reported in the next chapter.
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Introduction
The result of the basic analysis of the data 
from the closed-ended method is reported 
here. The number of respondents with dominant
preferences and the results of the transitivity 
tests are presented first. The regression results 
for the full sample and the sub-samples are 
then discussed.

A total of 14 respondents in the case of own 
health and seven in the case of others’ health 
were indifferent with respect to all eight discrete
choices. Since such a response indicates that the
respondents did not understand the questions,
these respondents have been excluded from 
the analysis.

Testing the assumption 
of continuity
Of the 385/381 respondents (own health/
others’ health), 182/185 (47.3%/48.6%) can 
be identified as traders. The scenario with 
the shortest duration of ill health was always 
chosen by 29/28 respondents, respectively.
Dominant preferences for shortest delay were 
held by 92/90 respondents, respectively, and 
82/78 respondents had dominant preferences 
for longest delay. As expected, none of the
respondents had dominant preferences for 
longest duration of ill health.

To gain some insight into whether or not 
dominant preferences are genuine, probit
regression was used to identify which character-
istics determine whether individuals trade or 
do not trade (the dependent variable takes a 
value of 0 if the respondent trades and 1 if 
the respondent has a dominant preference).
Individuals who always chose the scenario with 
the shortest duration of ill health were coded 
as having dominant preferences. The inde-
pendent variables included in the model were: 
age (years) of the respondent (dummy variables:
age 30–43, age 44–63, and age > 63); gender
(dummy variable: female); whether or not they
currently smoked cigarettes (dummy variable:
smoker); whether they described their long-

term health as fair or poor rather than good
(dummy variable: health); whether or not they 
had been educated beyond secondary school 
level (dummy variable: education); health state
valuation (dummy variables: VAS score < 40 
and VAS score > 70); version of questionnaire
(dummy variable: version 2); and degree of
difficulty (dummy variables: difficulty < 2.5 
and difficulty > 3.5).

The probit regression results are shown in 
Table 12. For both own and others’ health, 
older respondents and respondents who per-
ceived the questions as being relatively easy 
are more likely to have dominant preferences. 
The latter result is difficult to interpret. The
questions are easy to answer for individuals 
with true dominant preferences. However, they
might have used a rule of thumb which would 
also make the questions easier to answer. In 
the case of own health, the dummy variable 
for fair or poor health is also statistically signifi-
cant indicating that respondents who rated 
their health as fair or poor were less likely to 
have dominant preferences. Individuals who 
always chose the scenario with the shortest 
duration of ill health were also considered 
to have dominant preferences. Coding these
individuals as traders does not change the
regression results.

Testing the assumption 
of transitivity
The results of the tests for transitivity are 
presented in Table 13. The number of respondents
who can be identified as intransitive is relatively
low. Only 35/43 (9.1%/11.3%) of the respondents
made one or more intransitive choices and the
majority of these (71.4%/83.7%) made only one
intransitive choice. It could be the case that the
respondents made an intransitive choice by
mistake. Although this was a promising result, 
it should be noted that respondents with domin-
ant preferences make transitive choices by
definition. Excluding those with dominant
preferences, the percentages of respondents
making one or more intransitive choices 
increases to 19.2%/23.2%.

Chapter 8

Results of the discrete choice experiment
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Regression results
The regression results for the basic model 
are shown in Table 14. The coefficients on 
(days B – days A) and the delay n variables are all
statistically significant in all of the samples and 
have the hypothesised sign. The longer the
duration of ill health is, the lower the utility. 
A delay in the period of ill health increased the
individuals’ utility. The null hypothesis that the
coefficients are equal was not rejected for any 
of the samples. The results of the likelihood 
ratio test indicated that the models are
homoscedastic.

The implied discount rates for the different
samples are shown in Table 15. When all

respondents with dominant preferences are
excluded, the range of mean implied discount 
rates is 0.038–0.066, depending on delay and
whether it relates to own health or others’ 
health: the longer the period of delay, the 
lower the implied discount rate. The implied
discount rates decrease when respondents 
with a dominant preference for duration 
of ill health are included.

Since the number of respondents with a 
dominant preference for longest delay (82/78) 
is lower than the total number of respondents 
with a dominant preference for shortest delay 
or shortest duration (121/118), it was expected
that the implied discount rates for the full 
sample would be lower than for the sample

TABLE 12  Probit regression results for traders versus non-traders

Own healtha Others’ healtha

dF/dxb p-valuec dF/dxb p-valuec

Age 30–43 years 0.023 0.780 0.058 0.497
Age 44–63 years 0.221 0.004 0.068 0.406
Age > 63 years 0.257 0.002 0.180 0.041
Female –0.046 0.436 –0.027 0.645
Fair/poor health –0.150 0.029 0.093 0.165
Smoker –0.007 0.936 0.014 0.868
Education –0.004 0.952 0.098 0.123
VAS score < 40 –0.071 0.310 0.144 0.068
VAS score > 70 0.051 0.515 –0.026 0.735
Version 2 –0.032 0.572 –0.031 0.594
Degree of difficulty < 2.5 0.057 0.473 0.088 0.244
Degree of difficulty > 3.5 0.309 0.000 0.369 0.000

n 349 328
McFadden R2 0.103 0.095

a Dependent variable: 1 = non-traders; 0 = traders
b Change in the probability for a discrete change in each of the dummy variables
c Standard errors were estimated using the Huber/White/sandwich estimator

TABLE 13  Results of transitivity tests

Test Number of Intransitive responses Number of respondents
intransitive responses per respondent

Own health Others’ health Own health Others’ health

1 3 3 version 1 version 2 version 1 version 2
2 4 7 0 169 177 169 166
3 5 5 1 13 12 12 24
4 8 4 2 7 2 3 1
5 10 3 3 1 0 1 0
6 6 9 Missing value 2 2 2a 3a

7 10 18 TOTAL 192 193 187 194

a One respondent made one intransitive choice and had one or more missing values on other tests
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excluding respondents with dominant preferences.
The results presented in Table 15 confirm this
hypothesis.

The impact of including intransitive respondents 
is also shown in Table 15. The implied discount
rates are slightly lower when excluding the intran-
sitive respondents. Compared with the rates for
own health, the rates for others’ health tend to be
slightly higher for the 5-year and 8-year delay but
slightly lower for the 13-year delay. The statistical
significance of these differences will be explored 
in chapter 9.

The regression results for the model are shown 
in Table 16 and include the interaction terms for

the sample excluding respondents with dominant
preferences (and also excluding those who always
choose the scenario with the shortest duration). 
In the case of own health, two age–duration inter-
action terms and the health–duration interaction
term are statistically significant. In the case of
others’ health, only the health–duration inter-
action term is statistically significant. That the 
age of respondent has statistical significance 
for own health but not for others’ health is 
highly plausible, in that when valuing others’ 
future health, the respondent’s age is not 
directly relevant.

The discount rates implied by these regression
results are shown in Table 17 for delays of 5, 8 

TABLE 14  Regression results for the basic model

Own health Others’ health

� p-value � p-value

Excluding respondents with dominant preferences
Intercept 0.542 0.000 0.560 0.000
Delay8 0.297 0.001 0.326 0.000
Delay13 0.661 0.001 0.386 0.000
Days B – Days A –0.071 0.000 –0.062 0.000

LR test (df) 1.940 (2) 0.266 (2)
McFadden R2 0.1277 0.0913
n 1454 (182 individuals) 1469 (185 individuals)

Including respondents with a dominant preference for shortest duration
Intercept 0.447 0.000 0.466 0.000
Delay8 0.293 0.000 0.305 0.000
Delay13 0.450 0.000 0.233 0.004
Days B – Days A –0.076 0.000 –0.066 0.000

LR test (df) 0.798 (2) 0.477 (2)
McFadden R2 0.1246 0.0936
n 1685 (211 individuals) 1693 (213 individuals)

Including all respondents with dominant preferences – full sample
Intercept 0.200 0.000 0.195 0.000
Delay8 0.143 0.000 0.160 0.000
Delay13 0.231 0.000 0.144 0.003
Days B – Days A –0.039 0.000 –0.034 0.000

LR test (df) 0.390 (2) 0.240 (2)
McFadden R2 0.0376 0.0298
n 3071 (385 individuals) 3037 (381 individuals)

Excluding both respondents with dominant preferences and intransitive respondents
Intercept 0.569 0.000 0.657 0.000
Delay8 0.413 0.000 0.423 0.000
Delay13 0.822 0.000 0.454 0.000
Days B – Days A –0.084 0.000 –0.077 0.000

LR test (df) 3.498 (2) 0.452 (2)
McFadden R2 0.1746 0.1331
n 1175 (147 individuals) 1130 (142 individuals)
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and 13 years (r 1, r 2 and r 3, respectively). 
Discount rates fall with increasing delay. In 
the case of own health, rates rise with increasing
age. Respondents who rate their own health 
as fair or poor (rather than good) tend to have
lower implied discount rates. In the case of 
others’ health, respondents who rate their own
health as fair or poor have higher implied 
discount rates.

Median discount rate
The implied discount rates for the subgroups
identified in Table 17 can be combined with 
those of the non-traders to yield median implied
discount rates for the overall sample of 0.050, 
0.046 and 0.038 (r 1, r 2 and r 3), for own health, 
and 0.064, 0.057 and 0.038, for others’ health.
These median rates are higher than the mean

TABLE 15  Implied discount rates from the basic model

Delay Own health Others’ health Difference (p-value)

Implied rate 95% CI Implied rate 95% CI

Excluding respondents with dominant preferences
5 years 0.056 0.046–0.065 0.066 0.055–0.076 –0.010 (0.145)
8 years 0.051 0.045–0.056 0.060 0.054–0.066 –0.009 (0.024)
13 years 0.041 0.036–0.046 0.038 0.032–0.044 0.003 (0.451)

Including respondents with a dominant preference for shortest duration
5 years 0.045 0.035–0.054 0.053 0.042–0.062 –0.008 (0.218)
8 years 0.043 0.038–0.049 0.051 0.045–0.056 –0.008 (0.045)
13 years 0.031 0.027–0.035 0.028 0.023–0.033 0.003 (0.359)

Including all respondents with dominant preferences – full sample
5 years 0.039 0.026–0.053 0.043 0.028–0.057 –0.004 (0.692)
8 years 0.040 0.032–0.047 0.046 0.037–0.053 –0.006 (0.235)
13 years 0.030 0.023–0.036 0.027 0.019–0.034 0.003 (0.523)

Excluding both respondents with dominant preferences and intransitive respondents
5 years 0.050 0.041–0.059 0.062 0.053–0.072 –0.012 (0.080)
8 years 0.050 0.045–0.056 0.059 0.053–0.065 –0.009 (0.038)
13 years 0.041 0.036–0.046 0.037 0.031–0.042 0.004 (0.267)

TABLE 16  Regression results for the segmented model

Variables Own health Others’ health

Full model Reduced model Full model Reduced model
� (p-value) � (p-value) � (p-value) � (p-value)

Intercept 0.559 (0.000) 0.558 (0.000) 0.596 (0.000) 0.596 (0.000)
Delay 8 0.307 (0.002) 0.306 (0.002) 0.325 (0.000) 0.322 (0.000)
Delay 13 0.683 (0.000) 0.679 (0.000) 0.425 (0.000) 0.419 (0.000)
Days B – Days A –0.087 (0.000) –0.083 (0.000) –0.070 (0.000) –0.068 (0.000)
(Days B – Days A) x Age 30–43 0.018 (0.140) 0.018 (0.180)
(Days B – Days A) x Age 44–63 0.041 (0.001) 0.033 (0.002) 0.018 (0.173)
(Days B – Days A) x Age > 63 0.046 (0.000) 0.039 (0.000) 0.014 (0239)
(Days B – Days A) x Female –0.002 (0.797) –0.003 (0.778)
(Days B – Days A) x Health –0.023 (0.014) –0.024 (0.010) 0.018 (0.054) 0.019 (0.037)
(Days B – Days A) x Smoker –0.013 (0.324) –0.001 (0.925)
(Days B – Days A) x Education –0.001 (0.892) –0.012 (0.200)
(Days B – Days A) x VAS score < 40 0.004 (0.666) 0.007 (0.576)
(Days B – Days A) x VAS score > 70 –0.006 (0.645) 0.004 (0.725)
(Days B – Days A) x Version 2 –0.002 (0.858) –0.006 (0.497)

McFadden R2 0.1455 0.1438 0.1022 0.0973
n 1342 (168 individuals) 1260 (158 individuals)
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implied discount rates estimated using the 
full samples.

Summary

The results of the basic analysis of the discrete
choice experiment indicate that the number of
respondents who made intransitive choices is
relatively low. The existence of dominant pre-
ferences expressed by about 50% of respondents 
is more problematic. The regression results show
that the implied discount rates vary, depending 
on the sample used. Excluding individuals with
dominant preferences increased the estimated
implied discount rates. Excluding intransitive
respondents had a similar impact. As with the 
open-ended method, the implied discount 
rates do not seem to vary systematically with
individuals’ characteristics. Only age and 

self-rated health had an impact on the estimated
implied discount rates.

The implied discount rates estimated with the
discrete choice experiment are broadly com-
parable with other published estimates using a
discrete choice approach. Horowitz and Carson11

reported a median rate of 0.045. Cropper and
colleagues12 found mean values in the range
0.027–0.086 and Cropper and colleagues14

reported median rates of 0.038–0.169. Johannes-
son and Johansson16,17 reported mean rates of 
0.013 and 0.010, respectively. Finally, the median
rates estimated by Johannesson and Johansson15

were from 0.080 to 0.250. In making comparisons,
it is important to note that in the current study: the
elicitation method used was different from that in
previous studies; non-fatal changes in health were
considered; and, generally, shorter periods of 
delay were involved than in earlier studies.

TABLE 17  Implied discount rates from segmented model

Discount rate n

r 1 r 2 r 3

Own health
Good health: Age < 45 years 0.050 0.046 0.038 76

Age 45–60 years 0.070 0.070 0.056 23
Age > 60 years 0.089 0.078 0.061 19

Fair/poor health: Age < 45 years 0.040 0.037 0.031 17
Age 45–60 years 0.056 0.051 0.041 16
Age > 60 years 0.061 0.055 0.044 17

Others’ health
Good health 0.064 0.057 0.038 115
Fair/poor health 0.085 0.074 0.049 43
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Introduction
The second objective of the TEMPUS project,
focused on here, was to establish whether indi-
vidual inter-temporal preferences relating to 
own health differ from those for others’ health. 
It is not clear whether individuals apply a higher 
or a lower discount rate when considering their
own rather than others’ health. For example,
individuals might discount future gains to others 
at a higher rate than gains to themselves because
their altruism is weakened by delay. Alternatively,
when making choices on behalf of others, they 
may demonstrate less impatience and a greater
willingness to take a longer-term view. The former
hypothesis derives some qualified support from 
the limited empirical literature. It is a question of
some practical interest, since preferences relating
to own health are likely to be of greatest relevance
if the aim is to obtain a better understanding of
individual health-affecting behaviour. Preferences
relating to others’ health are arguably more rele-
vant when the aim is to inform discounting practice
in economic evaluations. Although studies of 
both types of preference have been undertaken,
none were designed expressly to compare these
time preferences.

Previous studies are briefly reviewed here, 
followed by a discussion of the methods of
comparison. Inter-temporal preferences were
elicited using two different methods: an open-
ended method and a discrete choice experiment.
The methods of comparing time preferences 
for own and others’ health are different depending
on the elicitation method used and are therefore
described separately. The results are presented 
and conclusions drawn.

Previous studies

The empirical literature comprises two types 
of study:

• those involving the saving of statistical lives
• those examining non-fatal changes to health 

and saving life-years.

Studies of preferences with respect to saving 
future statistical lives clearly refer to the health 
of others.2–5,11–15 Studies of preferences with respect
to non-fatal changes in health and saving life-years
have generally been in terms of the respondents’
own health,6–8,20–22 although MacKeigan and
colleagues,21 while inviting respondents to consider
their own health, asked them to imagine that 
they were 50 years old and married with children
(none of whom lived with them). There have been
three studies concerned with time preferences for
the health of others. In the scenarios used by 
Lipscomb,19 respondents were invited to consider
“a person in your community who is now 25 years
old”. As part of his life-saving study, Olsen2

repeated the life-saving questions but substituted
“…a programme which improves the health of
people in a chronic state of dysfunction and
distress” for “…a programme which saves human
lives”. Finally, Enemark and colleagues18 elicited 
the time preferences of vascular surgeons for 
their patients’ future health.

None of these studies were designed to provide 
any insight into whether preferences for own 
and others’ health differ. There does appear to 
be a broad pattern in the results, in that studies
concerned with own health reported considerably
lower estimated discount rates than studies con-
cerned with others’ health, although there are
exceptions.7 However, there are too many differ-
ences between the studies in respect of design and
methods for any strong conclusions to be drawn.

Open-ended method

Inter-temporal preferences for own and others’
health, when elicited using the open-ended
method, were compared in three ways: in terms 
of the number of individuals exhibiting positive,
negative and zero time preference; in terms of
median and mean implied discount rates; and 
in terms of the factors that influence the 
inter-temporal preferences.

Respondents were classified into six categories 
(see chapter 5):

Chapter 9

Comparison of inter-temporal preferences 
for own and others’ health
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(i) at least four positive rates and no negative rates
(ii) at least four negative rates and no positive rates
(iii) at least four zero rates
(iv) three zero and three positive rates
(v) three zero and three negative rates
(vi) negative and positive rates.

The distribution of the respondents over these 
six categories was compared for own and others’
health. A chi-squared test was used to test for
statistical significance of possible differences 
in the distribution.

The mean and median implied discount rates were
compared for the full sample and for each of the
six categories. There were 14 different samples:
seven for own health and seven for others’ health.
The one-sample Kolmogorov–Smirnov test was used
to determine how well each of the 14 samples fitted
the normal distribution. Depending on the results
of this test, a non-parametric two-sample median
test or a parametric two-sample t -test was used. A
5% significance level was used to identify whether
the differences in implied discount rates between
own and others’ health were statistically significant.

How the implied discount rates were regressed 
on the period of delay, the starting point and 
the individuals’ characteristics was described in
chapter 5. Interaction terms of the dummy variable
for others’ health with the independent variables 
were also included in the regression model. The
interaction terms tested directly for any difference
in the relationship between the implied discount
rate and the period of delay, starting point and
individual characteristics for own and others’
health. The dummy variable for others’ health 
on its own tested for a difference in implied
discount rates when all the independent variables
included in the model were held constant.

Discrete choice experiment

Inter-temporal preferences for own and others’
health, when elicited using the discrete choice
experiment, were compared in four ways: in terms
of the number of individuals expressing dominant
preferences; in terms of mean implied discount
rates; in terms of the factors that influence inter-
temporal preferences; and in terms of the median
implied discount rates.

As described earlier in chapter 7, individuals can
express dominant preferences in discrete choice
experiments. In the experiment performed in this
study, individuals could have dominant preferences

for shortest delay, longest delay or shortest duration
of ill-health. The distribution of traders and indi-
viduals with dominant preferences were compared
for own and others’ health using a chi-squared test.

The regression analysis was performed for 
the full sample and three different sub-samples.
The sub-samples excluded (some) individuals 
with dominant preferences and intransitive
respondents. For each sub-sample, the estimated
implied discount rates for own and others’ health
were compared. A t -test was used to test whether
any of the differences in implied discount rates
were statistically significant. 

The segmented regression models indicate 
which individuals’ characteristics influence inter-
temporal preference. The segmented models for
own and for others’ health were compared to
examine whether the same individuals’ character-
istics were statistically significant and whether the
coefficients had the same sign.

The segmented models were used to estimate the
medians for the full sample for own and for others’
health. These medians for the full sample were
compared for own and others’ health. No test was
available to test whether any differences in the
medians were statistically significant.

Results

Open-ended method
The distribution of the respondents over the
different categories was very similar for own and
others’ health. The null hypothesis that the
distribution of respondents across categories is
independent of whether the questions concerned
own or others’ health is accepted (χ2 = 6.85 with
five degrees of freedom; p -value = 0.232).

The median and mean implied discount rates 
by category for own and others’ health are shown
in Table 7. The median rates with respect to own
and others’ health are similar for the full sample
(0.061 and 0.062, respectively) and for all cate-
gories. The results of the Kolmogorov–Smirnov 
test casts doubt on the assumption of normality 
in ten of the 14 samples. For this reason the differ-
ence in medians was investigated. The p -values 
for the two-sample median test indicated that there
were no statistically significant differences between
own and others’ health in any category.

The regression results in Tables 9 and 10 show that
for the full sample and for category (i) respondents
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the dummy variable for others’ health is not
statistically significant, which indicates that when
holding the other variables constant the implied
discount rates for own and others’ health are
similar. Only one interaction term with the 
dummy variable of others’ health is statistically
significant, namely, the interaction term with
starting point. The sign of this interaction 
term indicates that, in the case of others’ 
health, starting point has less of an impact 
on implied discount rates.

Discrete choice experiment
The distribution of the respondents over the
different trading/non-trading categories is very
similar for own and others’ health. The null
hypothesis that distribution of respondents 
across categories is independent of whether the
questions concerned own or others’ health is
accepted (χ2 = 0.19 with three degrees of 
freedom; p -value = 0.979).

The implied discount rates for the full sample and
the different sub-samples are reported in Table 15.
The implied discount rates for others’ health are
slightly higher than those for own health in the
cases of the 5-year and the 8-year delay. For the 
13-year delay, the implied discount rates for others’
health are slightly lower than those for own health.
This pattern applies to the full sample and all 
sub-samples. The sixth column in Table 15 shows
the differences in implied discount rates and 
gives the p -value for the t -tests. The differences 
in implied discount rates between own and 
others’ health are not statistically significant for 
the 5-year and the 13-year delay. The differences 
in implied discount rates for the 8-year delay 
are statistically significant for the sub-samples 
but not for the full sample.

The results for the segmented models shown 
in Table 16 show that only self-rated health was
statistically significant for both own and others’
health. However, the coefficients of self-rated
health have the opposite sign for own and others’
health. In the case of own health, respondents in
poor health have lower implied discount rates
while, in the case of others’ health, respondents 
in poor health have higher implied discount rates.
In the case of own health, two age dummies are
statistically significant. None of the age dummies
are statistically significant in the regression model
for others’ health.

The estimated medians for the full sample are
0.050, 0.046 and 0.038 (r 1, r 2, r 3) for own health
and 0.064, 0.057 and 0.038 for others’ health. 

The median implied discount rate is higher for
others’ health for the 5-year and 8-year delay, 
and the same for the 13-year delay. Unfortunately, 
it was not possible to test whether the differences 
in medians have statistical significance.

Conclusion

Time preferences for own and others’ health have
been compared using an open-ended method and
a closed-ended method (discrete choice experi-
ment). The tentative conclusion to be drawn from
the analysis of the data is that the time preferences
for own and others’ health are broadly similar.
There are some differences but the similarities 
are much more striking than the differences,
certainly for the open-ended method.

Open-ended method
The distribution of respondents across different
categories and the median rates for the different
categories of respondents were not significantly
different. The regression analysis of the implied
discount rates also revealed many similarities.
There were some differences: the impact of 
starting point on implied discount rate; and the
proportion of individuals who would only prefer
the treatment if it cured them completely (see
chapter 6). It is not completely surprising that
starting point has more of an impact in relation 
to own health. Individuals are likely to have some
idea of what they might be doing in the near 
future and becoming ill might interfere with this.
Although this could affect their inter-temporal
preferences relating to their own health, it might
not affect discount rates relating to others’ health.
The larger proportion of individuals, in the case 
of own health, who considered a treatment worth-
while only if it cured them completely is possibly
explained by individuals feeling more strongly
about a treatment if it concerns themselves 
rather than others.

Discrete choice experiment
The distribution of the respondents over the
trading/non-trading categories was not significantly
different. The implied discount rates were only
slightly higher for others’ health in case of the 
5-year and 8-year delay and slightly lower for the 
13-year delay. For the full sample there were no
statistically significant differences in implied
discount rates for own and others’ health. For 
the sub-samples, only the differences in implied
discount rates for the 8-year delay were statistically
significant.  There were some differences in
segmented models, with slightly more variables
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being statistically significant in the case of own
health and one variable having the opposite effect.
However, most individuals’ characteristics did not
have any impact on implied discount rates for both
own and others’ health. The median rates for the
full sample, including the non-traders, were very
similar for own and others’ health.

This raises the question of whether clear
differences are not observed because there is 
little difference between time preferences for 
own and others’ health or because it results from
differences in the way the inter-temporal choices
were framed. It is very difficult, if not impossible, 
to ask the question about others’ health in an
entirely neutral fashion. Asking about a single
unidentified stranger would appear to invite the
respondent to imagine that he or she were that

person – inviting them to consider an anonymous
group possibly makes this less likely. However, the
own health choices refer to a named individual
(the respondent), whereas for others’ health
respondents are asked to consider the health 
of a group of unidentified individuals. This might
be expected to drive apart the rates for own and
others’ health rather than encourage them to 
come together.

This is the first study in which inter-temporal
preferences for own and others’ health are 
directly compared. More research is required to
assess whether these findings can be replicated. 
It is particularly important to investigate whether
time preferences for own and others’ health are
also similar for different health states and life-
saving consequences.
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Introduction
The third objective of the TEMPUS project was 
to investigate the effect of different ways of asking
questions on apparent inter-temporal preferences.
Both open-ended and closed-ended methods have
been used before to elicit time preferences for
health. It is important to know to what extent
different methods of eliciting time preferences yield
different results. The identification of the direction
and size of any bias introduced by using a particular
method can assist in the interpretation of previous
studies and the design of new studies. Comparison
of previous open-ended and closed-ended studies is
difficult, because of the many differences between
them (the periods of delay considered, the nature 
of the future health event, and whose preferences
are being elicited). The current study is the first in
which an open-ended and a closed-ended method
for eliciting preferences relating to future health
events are directly compared.

The methods previously used to elicit inter-
temporal preferences are briefly reviewed, followed
by a discussion of how the open-ended method and
discrete choice experiment are compared in terms
of implied discount rates and feasibility. The results
are presented and conclusions drawn.

Previous studies

The impact of different methods for eliciting
preferences has been emphasised in the contingent
valuation literature (mainly in the area of environ-
mental economics). Several studies have examined
empirically whether different elicitation methods
produce different willingness-to-pay values. A
common finding has been that discrete choice
methods produce higher estimates of willingness-to-
pay than open-ended or payment card methods.89–95

These differences in results have often been ex-
plained in terms of differences in how individuals
perceive the question, in particular in terms of
differences in incentives for individuals to act
strategically.96 The expert panel formed under 
the auspices of the US National Oceanographic

and Atmospheric Administration criticised 
open-ended or matching approaches as providing
‘biased and erratic’ results.97 In the case of time
preferences for health, there do not seem to be 
any obvious incentives to respond strategically 
in any of the elicitation methods; hence, it cannot
be assumed that the findings in the contingent
valuation literature also apply to time preferences.

Time preferences for health
Both open-ended and closed-ended (dichotomous
choice question) methods have been used before to
elicit time preferences for health. To obtain some
insight into whether different elicitation methods
yield different results in the case of time preferences
for health, the median and mean implied discount
rates of published studies can be compared (see
Table 1). The implied rates of discount tended to 
be higher when open-ended methods were used.
However, comparison of these studies is difficult
because of the many differences between them. For
instance, there is substantial evidence that implied
discount rates are a function of the period of delay.4

It is therefore difficult to compare studies which
offer different periods of delay. No previous study
has been specifically designed to compare open-
ended and closed-ended methods.

Methods

Comparison of implied discount rates
Although comparing implied discount rates 
may appear relatively straightforward, there was a
complication in this study. It was not clear whether
individuals who do not trade in the discrete choice
experiment should be included in the regression
analysis since it was assumed that individuals do
trade when calculating marginal rates of sub-
stitution. Therefore, individuals with dominant
preferences for shortest and longest delay have
been excluded when comparing mean implied
discount rates. It did not seem meaningful to
compare the sub-sample of the discrete choice
experiment with the full sample of the open-
ended method, since this full sample would 
include individuals with a mean implied discount
rate greater than 0.14 or less than –0.03. These

Chapter 10

Comparison of open-ended method and 
discrete choice experiment



Comparison of open-ended method and discrete choice experiment

46

individuals would potentially have been non-traders
had they been presented with the discrete choice
experiment. They were therefore excluded to make
the samples more comparable. For the full samples
it was only possible to compare a rough distribution
of implied discount rates.

Comparison of sub-samples
The mean implied discount rates were compared for
the sub-samples in the discrete choice experiment
and the open-ended method. It was expected that
the discount rate would be a function of the period
of delay. Since the periods of delay offered differ be-
tween the discrete choice experiment and the open-
ended method, some allowance for delay is required.
In the discrete choice experiment an implied dis-
count rate was estimated for 5-, 8- and 13-year delays,
while the period of delay in the open-ended method
ranged from 2 to 13 years. This wider range of delays
was chosen to facilitate other research involving the
comparison of alternative discount functions. In
order to estimate the mean implied discount rate 
for 5-, 8- and 13-year delays from the open-ended
data, the implied discount rates were regressed on
the period of delay. Multilevel regression was again
used.78 Mean implied discount rates for the appro-
priate periods of delay were predicted using the
regression model. The statistical significance of the
difference in implied discount rate for each delay
was assessed using a t -test.

Comparison of full samples
For the full sample, only the distribution of mean
implied discount rates can be compared. For non-
traders in the discrete choice experiment it was
only known that their implied discount rate was less
than –0.03 or greater than 0.14. The distributions
of mean implied discount rates from the open-
ended and closed-ended approach were therefore
compared using three categories: less than –0.03,
–0.03 to 0.14, and greater than 0.14. A chi-squared
test was used to test the hypothesis that the distri-
bution of respondents over the three categories is
independent of the elicitation method used.

Comparison of feasibility
Feasibility of an elicitation method refers to, among
other things, whether the technique is acceptable
and meaningful to respondents. In this study two
aspects were assessed and compared across elicit-
ation methods – response rate and the degree of
difficulty in answering the questions as assessed 
by the respondents.

The response rate was calculated for each elicit-
ation method by each area. The higher the
response rate, the more desirable the technique 

is. This is an indication of how acceptable the tech-
nique is to the general public. Evidence from the
contingent valuation area suggests that open-ended
questions lead to more non-response.98

Respondents were asked to indicate how difficult
they found it to answer the inter-temporal pre-
ference questions on a 5-point scale ranging from
very difficult to very easy. The mean and median
values for degree of difficulty were compared for
the two elicitation methods. There were four
different subgroups of respondents: two for the
open-ended method and two for the discrete
choice experiment. The one-sample Kolmogorov–
Smirnov test was used to determine how well the
values for each of the four subgroups of respon-
dents fitted the normal distribution. Depending 
on the results of this test, a non-parametric two
sample median test or a parametric two-sample 
t -test was used. A 5% significance level was used 
to identify whether the differences in degree of
difficulty were statistically significant. The probit
analysis described in chapter 8 indicated that
traders and individuals with dominant preferences
perceived the questions differently, with the latter
group perceiving the questions to be easier. The
analysis was therefore repeated for traders and
individuals with dominant preferences separately.

It should be noted that the measure used in this
study could be ambiguous. For instance, individuals
who perceived the questions as easy may not have
understood the task. So although one method may
be perceived as easier, it does not ensure that the
responses are more valid. However, even though
this measure is far from perfect, it is thought 
that it does give some general indication of 
the acceptability of the technique.

Results

Comparison of implied discount rates
Comparison of sub-samples
Of the 150 (own health)/148 (others’ health)
respondents in the open-ended method, 14/20
respondents, respectively, had a mean implied
discount rate of less than –0.03, and 32/37
respondents had a mean implied discount rate
greater than 0.14. The regression results for the
104/91 respondents with a mean implied discount
rate between –0.03 and 0.14 are presented in 
Table 18. As expected, the coefficient on period 
of delay is negative – in other words, the longer 
the delay, the lower the implied discount rate. 
This model is used to predict the implied 
discount rates for the different delays.
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The estimated mean implied discount rates for the
different periods of delay are shown in Table 19.
The mean implied discount rates for the open-
ended method are predicted values from the
regression model in Table 18. The implied discount
rates for the discrete choice experiment are taken
from Table 15. The sample is the full sample exclud-
ing respondents with dominant preferences for
shortest or longest delay. The mean implied
discount rates from the open-ended method tend
to be slightly higher than those from the discrete
choice experiment. This holds true for both own
and others’ health. The differences in the pre-
dicted mean values from the open-ended questions
and the mean implied discount rate in the discrete
choice experiment are only statistically significant
for the 5-year delay. This is the case for both own
and others’ health.

Comparison of the full samples
The number of respondents in each of the three
categories for the open-ended method and the
discrete choice experiment are shown in Table 20. 
A lower percentage of respondents in the open-

ended method have mean implied discount rates
less than the –0.03 category. This is the case for
both own and others’ health. The chi-squared
statistics reject the hypothesis that the distribution
of respondents over the three categories is inde-
pendent of the method used, whether the com-
parison is in respect of own health, others’ health
or is made across all four questionnaires.

Comparison of feasibility
In chapter 4, response rates of 16.6% and 15.7%
were reported for questionnaires I and II, respec-
tively, while the response rates for questionnaires 
III and IV were 25.2% and 24.5%, respectively. 
The response rate for the questionnaire contain-
ing the discrete choices is higher than that for 
the questionnaire containing the open-ended 
questions in all six geographic areas.

The results presented in Table 21 show the mean
and median values for degree of difficulty. For the
full sample, the mean and median are higher for
the discrete choice experiment than for the open-
ended methods. This indicates that the discrete

TABLE 18  Regression results for the open-ended method

Own health Others’ health
� (p-value) � (p-value)

Intercept 0.0852 0.0813 
(0.000) (0.000)

Delay –0.0041 –0.0033 
(0.000) (0.000)

n 623 542

Log likelihood –2087.62 –1455.02

McFadden R2 0.0850 0.0140

TABLE 19  Mean implied discount ratesa

Delay Open- Discrete Difference t-test 
ended choice p-value

Own health
5 years 0.065 0.045 0.020 0.010
8 years 0.053 0.043 0.010 0.070
13 years 0.033 0.031 0.002 0.624

Others’ health
5 years 0.065 0.053 0.012 0.018
8 years 0.055 0.051 0.004 0.535
13 years 0.039 0.028 0.011 0.097

a Respondents with mean implied discount rates < –0.03 or 
> 0.14 are excluded from the sample

TABLE 20  Distribution of respondents

Own health Others’ health

Open-ended Discrete choice Open-ended Discrete choice

n % n % n % n %

Mean rate < –0.03 14 9.3 93 24.2 20 13.5 91 23.9
Mean rate ≥ –0.03 and ≤ 0.14 104 69.3 209 54.3 91 61.5 209 54.9
Mean rate > 0.14 32 21.3 83 21.6 37 25.0 81 21.3

Total 150 100.0 385 100.0 148 100.0 381 100.0

χ2 (p-value) 16.04 (0.000) 6.96 (0.031)

χ2 (p-value) 23.26 (0.000)
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choices are perceived to be easier than the open-
ended questions. The Kolmogorov–Smirnov test
indicated that none of the samples were normally
distributed and a non-parametric test of differences
in medians is therefore used. The difference in
degree of difficulty between the discrete choice
experiment and the open-ended method is statis-
tically significant for both own and others’ health.
When splitting the sample for the discrete choice
experiment into traders and individuals with
dominant preferences, it can be seen that the latter
group thought the questions were easier to answer.
The difference in degree of difficulty between
traders and the open-ended method is smaller 
and not statistically significant for others’ health.

Conclusion

The effect of using an open-ended method versus a
closed-ended method (discrete choice experiment)
to elicit time preferences has been examined. The
methods were compared in terms of the implied
discount rates and in terms of feasibility. This first
study, to compare directly an open-ended and a
closed-ended method of eliciting time preferences
for health, finds some support for the tendency
observed in the literature for open-ended methods
to elicit higher discount rates than closed-ended
methods. The mean implied rates of discount
(controlling for delay) are always higher in the 
case of open-ended questions. However, most 
of the differences are neither statistically 
significant nor large.

The rough distributions of mean implied discount
rates for the full samples did show some differences
between elicitation methods. More respondents
had mean implied discount rates of less than –0.03
in the discrete choice experiment compared with
the open-ended method. One possible reason may

be that respondents used a rule of thumb when
presented with the discrete choices because the
task was too complex. These may not, therefore, 
be true preferences. However, if this argument
holds, the proportion of respondents with a mean
implied discount rate greater than 0.14 would 
be expected to be larger in the discrete choice
experiment compared with the open-ended
method. This was not found to be the case in this
study. The results for the own health sample and
the others’ health sample are strikingly similar.

A higher response rate was achieved with the
closed-ended method and respondents thought the
discrete choices were easier to answer. This raises
the question of whether the comparison of implied
discount rates is valid when the two methods had 
a marked difference in response rates. However,
comparison of respondent characteristics does 
not suggest that the additional responders in the
context of the discrete choice experiment were
systematically different.

The design of the open-ended questions places an
upper bound on the implied discount rates. The
maximum number of days for which an individual
can be willing to be ill in the year further in the
future is restricted to 365. This restricts the maxi-
mum implied discount rate, especially in the case
of longer delays. For instance, in the most extreme
case of a 13-year delay, the maximum discount rate
is 21.36%. However, there is no evidence that this
has influenced the results.

A limitation specific to the discrete choice experi-
ment is that a large number of respondents were
non-traders. It was not possible to estimate an
implied discount rate for these respondents. In
future studies, a wider range of discount rates
should be offered to ensure that an individual’s
time preferences are captured. It is possible that
some respondents will never be willing to trade.
However, the number of non-traders is expected 
to decrease as larger trade-offs are offered.

Another limitation of this study is the difference in
starting points between the two methods: 2 and 3
years in the open-ended method, 2 and 7 years in
the discrete choice experiment. As was shown in
chapter 6, starting point has an influence on the
implied discount rates. The difference in starting
points is therefore likely to introduce a bias in the
comparison of implied rates.

In conclusion, the evidence of fairly limited
differences between the two methods in terms 
of implied discount rates suggests that there are

TABLE 21  Degree of difficulty

Discrete χ2 Open-
choice (p-value) ended
Mean Mean 
(median) (median)

Own health
Full sample 3.49 (3.50) 21.790 (0.000) 2.91 (3.00)
Traders 3.07 (3.00) 4.649 (0.031)
Non-traders 3.86 (4.00) 41.600 (0.000)

Others’ health
Full sample 3.32 (3.00) 15.591 (0.000) 2.68 (2.90)
Traders 2.88 (3.00) 1.394 (0.238)
Non-traders 3.69 (4.00) 32.299 (0.000)
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unlikely to be any major biases introduced by using
one method rather than the other. As a result, the
relative feasibility of the two methods is possibly
more significant. While there is some evidence for

regarding the discrete choice method as being the
more feasible, the issue of dominant preferences
requires further investigation before such a
conclusion is other than tentative.
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Introduction
The fourth objective of the TEMPUS project – 
to establish whether or not individuals value future
health benefits in line with the traditional DU
model and to investigate, in addition, how well the
hyperbolic discounting models explain individual
responses – is focused on in this chapter. Although
there is little empirical support for the DU model,
economists have been generally reluctant to con-
sider alternative discounting models. One reason
for this is that only the DU model is considered 
to be dynamically consistent.99 The key axiom
required for dynamically consistent preferences 
is stationarity. Previous studies have shown that
discount rates are not constant but decrease as a
function of the period of delay over which they 
are estimated, indicating that this axiom is
systematically violated.

Albrecht and Weber24 argued that the dynamic
consistency argument in favour of the DU model 
is not always convincing. Many decisions cannot 
be unmade in the future and, in these cases,
stationarity is a stronger assumption than is
required for rationality. It is then no longer obvious
that the DU model is the only appropriate model
and alternative discounting models, with more
accurate descriptive properties, may be preferred
instead. Also, where the primary motivation lies in
improving the understanding of health-affecting
behaviour, it is important to apply a discounting
model which accurately describes individuals’
behaviour. As highlighted in chapter 2, hyperbolic
discounting models have been investigated by
psychologists dissatisfied with the descriptive ability
of the DU model. Their research suggests that

hyperbolic models represent individuals’ time
preferences better than the DU model. However,
the available evidence on hyperbolic discounting
models cannot be generalised for the health
domain, because some of the research has been
conducted using animals and those experiments
conducted with humans all relate to financial
consequences. In only one study4 have hyperbolic
discounting models been investigated for 
health consequences.

Here, the DU model and some hyperbolic 
models are compared. The methods used to 
test the stationarity axiom and to compare the
alternative models empirically are described 
and then applied.

Stationarity and the common
difference effect

The key axiom of the DU model is stationarity. 
This is the assumption that preference between 
two outcomes, x and y, depends only on the
absolute time interval separating them (t – s). So
individuals who prefer receiving £100 (x) after 
1 month (s) to receiving £110 (y ) after 2 months
(t ) should also prefer receiving £100 after 12 
(s + l ) months to receiving £110 after 13 months 
(t + l ). However, in practice, preferences between
two delayed outcomes often switch when both
delays are incremented by a given constant amount
(l ). Loewenstein and Prelec42 referred to this as 
the common difference effect. In this example,
individuals would prefer to receive £110 after 
13 months to £100 in 12 months if the common
difference effect applies (see Box below).

Chapter 11

Investigation of different models of 
time preferences

time 0 < x < y, s < t

Stationarity
(x, s) > (y, t) and (x, s + l) > (y, t + l)

Common difference effect
(x, s) > (y, t) and (x, s + l) ≤ (y, t + l)

where > means preferred to.

s

x y

s + l t t + l
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The common difference effect implies that
discount rates should decrease as a function 
of the time delay over which they are estimated.
Decreasing timing aversion and the common
difference effect have been observed in numerous
studies both outside and inside the health field 
(see chapter 2 for a brief overview of the liter-
ature). In recent years, hyperbolic discounting
models which allow for decreasing timing 
aversion have been explored in the area of
economic psychology (see chapter 2).

Discounting models

Albrecht and Weber24 provided a useful framework
for comparing different discounting models. They
defined decision weights (w t) as follows:

w t = 1/(1 + r)α(t) (10)

where α(t) is a time perception function which
indicates how fast time is perceived to pass in an
individual’s mind. A linear α(t) gives the standard
discounting model:

w t = 1/(1 + r)t and αt = t (11)

Concave α(t) yield hyperbolic discounting 
models. Three such discounting models are
investigated here. The models are hyperbolic
because the discount factor applied to each 
period declines as a hyperbolic function of time.
Loewenstein and Prelec42 proposed a general
functional form which, using Albrecht and 
Weber’s notation,24 gives the following decision
weights and time perception function:

w t = 1/(1 + gt)h/g

and α(t) = h ln(1 + gt)/g ln(1 + r )
(12)

The parameter h measures the speed of an
individual’s time perception. The greater the 
value of h, the longer one period will be perceived
to last. If h = 0, the periods are perceived as passing
infinitely fast and the individual is timing indiffer-
ent. As h tends towards ∞, time is not perceived to
pass at all. A value cannot be derived from future
consequences and the discount factors for all
periods of t > 0 are zero.24 The parameter g deter-
mines how much the function departs from the
traditional model. As g approaches zero, w t

approaches the exponential discount function.

Loewenstein and Prelec’s two parameter model
encompassed a number of hyperbolic models
which have appeared in the literature. For

example, setting g = 1 yields the model implied 
by Harvey:100

1 ln(1 + t )
w t = –––––– and α(t) = h –––––––– (13)

(1 + t )h ln(1 + r )

Alternatively, setting h/g = 1 yields the model
proposed by Mazur:101

w t = 1/(1 + g t) 
and α(t) = ln(1 + g t)/ln(1 + r )

(14)

The one-parameter discounting models can also be
reformulated in terms of their parameters:

1
DU model: r = ––––– –1 (15)

(w t)1/t

log(1/w t)Harvey model: h = ––––––––– (16)
log(1 + t)

1 1
Mazur model: g = –––– – – (17)

(w tt) t

When fitted to the same data, hyperbolic functions
tend to be flatter at longer delays than DU models.
The DU model and the one-parameter hyperbolic
discounting models are shown in Figure 2. The
discount factor for the 10-year delay is fixed for 
all three models at 0.614.

Methods

Only data from the open-ended methods 
were used to test stationarity and to model the
discounting function. These data were more
suitable because six implied discount rates per
individual were available for a wide range of delays.
The data from the closed-ended method provided
implied discount rates for three delays only and 
for the full sample only and were thus less useful
for modelling discounting functions.

Testing stationarity
As described in chapter 5, all participants were
asked six open-ended questions with two starting
points. In three questions, individuals were asked 
to imagine being ill in 2 years time and, in another
three questions, they were asked to imagine being
ill 3 years from now (so s is either 2 or 3 years). 
The period of delay offered (t – s) ranged from 2
to 13 years. These data permit a test of stationarity.
Implied discount rates were estimated from the
inter-temporal responses assuming the DU model.
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If the preference condition of stationarity holds,
individuals’ implied discount rates should neither
be a function of s nor of (t – s); that is, δr/δs = 0
and δr/δ(t – s) = 0. In other words, the import-
ance of a fixed difference (t – s) in the timing 
of the two benefits does not change as the timing 
of these benefits is moved into the future (or 
as s increases). If, on the other hand, individuals
are decreasingly timing averse, less importance 
is attached to (t – s) the further into the future 
the timing of the future benefits is moved and
δr/δs < 0 and δr/δ(t – s) < 0. Stationarity can 
thus be tested by regressing the implied discount
rates on s and (t – s) – as was done in chapters 5
and 6.

Selecting specific functional forms
Non-linear Least Squares Regression in the software
package LIMDEP87 (© Econometric Software Inc.)
was used to select optimal values for r, g and h in 
the models. A non-linear regression model is one 
in which the first-order conditions for least squares
estimation of the parameters are non-linear func-
tions of the parameters.75 Thus, non-linearity is
defined in terms of the techniques needed to
estimate the parameters rather than the shape of
the regression function. Since there were only six
observations per respondent, functional forms
cannot be selected on an individual basis. Models
were therefore selected on a group basis. One 
limitation of the non-linear regression model in 
the LIMDEP software is that it is not designed 
to take into account the multilevel structure 
of the data.

Although the majority of the respondents 
exhibited positive time preference, some respon-
dents exhibited negative or zero time preference
(see chapter 6). It is likely that alternative models
are required for negative time preference, while
zero time preference implies that individuals 
do not discount the future. The DU model and 
the three hyperbolic discounting models were
therefore only fitted for respondents who had 
three or more positive discount rates and no
negative discount rates (categories (i) and (iv) 
in chapter 5). The sample sizes were 98 respon-
dents (62%) for own health and 100 (68%) for
others’ health.

It is hypothesised that the models vary according 
to individuals’ characteristics. As the multilevel
regression analysis in chapter 6 showed, individuals
do vary greatly with respect to their time prefer-
ences. The following models which take into
account individuals’ characteristics were 
therefore estimated:

DU model 
w t = 1/(1 + r + �X i)t (18)

Harvey model
w t = 1/(1 + t )(h + (�X i) (19)

Mazur model
w t = 1/(1 + (g + �X i)t) (20)

Loewenstein and Prelec model
w t = 1/(1 + g t)(h + (�X i)/g (21)
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FIGURE 2  Discounting models (w10 = 0.614) (––––, DU model; r = 0.05; – – –, Mazur model, g = 0.06; ........., Harvey model, h = 0.20)
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where X i is a vector of independent variables 
which include the age of the respondent (dummy
variables: age 30–43, age 44–63, and age > 63);
gender (dummy variable: female); whether or 
not they currently smoke cigarettes (dummy
variable: smoker); whether they described their
long-term health as fair or poor rather than good
(dummy variable: health); whether or not they 
had been educated beyond secondary school 
level (dummy variable: education); perceived
severity of health state measured on a VAS 
(dummy variables: VAS score < 40 and VAS 
score > 70); and starting point (dummy 
variable: starting point).

In principle, both parameters g and h could be
allowed to vary across individuals’ characteristics 
in the Loewenstein and Prelec model. However, 
the data sets were not rich enough to perform 
such an analysis. Hence only the parameter h
was allowed to vary.

To test the goodness of fit of each equation, the
proportion of variance accounted for by each
equation (R2) was estimated. It should be noted
that R2 is not bounded by [0, 1] because OLS 
was not used. R2 was compared for the DU and
hyperbolic models. The goodness of fit was
expected to be rather low for any of the models
because the form of the function describing
aggregate data is not necessarily the same as 
the form of the function describing individual 
data. However, since only six observations were
available for each individual, functions could 
only be fitted on a group basis.

Results

Testing the assumption of stationarity
The regression results for the full sample are 
shown in Table 9 and the regression results for
category (i) in Table 10. For the present purpose,
the negative coefficients on the delay variable 
(t – s ) and the dummy variable for starting 
point (s ) and their very large t -statistics are of
greatest relevance. These findings hold true for 
the full sample as well as for the category (i) 
sample and for own health as well as others’ 
health. This is strong evidence against stationarity.
The negative coefficients indicate that there is
evidence of decreasing timing aversion. The 
longer the period of delay is, the lower the 
implied discount rate. It is therefore likely that
hyperbolic discounting models, which allow 
for decreasing timing aversion, will fit the 
data better.

The DU model versus hyperbolic
discounting models
The non-linear regression results are shown in
Table 22. Because of missing values, sample sizes 
are reduced to 480 and 515 observations, respec-
tively. In the one-parameter models, the base case
parameter values of r, h, and g are 0.0747, 0.2533,
and 0.1125, respectively, for own health and 0.0569,
0.2171, and 0.0768, respectively, for others’ health.
In the case of own health, the parameter values 
vary with age, self-rated health and starting point.
Older respondents and respondents who rated
their health as fair or poor tend to have higher
parameter values, while parameter values for
starting points of 3 years tend to be lower. In the
case of others’ health, the parameter values vary
with age, gender, education, health state valuation
and starting point. Older respondents, respondents
educated beyond secondary school level, males 
and respondents who scored the health state 
below 40 or above 70 tend to have higher para-
meter values. Again, parameter values for starting
points of 3 years tend to be lower. The parameter
values in the DU and Harvey models also vary 
with self-rated health. Individuals who rated 
their health as fair or poor tend to have higher
parameter values.

The parameter values for the base case and the
coefficients on the individuals’ characteristics 
are very similar for own and others’ health. The
differences in those variables that are statistically
significant in the non-linear regression analysis 
for both own and others’ health are shown in 
Table 23. The results of the t -tests show that 
none of these differences are statistically
significant.

Even though the base values for the parameters 
r, h and g and the coefficients are individually not
significantly different for own and others’ health,
the predicted values for groups of respondents 
may differ. To test this, values of r, h and g are
predicted for four groups of respondents in 
Table 24. None of the predictions for own and
others’ health are significantly different for 
any of the models.

The goodness of fit for all models is also shown in
Table 20. For own health, the DU model has a very
poor goodness of fit. All three hyperbolic models 
fit the data better than the DU model. However,
the Mazur model does not seem to perform very
well compared with the two other hyperbolic
models. The Loewenstein and Prelec model has 
the best goodness of fit but, it should be noted, 
is a two-parameter model.
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The models for others’ health all have a better
goodness of fit than the models for own health.
The DU model, again, has the poorest goodness 
of fit. Although the Harvey model again has better
goodness of fit than the Mazur model, the differ-
ence is smaller than for own health. The Loewen-
stein and Prelec model does not have a much
better fit than the Harvey model, even though 
the former is a two-parameter model.

Conclusion

One of the key assumptions of the DU model,
namely stationarity, has been tested. The results
show that this assumption does not hold and that
there is evidence of decreasing timing aversion.
Hyperbolic models which allow for decreasing
timing aversion were investigated for respondents
who exhibited positive time preference and were

TABLE 22  Non-linear regression results

DU model Harvey model Mazur model Loewenstein & 
Prelec model

� p-value � p-value � p-value � p-value

Own health
Parameter (r, h, g, g) 0.0747 0.000 0.2533 0.000 0.1125 0.000 3.3253 0.064
Second parameter (h) – – – – – – 0.5436 0.012
Age 30–43 years 0.0166 0.061 0.0552 0.041 0.0253 0.061 0.1180 0.103
Age 44–63 years 0.0317 0.000 0.1007 0.000 0.0533 0.000 0.2140 0.026
Age > 63 years 0.0633 0.000 0.1912 0.000 0.1130 0.000 0.4045 0.013
Female –0.0063 0.285 –0.0160 0.347 –0.0121 0.222 –0.0339 0.379
Health 0.0327 0.000 0.1011 0.000 0.0588 0.000 0.2150 0.021
Smoker –0.0135 0.073 –0.0326 0.144 –0.0161 0.204 –0.0646 0.226
Education –0.0035 0.617 0.0007 0.968 –0.0089 0.459 0.0038 0.928
VAS score < 40 –0.0029 0.719 –0.0076 0.734 –0.0052 0.689 –0.0167 0.726
VAS score > 70 –0.0051 0.424 –0.0059 0.741 –0.0081 0.441 –0.0078 0.841
Starting point(s) –0.0227 0.000 –0.0724 0.000 –0.0407 0.000 –0.1537 0.020

n 480 480 480 480
Adjusted R2 0.0160 0.2185 0.1160 0.2302

Others’ health
Parameter (r, h, g, g) 0.0562 0.000 0.2171 0.000 0.0768 0.000 0.8519 0.000
Second parameter (h) – – – – – – 0.1975 0.000
Age 30–43 years 0.0125 0.109 0.0340 0.171 0.0207 0.072 0.0314 0.174
Age 44–63 years 0.0328 0.000 0.1045 0.000 0.0536 0.000 0.0957 0.000
Age > 63 years 0.0643 0.000 0.1983 0.000 0.1177 0.000 0.1815 0.000
Female –0.0226 0.000 –0.0711 0.000 –0.0419 0.000 –0.0651 0.000
Health 0.0130 0.034 0.0308 0.080 0.0230 0.033 0.0285 0.087
Smoker –0.0023 0.704 –0.0036 0.841 0.0002 0.984 –0.0035 0.833
Education 0.0176 0.002 0.0484 0.003 0.0282 0.001 0.0446 0.007
VAS score < 40 0.0269 0.000 0.0814 0.000 0.0545 0.000 0.0743 0.001
VAS score > 70 0.0148 0.006 0.0445 0.005 0.0264 0.002 0.0407 0.011
Starting point(s) –0.0203 0.000 –0.0613 0.000 –0.0333 0.000 –0.0561 0.000

n 515 515 515 515
Adjusted R2 0.2263 0.3670 0.3324 0.3674

TABLE 23  Difference between own and others’ health

Difference in coefficients (p-value)

DU model Harvey model Mazur model Loewenstein & Prelec model

Parameter (r, h, g, g) 0.0185 (0.215) 0.0363 (0.418) 0.0357 (0.134)
Second parameter (h) – – – 0.3461 (0.116)
Age 44–63 years 0.0011 (0.928) 0.0038 (0.912) 0.0003 (0.984) 0.1183 (0.238)
Age > 63 years 0.0010 (0.944) 0.0071 (0.865) 0.0047 (0.849) 0.2230 (0.184)
Starting point 0.0024 (0.741) 0.0111 (0.596) 0.0074 (0.549) 0.0976 (0.150)
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found to fit the data better than the DU model.
The Loewenstein and Prelec model is the best
performing hyperbolic model. This is not surpris-
ing since it was the only two-parameter model
considered. The Mazur model has the poorest
goodness of fit, especially for own health.

The models for own and others’ health are very
similar. The only differences are in the greater
significance of the coefficient of self-rated health
for own health than for others’ health, and in the
statistical significance of the coefficients of female,
education and health state valuation for others’
health and not for own health. There are also
differences in the parameter values of the Loewen-
stein and Prelec model for own and others’ health.

One limitation of the current study is that no
models were fitted for respondents who exhibited
zero or negative time preference (about one-third
of the sample). The hyperbolic models have been
developed assuming positive time preference. It 
is likely that alternative models are required to
model negative time preference. This is an 
area for future research.

The overall finding, that hyperbolic models 
provide a better description of inter-temporal
preferences than the DU model, is similar to 
those reported in other studies concerned with

monetary consequences. This study is novel in 
that it is the first in which DU and hyperbolic
models have been compared using data for 
non-fatal changes in health, and in which three
different hyperbolic models are compared.

Although the evidence in favour of hyperbolic
discounting models is growing, the economics
profession is typically resistant to hyperbolic
discounting. Camerer102 suggested three 
reasons for this: 

“(i) ignorance about the overwhelming 
empirical superiority and parsimony 
of hyperbolic discounting

(ii) confusion about the normative versus
descriptive appeal of dynamic consistency

(iii) uncertainty about how to move away from 
the exponential model and still do 
analytical economics.”

This study provides additional evidence for the
descriptive superiority of hyperbolic discounting
models. However, further research is required 
on both DU and hyperbolic models before 
most economists would embrace the radical 
step of discarding a familiar and successful 
model. In particular, research is required into 
the implications for policy making of the use 
of hyperbolic models.

TABLE 24  Predicted parameter values for groups of respondents

DU model Harvey model Mazur model Loewenstein & Prelec model

Age 25 years, male, in fair health, smoker, not educated beyond secondary school, health state 50
Own health 0.094 0.322 0.155 0.694
Others’ health 0.067 0.244 0.100 0.223

Age 45 years, male, in good health, non-smoker, university degree, health state 50
Own health 0.088 0.309 0.129 0.665
Others’ health 0.086 0.299 0.126 0.274

Age 65 years, female, in good health, non-smoker, not educated beyond secondary school, health state 60
Own health 0.132 0.429 0.214 0.914
Others’ health 0.098 0.344 0.153 0.314

Aged 50 years, male, in good health, non-smoker, educated beyond secondary school, health state 25
Own health 0.100 0.347 0.152 0.745
Others’ health 0.134 0.451 0.213 0.412



Health Technology Assessment 2000; Vol. 4: No. 1

57

This project had four objectives:

(1) to derive implied discount rates for future
health benefits for a sample of the general
public in the UK

(2) to establish whether individual inter-temporal
preferences with respect to their own health
differ from those with respect to the health 
of others

(3) to investigate the effect of different ways of
asking questions on apparent inter-temporal
preferences (specifically a closed- and an open-
ended method are compared)

(4) to establish whether individuals value future
health benefits in line with the traditional DU
model and to investigate, in addition, how well
the hyperbolic discounting models explain
individual responses.

The main findings of the TEMPUS study may be
summarised as follows.

• The median implied discount rate ranges 
from 0.038 to 0.064 depending on the 
period of delay, the elicitation method 
used, and whether it concerns own health 
or others’ health.

• The implied discount rates for own health 
and others’ health are very similar.

• Implied discount rates tend to be higher 
when using the open-ended method. However,
differences are small and, in most cases, not
statistically significant.

• Individuals inter-temporal preferences are 
better represented by hyperbolic discounting
models than by the DU model.

Basic study design and data

Stated preference methods were used to elicit
individuals inter-temporal preferences. Four
questionnaires were designed which differed 
in terms of the elicitation method used (open- 
or closed-ended) and in terms of whom it con-
cerned (own health or others’ health). Since 
the study was concerned with non-fatal changes 
in health, a health state had to be selected. A 
generic health state (an EQ5D health state) 
was used. For others’ health it was stated that a

group of middle-aged people would experience 
this health state. Data were collected through
postal questionnaires. Although this may lead 
to non-responses, it was the most efficient way 
of obtaining the large sample sizes required 
for this study. The questionnaires were sent to 
5120 members of the general public in six areas 
in Scotland, England and Wales. The response 
rates for the four questionnaires ranged from
15.7% to 25.2%. The four samples were very 
similar in terms of age, gender, self-rated 
health, education, and smoking status.

Open-ended method

In the open-ended method, each time preference
question asked the respondent to imagine being 
ill at a point in the future and offered the oppor-
tunity for this spell of ill health to be delayed as
result of a minor one-off treatment. Individuals
were then asked to identify a maximum number 
of days of future ill health at which it would still 
be worthwhile receiving this treatment. Each
respondent was presented with six time prefer-
ence choices which varied in terms of the start-
ing point of the ill health (2 or 3 years) and 
the delay (2–13 years).

The estimated mean implied discount rates were
0.073 in the case of own health and 0.065 in the
case of others’ health, with the median values 
being 0.061 and 0.062, respectively. Respondents
were then classified as exhibiting positive, nega-
tive and zero time preferences. There is some
evidence of negative and zero time preferences.
However, the percentages of individuals with
negative and zero time preferences were rela-
tively small. Regression analyses were then
performed to identify the factors that influence
individuals’ time preferences. This did not pro-
vide much insight into which individuals’
characteristics determine time preferences. 
The dummy variable for fair or poor self-rated
health was the only statistically significant
individual characteristic. When the regression
analysis was repeated for individuals with posi-
tive time preference, only one other dummy
variable became statistically significant (the 
dummy variable for age group).

Chapter 12

Conclusions
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Discrete choice experiment
(closed-ended method)
In the discrete choice experiment, individuals 
were asked to imagine that they would be ill at
some point in the future, as described by the 
EQ5D health state. The respondents were then
presented with two possible treatments which
varied with the timing and duration of the health
state. They were then asked to indicate which
treatment they preferred. Each respondent was
offered eight discrete choices which varied in 
terms of the timing and duration of the health
state. To analyse data from discrete choice experi-
ments a utility function has to be specified. Two
assumptions were tested, namely transitivity and
continuity or dominant preferences.

The number of respondents who made intransitive
choices was relatively low. The existence of domin-
ant preferences was more problematic. About 50%
of the sample expressed dominant preferences. 
It is unclear whether individuals with dominant
preferences should be included in the regression
analysis. The implied discount rates ranged from
0.027 to 0.066, depending on the period of delay
and whom it concerned (own health or others’
health). Excluding individuals with dominant pref-
erences increased the estimated implied discount
rates. Excluding intransitive respondents had a
similar impact. The regression model was also
segmented by individuals’ characteristics in order
to examine which factors influence individuals’
implied discount rates. As with the open-ended
method, the implied discount rates did not seem to
vary systematically with the individuals’ character-
istics. Only age and self-rated health had an impact
on the estimated implied discount rates.

Inter-temporal preferences for
own health and others’ health
Inter-temporal preferences for own health and
others’ health were compared in terms of implied
discount rates and other aspects which depended
on the elicitation method used. In the open-ended
method, the first test was for whether the percent-
ages of respondents exhibiting positive, negative
and zero time preferences were different for own
health and others’ health. The results showed 
that that none of the differences were statistically
significant. The differences in the median implied
discount rates for the full samples and for the 
sub-samples (respondents with positive, negative
and zero time preference) were not statistically
significant. The regression analyses of the implied

discount rates with the individuals’ characteristics
also revealed many similarities. There were also
some differences between own and others’ health
for the open-ended method: the impact of starting
point on implied discount rate, and the proportion
of individuals who would only prefer a treatment if
it cured them completely.

In the discrete choice experiment, the difference 
in the relative number of respondents express-
ing dominant preferences was first tested and 
the results showed that they were not signifi-
cantly different for own and others’ health. 
The comparison of the implied discount rates
showed that the rates were slightly higher for
others’ health for 5- and 8-year delays, and 
slightly lower for the 13-year delay. When using 
the full sample there were no statistically signifi-
cant differences in implied discount rates 
between own health and others’ health. For 
the sub-samples (which excluded intransitive
respondents and/or individuals with dominant
preferences), only the differences in implied
discount rates for the 8-year delay were statis-
tically significant. There were some differences 
in segmented models, with slightly more vari-
ables being statistically significant in the case 
of own health and one variable having opposite
effects. However, most individual characteristics 
did not have any impact on implied discount 
rates for both own and others’ health. The 
median rates for the full sample, including 
the non-traders, were very similar for own 
and others’ health.

Thus, although there are some differences the
similarities are much more striking. These results
suggest that one of the several potential differ-
ences in the design and interpretation of prefer-
ence elicitation studies – whether the future 
health consequences involve own health or 
others’ health – is not important. However, 
more research is needed to confirm these 
findings, especially for different health states 
and for life-years.

Comparison of open-ended
method and discrete 
choice experiment
The open-ended method and discrete choice
experiment were compared in terms of the 
implied discount rates and in terms of feasibility.
The mean implied discount rates for the sample,
excluding individuals with dominant preferences,
were compared with a sub-sample from the 



Health Technology Assessment 2000; Vol. 4: No. 1

59

open-ended method for three different 
periods of delay. Some support was found for 
the tendency observed in the literature for open-
ended methods to elicit higher discount rates 
than closed-ended methods. The mean implied
rates of discount (controlling for delay) are 
always higher in the case of open-ended questions.
However, most of the differences were neither
statistically significant nor large.

The rough distributions of mean implied 
discount rates for the full samples were also
compared. This did indicate some differences
between elicitation methods. More respondents
had mean implied discount rates smaller than
–0.03 in the discrete choice experiment com-
pared with the open-ended method. In terms 
of feasibility, a higher response rate was achieved
with the closed-ended method. Respondents 
were asked to indicate how difficult the questions
were on a 5-point scale (ranging from 1 (very
difficult) to 5 (very easy)). Respondents thought
the discrete choices were easier to answer.

Thus, on balance, the closed-ended method
appears to be more attractive than the open-
ended method. However, before the discrete 
choice method can be strongly recommended,
some means must be found of reducing the 
extent of potentially dominant preferences. 
Also, there are some specific circumstances in
which closed-ended methods are less satisfactory,
for instance, when the purpose of the study is to
examine alternative discounting models, since
open-ended methods enable discount factors 
to be derived from each individual response.

Investigation of different models
of time preferences

The key axiom of the DU model, the axiom of
stationarity, was tested first. The results show that
the assumption of stationarity did not hold and 
that there is evidence of decreasing timing
aversion. The DU model and three hyperbolic
discounting models (the Loewenstein and Prelec,
Harvey, and Mazur models) were then fitted for
respondents who exhibited positive time prefer-
ences using non-linear regression analysis. The
hyperbolic models fitted the data better than the
DU model. The Loewenstein and Prelec model 
was the best-performing hyperbolic model. This 
is not completely surprising because it was the 
only two-parameter model considered. The 
Mazur model had the poorest goodness of fit,
especially in the case of own health.

The models for own health and others’ health 
were very similar. The only differences were that
the parameter values varied by self-rated health 
for own health and that the parameter values 
varied by gender, education, and health state
valuation for others’ health. Also, there were
differences in the parameter values of the
Loewenstein and Prelec model.

This study was concerned with the descriptive
properties of the DU and hyperbolic discounting
models. Hyperbolic are better descriptive models
than the DU model. Hyperbolic models can
possibly also be used as normative models.
However, the implications for policy making 
of the use of hyperbolic models have yet to 
be systematically investigated.

Limitations

There are limitations inherent in the stated
preference approach – specifically there are
concerns over the validity of responses compared
with values derived from observing behaviour.
However, it is difficult to observe inter-temporal
choices in a healthcare context and then to control
for the large number of potential influences. Also,
there is some evidence that hypothetical decisions
are treated similarly to real decisions. Kirby and
Marakovíc39 found that implied discount rates 
for real monetary consequences were slightly
higher than for hypothetical monetary awards 
but behaved similarly with respect to decreasing
timing aversion and magnitude effect. The
intertemporal choices in this study are not only
hypothetical; it is also likely that the respondents
were unfamiliar with the EQ5D state. However, 
a recent article by Chapman and colleagues10

indicated that familiarity did not have an 
impact on implied discount rates.

The inter-temporal choices presented to respon-
dents were complex. Thinking about the future 
is not easy, especially in the context of health. It
could be argued that because of the complexity 
of the inter-temporal choices, face-to-face inter-
views are the only appropriate method of data
collection. However, data in this study were
collected by postal questionnaire. The use of 
postal questionnaires was driven largely by the
desire to obtain reasonably large sample sizes. 
Such an approach offers less opportunity to
establish whether or not the respondent under-
stands the question; also the questions are pre-
determined, leaving no opportunity for them 
to be responsive to the previous answers. An
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interesting line of enquiry would be to assess 
the impact of using different methods of data
collection on the results and to perform an
economic evaluation to assess whether face-to-
face interviews are worth the extra costs.

Comparability of results

The implied discount rates elicited in this study
should not be over-emphasised because of the
unrepresentativeness of the study sample. In
particular, the respondents were markedly 
better educated than the population as a whole.
This is not surprising, given the deliberate 
policy of sampling in more socio-economically
advantaged areas. However, it is notable how 
close the estimated median rates are to the 
rates advocated for use in economic evaluation 
in a range of countries (for example, 3% in the
USA, 5% in Australia and Canada). Also the 
degree of convergence between rates for own
health and others’ health and between the 
open-ended method and the discrete choice
experiment is striking. The estimated implied
discount rates in this study fall comfortably 
within the range of estimates from previous
empirical studies.

Research recommendations

For future research, three of the themes addressed
in this report require further investigation:

• the influence of different methods of 
eliciting preferences on estimates of 
implied discount rates 

• the nature of the inter-temporal choice
• the underlying model of time preferences.

A single, albeit multifaceted, project such as
TEMPUS adds significantly to our understanding
but cannot, by itself, resolve the outstanding
research issues, particularly given that this is the
first study in which a number of these issues were
addressed systematically. Three areas should 
be highlighted.

1. Continued refinement of the methods of
eliciting time preferences is required. Relevant
topics include the use of self-completed
questionnaires versus interviews (face-to-face 
and telephonic) and the presence and impact 
of framing effects.

2. Further research is required on alternative
models of time preference, in particular, 
models which allow for decreasing timing
aversion. Also, the implications of using
alternative models for policy making need 
to be investigated.

3. There is considerable scope for research to
investigate the role played by time preference 
in explaining health affecting behaviour. To 
what extent are individuals willing to incur 
short-term costs in order to secure longer-term
benefits – for example, the successful control 
of blood sugar levels by diabetic patients or
participation in screening programmes?
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Appendix 1

Options and criteria

Degree of difficulty Degree of realism Computation of Other factors than 
to answer discount factor time preference 

influence response

Number of points Having to consider A profile is more realistic Discount factors are more 
in time only two points in whereby ill health is easily computed when only 
Two points time is easier. spread over more than two points in time are 
Profile one year instead of being considered. Discount factors 

concentrated in one cannot, in some cases, be 
particular year. computed from profiles.

Timing versus It is easier to choose Choosing how ill or how The choice of timing versus In giving a choice of timing 
quantity when something takes healthy is less realistic. quantity does not have an it is more likely that other 
Timing place than to choose Timing is more realistic influence on how difficult it factors will influence the 
Quantity how much health or ill (treatments can, for may be, or whether it is response.This is certainly so 

health has to be con- instance, postpone a cer- possible, to calculate a in the short term (respon-
sumed at a certain time. tain disease taking place). discount factor. dents might have things 

planned) and also in the 
long term.

Basic health state Since majority will be Majority of people will be Choice of basic health state People are averse to ill 
Full health healthy it is easier to healthy so full health as does not have an influence health.When having to 
Ill health imagine full health. basic health state appears on how to compute the choose ill health, other 

more realistic; choosing discount factor. factors might influence the 
when or how much to be response such as fear of 
ill is less realistic. being ill.

Number of ill Considering two or It is more realistic to be in If two or more ill health 
health states more ill health states more than one ill health states are used, these 
One ill health state will make the question state when you have a spell have to be valued before 
More than one more complex. of ill health (for instance, a discount factor can be 

going from being ill to computed.
being less severely ill to 
being healthy).

Single or mix of Being in a single health Being in one single health It is probably easier to 
health states in state is easier because state during a whole year compute a discount factor 
a year only one health state is less realistic unless it is when only one health state 
Single health state has to be considered a chronic condition. is used in a year.
Mix of health states for each year.

Period considered Respondents might Especially for older The choice between a Age has more influence 
Limited period have difficulty imagining respondents, a long limited period and remaining on the responses when 
Remaining life their remaining life if remaining life scenario life does not influence considering remaining life.

they have to consider is less realistic. whether a discount factor Older respondents might 
a long period. can be calculated but a not be able or willing to 

limited period is less consider a long remaining 
complex. life.
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Introductory question
Imagine the following state of ill health.

You have some problems with performing your usual activities (e.g. work, study, housework, family or
leisure activities) and you have moderate pain or discomfort. You have no problems in walking about,
or with washing and dressing yourself and you are not anxious or depressed.

Please think of this state of ill health and indicate on the scale below how good or bad you think this ill
health is.

Open-ended method (Questionnaires I and II)

Imagine that you will be ill (as described in the box above) starting 2 years from now for 20 days. There is a
minor, one-off, treatment available that will postpone this spell of ill health to a point further in the future.
For instance, the treatment could have the following effects: your period of ill health would start 9 years
from now instead of 2 years from now; and you would then be ill for 30 days instead of 20 days.

You might think this treatment is a good idea: the advantage of postponing the ill health outweighs the
disadvantage of being ill for a longer period. Or you might think the treatment is not worthwhile: you do
value the postponement but the advantage of this is outweighed by the disadvantage of being ill for a
longer period; or you might simply prefer to be ill 2 years from now instead of 9 years from now.

Imagine that you will be ill starting 2 years from now for 20 days and that treatment is available which
will postpone this spell of ill health.

What is the maximum number of days of ill health that would still make the treatment worthwhile for you?
For example, say that the treatment can postpone the period of ill health to 6 years in the future. If the
number of days of ill health in that year were zero, probably everyone would choose the treatment. As the
number of days of ill health in that year increases, individuals would at some point no longer prefer to be
treated. What we are interested in is the maximum number of days of ill health at which you would still
choose to be treated. 

If the ill health would then start 4 years from now, what is the maximum number of days of ill health
that would still make the treatment worthwhile?

[For questionnaire II, substitute ‘a group of middle-aged people’ for ‘you’.]

Appendix 2

Examples of questions

Worst
imaginable

health

Best
imaginable

health0 10 20 30 40 50 60 70 80 90 100

Days
0 10 20 30 40 50 60 70 80

more than 80 namely: ––––––– days
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Discrete choice experiment (Questionnaires III and IV)

Imagine that you will be ill (as described in the box above). There are two alternative treatments (A and B)
available. The effects of the treatments vary with regard to when the illness will occur and for how long (you
cannot be cured completely). An example of how the effects can vary is shown below. With treatment A you
will be ill starting 2 years from now for 20 days and with treatment B you will be ill starting 6 years from now
for 48 days. Assuming that everything else about the treatments is the same (i.e. severity of the treatment,
side-effects, costs), which treatment would you prefer?

Please consider each of the following choices separately and indicate which treatment you prefer by
putting a tick (✔ ) in the appropriate box. Tick one box for each choice.

[For questionnaire IV, substitute ‘ a group of middle-aged people’ for ‘you’.]

General questions (Questionnaires I, II, III and IV)

Finally, some general questions about yourself. All answers are anonymous. (Please tick appropriate boxes.)

1. Year of birth 

2. Male Female 

3. How would you describe your current long-term health? Good
Fair
Poor

4. How many cigarettes do you smoke, on average, per day? None
1–5
6+

5. What is the highest level of education you have completed, or are currently undergoing?
Secondary school
Other professional or technical qualification after leaving school
University degree 

• Example

When you are ill For how long

Treatment A In 2 years’ time 20 days

Treatment B In 6 years’ time 48 days

Which treatment
would you prefer?

✔

• Choice

When you are ill For how long

Treatment A In 2 years’ time 20 days

Treatment B In 6 years’ time 48 days

Which treatment
would you prefer?

No preference

No preference
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A (2/20)

B (2/24) Do

C (2/26) Do Do

D (2/33) Do Do Do

E (2/38) Do Do Do Do

F (7/20) 0.00 –0.04 –0.05 –0.10 –0.12

G (7/24) 0.04 0.00 –0.02 –0.06 –0.09 Do

H (7/26) 0.05 0.02 0.00 –0.05 –0.07 Do Do

I (7/33) 0.11 0.07 0.05 0.00 –0.03 Do Do Do

J (7/38) 0.14 0.10 0.08 0.03 0.00 Do Do Do Do

K (15/20) 0.00 –0.01 –0.02 –0.04 –0.05 0.00 –0.02 –0.03 –0.06 –0.08

L (15/24) 0.01 0.00 –0.01 –0.02 –0.03 0.02 0.00 –0.01 –0.04 –0.06 Do

M (15/26) 0.02 0.01 0.00 –0.02 –0.03 0.03 0.01 0.00 –0.03 –0.05 Do Do

N (15/33) 0.04 0.02 0.02 0.00 –0.01 0.06 0.04 0.03 0.00 –0.02 Do Do Do

O (15/38) 0.05 0.04 0.03 0.01 0.00 0.08 0.06 0.05 0.02 0.00 Do Do Do Do

Scenario A B C D E F G H I J K L M N
(years/days)

NB:‘Do’ indicates dominated pairwise comparisons – the years in which the spell of ill health occurs is the same
in the two scenarios and only the duration differs.

Appendix 3

Implied discount rates for 
pair-wise comparisons
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Appendix 4

Transitivity tests

Test Choices Years Years Days Days Intransitive if 
(scenario A (scenario A (scenario A and B (scenario A and B chooses:b

and B in and B in in 1st choice)a in 2nd choice)a

1st choice) 2nd choice)

Version 1
1 3 & 7 2–7 2–7 20–38 20–33 B A or I A
2 1 & 7 2–7 2–7 26–33 20–33 A B or I B
3 4 & 6 7–15 7–15 20–38 20–26 B A or I A
4 4 & 8 7–15 7–15 20–38 20–24 B A or I A
5 6 & 8 7–15 7–15 20–26 20–24 B A or I A

Version 2
6 3 & 7 2–7 2–7 20–38 20–33 B A or I A
7 1 & 4 7–15 7–15 24–38 20–38 A B or I B

a Numbers are set in bold type to highlight when they are identical for both choices
b I indicates no preference
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