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Abstract

Generalisability in economic evaluation studies in healthcare: a review and case studies

MJ Sculpher,1* FS Pang,1 A Manca,1 MF Drummond,1 S Golder,2 H Urdahl,1 LM Davies3 and A Eastwood2

1 Centre for Health Economics, University of York, UK
2 Centre for Reviews and Dissemination, University of York, UK
3 Manchester Medical School, Manchester University, UK
* Corresponding author

Objectives: To review, and to develop further, the methods used to assess and to increase the generalisability of economic evaluation studies.

Data sources: Electronic databases.

Review methods: Methodological studies relating to economic evaluation in healthcare were searched. This included electronic searches of a range of databases, including PREMEDLINE, MEDLINE, EMBASE and EconLit, and manual searches of key journals. The case studies of a decision analytic model involved highlighting specific features of previously published economic studies related to generalisability and location-related variability. The case-study involving the secondary analysis of cost-effectiveness analyses was based on the secondary analysis of three economic studies using data from randomised trials.

Results: The factor most frequently cited as generating variability in economic results between locations was the unit costs associated with particular resources. In the context of studies based on the analysis of patient-level data, regression analysis has been advocated as a means of looking at variability in economic results across locations. These methods have generally accepted that some components of resource use and outcomes are exchangeable across locations. Recent studies have also explored, in cost-effectiveness analysis, the use of tests of heterogeneity similar to those used in clinical evaluation in trials. The decision analytic model has been the main means by which cost-effectiveness has been adapted from trial to non-trial locations. Most models have focused on changes to the cost side of the analysis, but it is clear that the effectiveness side may also need to be adapted between locations. There have been weaknesses in some aspects of the reporting in applied cost-effectiveness studies. These may limit decision-makers’ ability to judge the relevance of a study to their specific situations. The case study demonstrated the potential value of multilevel modelling (MLM). Where clustering exists by location (e.g. centre or country), MLM can facilitate correct estimates of the uncertainty in cost-effectiveness results, and also a means of estimating location-specific cost-effectiveness. The review of applied economic studies based on decision analytic models showed that few studies were explicit about their target decision-maker(s)/jurisdictions. The studies in the review generally made more effort to ensure that their cost inputs were specific to their target jurisdiction than their effectiveness parameters. Standard sensitivity analysis was the main way of dealing with uncertainty in the models, although few studies looked explicitly at variability between locations. The modelling case study illustrated how effectiveness and cost data can be made location-specific. In particular, on the effectiveness side, the example showed the separation of location-specific baseline events and pooled estimates of relative treatment effect, where the latter are assumed exchangeable across locations.

Conclusions: A large number of factors are mentioned in the literature that might be expected to generate variation in the cost-effectiveness of healthcare interventions across locations. Several papers have demonstrated differences in the volume and cost of resource use between locations, but few studies have looked at variability in outcomes. In applied trial-based cost-effectiveness studies, few studies provide sufficient evidence for decision-makers to establish the relevance or to adjust the results of the study to their location of interest. Very few studies utilised statistical methods formally to assess the variability in results between locations. In applied...
economic studies based on decision models, most studies either stated their target decision-maker/jurisdiction or provided sufficient information from which this could be inferred. There was a greater tendency to ensure that cost inputs were specific to the target jurisdiction than clinical parameters. Methods to assess generalisability and variability in economic evaluation studies have been discussed extensively in the literature relating to both trial-based and modelling studies. Regression-based methods are likely to offer a systematic approach to quantifying variability in patient-level data. In particular, MLM has the potential to facilitate estimates of cost-effectiveness, which both reflect the variation in costs and outcomes between locations and also enable the consistency of cost-effectiveness estimates between locations to be assessed directly. Decision analytic models will retain an important role in adapting the results of cost-effectiveness studies between locations.

Recommendations for further research include: the development of methods of evidence synthesis which model the exchangeability of data across locations and allow for the additional uncertainty in this process; assessment of alternative approaches to specifying multilevel models to the analysis of cost-effectiveness data alongside multilocation randomised trials; identification of a range of appropriate covariates relating to locations (e.g. hospitals) in multilevel models; and further assessment of the role of econometric methods (e.g. selection models) for cost-effectiveness analysis alongside observational datasets, and to increase the generalisability of randomised trials.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACS</td>
<td>acute coronary syndrome</td>
</tr>
<tr>
<td>ANOVA</td>
<td>analysis of variance</td>
</tr>
<tr>
<td>BMD</td>
<td>bone mineral density</td>
</tr>
<tr>
<td>CABG</td>
<td>coronary artery bypass graft</td>
</tr>
<tr>
<td>CEA</td>
<td>cost-effectiveness analysis</td>
</tr>
<tr>
<td>CEAC</td>
<td>cost-effectiveness acceptability curve</td>
</tr>
<tr>
<td>CHART</td>
<td>continuous hyperfractionated accelerated radiotherapy trial</td>
</tr>
<tr>
<td>CoHD</td>
<td>congenital heart disease</td>
</tr>
<tr>
<td>CI</td>
<td>confidence interval</td>
</tr>
<tr>
<td>CPI</td>
<td>Conference Papers Index</td>
</tr>
<tr>
<td>CRD</td>
<td>Centre for Reviews and Dissemination</td>
</tr>
<tr>
<td>CUA</td>
<td>cost–utility analysis</td>
</tr>
<tr>
<td>CVD</td>
<td>cardiovascular disease</td>
</tr>
<tr>
<td>ECG</td>
<td>electrocardiogram</td>
</tr>
<tr>
<td>EED</td>
<td>Economic Evaluation Database</td>
</tr>
<tr>
<td>GDP</td>
<td>gross domestic product</td>
</tr>
<tr>
<td>GLS</td>
<td>generalised least-squares</td>
</tr>
<tr>
<td>GM-CSF</td>
<td>granulocyte macrophage colony-stimulating factor</td>
</tr>
<tr>
<td>GNB</td>
<td>Gram-negative bacteria</td>
</tr>
<tr>
<td>GNP</td>
<td>gross national product</td>
</tr>
<tr>
<td>GPA</td>
<td>glycoprotein IIb/IIIa antagonist</td>
</tr>
<tr>
<td>GWC</td>
<td>good wound care</td>
</tr>
<tr>
<td>HEED</td>
<td>Health Economic Evaluations Database</td>
</tr>
<tr>
<td>HESG</td>
<td>Health Economists’ Study Group</td>
</tr>
<tr>
<td>HRT</td>
<td>hormone replacement therapy</td>
</tr>
<tr>
<td>ICC</td>
<td>intraclass correlation coefficient</td>
</tr>
<tr>
<td>ICD</td>
<td>implantable cardiac defibrillator</td>
</tr>
<tr>
<td>ICER</td>
<td>incremental cost-effectiveness ratio</td>
</tr>
<tr>
<td>ICST</td>
<td>inhaled corticosteroid</td>
</tr>
<tr>
<td>IHEA</td>
<td>International Health Economics Association</td>
</tr>
<tr>
<td>INMB</td>
<td>incremental net monetary benefit</td>
</tr>
<tr>
<td>ISPOR</td>
<td>International Society for Pharmacoeconomic and Outcomes Research</td>
</tr>
<tr>
<td>ISTAHC</td>
<td>International Society of Technology Assessment in Health Care</td>
</tr>
<tr>
<td>IV</td>
<td>instrumental variable</td>
</tr>
<tr>
<td>MCMC</td>
<td>Bayesian Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>MI</td>
<td>myocardial infarction</td>
</tr>
<tr>
<td>MLM</td>
<td>multilevel modelling</td>
</tr>
<tr>
<td>NHAR</td>
<td>Nottingham Heart Attack Register</td>
</tr>
<tr>
<td>NHB</td>
<td>net health benefit</td>
</tr>
<tr>
<td>NICE</td>
<td>National Institute for Clinical Excellence</td>
</tr>
<tr>
<td>NMB</td>
<td>net monetary benefit</td>
</tr>
<tr>
<td>NSAID</td>
<td>non-steroidal anti-inflammatory drug</td>
</tr>
<tr>
<td>OLS</td>
<td>ordinary least-squares</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>PCI</td>
<td>percutaneous coronary intervention</td>
</tr>
<tr>
<td>PPP</td>
<td>purchasing power parity</td>
</tr>
<tr>
<td>PRAIS-UK</td>
<td>Prospective Registry of Acute Ischaemic Syndromes in the UK</td>
</tr>
<tr>
<td>PTCA</td>
<td>percutaneous transluminal coronary angioplasty</td>
</tr>
<tr>
<td>QALY</td>
<td>quality-adjusted life-year</td>
</tr>
</tbody>
</table>

**continued**
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoL</td>
<td>quality of life</td>
<td>4S</td>
</tr>
<tr>
<td>RCT</td>
<td>randomised controlled trial</td>
<td>WOSCOPS</td>
</tr>
<tr>
<td>RTI</td>
<td>respiratory tract infection</td>
<td></td>
</tr>
</tbody>
</table>

All abbreviations that have been used in this report are listed here unless the abbreviation is well known (e.g. NHS), or it has been used only once, or it is a non-standard abbreviation used only in figures/tables/appendices in which case the abbreviation is defined in the figure legend or at the end of the table.
Background

Given the increasing need for economic evidence to inform the resource allocation decisions of a range of decision-makers and in many jurisdictions, there is interest in the generalisability of economic evaluations, that is, the extent to which the results of a study based on measurement in a particular patient population and/or a specific context hold true for another population and/or in a different context. The context which is the primary focus of this report is the location in which the study was undertaken and/or the decision-maker for whom the study was undertaken. The focus of this report is economic evaluation as applied to health services.

Aims and objectives

The aim of the project was to review, and to develop further, the methods used to assess and to increase the generalisability of economic evaluation studies.

The specific objectives were to conduct:

1. A systematic review of methods literature on generalisability relating to economic evaluation to identify factors causing variability in cost-effectiveness between locations and over time, and the extent of that variability.
2. A systematic review of methods literature on economic evaluation relating to available methods to assess variability between locations and over time.
3. A systematic review of applied economic evaluation studies undertaken alongside multilocation trials to describe how studies have assessed and reported generalisability and variability in results between locations.
4. A series of case studies involving the secondary analysis of cost-effectiveness analyses undertaken alongside multilocation trials to explore the use of multilevel modelling to assess variability in cost-effectiveness between locations.
5. A structured review of economic evaluations based on decision analytic models in the field of osteoporosis to describe how studies have made their analyses relevant to particular decision-makers/jurisdictions and assessed how results might vary across locations.
6. A case study of a decision analytic model to illustrate methods to estimate cost-effectiveness for the NHS based on data partly collected in non-UK locations.

Methods

For Objectives 1 and 2 above, methodological studies relating to economic evaluation in healthcare were searched. This included electronic searches of a range of databases, including PREMEDLINE, MEDLINE, EMBASE and EconLit, and manual searches of key journals. Similar methods were used for Objectives 3 and 5 to identify applied economic studies. The case studies (Objectives 4 and 6) involved highlighting specific features of previously published economic studies related to generalisability and location-related variability. In the case of Objective 4, the case-study was based on the secondary analysis of three economic studies using data from randomised trials.

Results

Variability in cost-effectiveness by time and place

- The factor most frequently cited as generating variability in economic results between locations was the unit costs associated with particular resources.
- Some of the most frequently cited factors are as much associated with the measurement of effectiveness as with cost-effectiveness (e.g. the artificial characteristics of trials and patient case mix).
- No studies were identified which explicitly considered factors causing variability in the results of economic studies over time.
- Several authors have shown important variations between locations in the volume and cost of resource use and in cost-effectiveness.
Methods to assess variability in cost-effectiveness by time and place

• In the context of studies based on the analysis of patient-level data, regression analysis has been advocated as a means of looking at variability in economic results across locations. These methods have generally accepted that some components of resource use and outcomes are exchangeable across locations whereas others are not.
• Recent studies have also explored, in cost-effectiveness analysis, the use of tests of heterogeneity similar to those used in clinical evaluation in trials.
• The decision analytic model has been the main means by which cost-effectiveness has been adapted from trial to non-trial locations. Most models have focused on changes to the cost side of the analysis, but it is clear that the effectiveness side may also need to be adapted between locations.
• The review failed to identify a major literature on variability in cost-effectiveness over time, although an emerging literature using Bayesian decision theory may be of value.

Dealing with variability by location in economic studies alongside multilocation trials

• There have been weaknesses in some aspects of the reporting in applied cost-effectiveness studies. These may limit decision-makers’ ability to judge the relevance of a study to their specific situations.
• There was little use of the statistical approaches identified in the methods review to assess variability by location.
• The case study demonstrated the potential value of multilevel modelling (MLM). Where clustering exists by location (e.g. centre or country), MLM can facilitate correct estimates of the uncertainty in cost-effectiveness results.
• MLM also provides a means of estimating location-specific cost-effectiveness.
• The use of location-specific covariates in MLM can explain some of the variation in cost-effectiveness.
• An important policy issue is raised by this work: the extent to which location-specific estimates of incremental net benefit are useful to decision makers.

Use of decision analytic models to provide location-specific estimates of cost-effectiveness

• The review of applied economic studies based on decision analytic models showed that few studies were explicit about their target decision-maker(s)/jurisdictions.
• The studies in the review generally made more effort to ensure that their cost inputs were specific to their target jurisdiction than their effectiveness parameters.
• Standard sensitivity analysis was the main way of dealing with uncertainty in the models, although few studies looked explicitly at variability between locations.
• The modelling case study illustrated how effectiveness and cost data can be made location-specific. In particular, on the effectiveness side, the example showed the separation of location-specific baseline events and pooled estimates of relative treatment effect, where the latter are assumed exchangeable across locations.

Key recommendations

Economic evaluation using patient-level data

• At the design stage of a study, selection of study sites should ideally focus on those that are representative of the jurisdiction(s) for which economic data are required.
• There is value in collecting data on the characteristics of trial centres which could be used as covariates in regression models.
• The patients included in studies should reflect the normal clinical caseload, but it is important to collect a number of patient-level variables that could be used as covariates.
• Resource use data (e.g. hospital days) should be reported separately from the unit costs of those resources.
• MLM should be considered as a means of assessing the degree of clustering in cost and effectiveness data within trial locations. If clustering is extensive, MLM can reflect this characteristic at the analysis stage and generate location-specific estimates of cost-effectiveness.
• There remains an important role for sensitivity analysis in exploring the implications of variation in some parameters (e.g. unit costs and preference values).
• Reporting more information on the centres/countries in a study can assist decision-makers in interpreting the relevance of results to their situation.

Economic evaluation using decision analytic modelling

• Given the focus on a decision, any analysis should be clear about the specification of the decision problem and the relevant decision-maker(s) and jurisdiction(s).
• The overall analytical approach, model structure and data inputs should be appropriate to the relevant decision-maker(s).
• Where several sources of data exist for a particular parameter, these should be pooled in such a way that the uncertainty relating to their precision and possible heterogeneity (including that related to location) is reflected in the model.
• It is important to distinguish parameter uncertainty from variability or heterogeneity, where the latter is concerned with how parameter estimates vary across ‘contexts’.
• Probabilistic analysis, where data inputs are incorporated as random variables, is the appropriate means of handling parameter uncertainty.
• When a model is targeted at more than one decision-maker/jurisdiction, an important aspect of the analysis is to assess the variability in results between locations, for example, using sensitivity or scenario analysis.

Conclusions
A large number of factors are mentioned in the literature that might be expected to generate variation in the cost-effectiveness of healthcare interventions across locations. Several papers have demonstrated differences in the volume and cost of resource use between locations, but few studies have looked at variability in outcomes.

In applied trial-based cost-effectiveness studies, few studies provide sufficient evidence for decision-makers to establish the relevance or to adjust the results of the study to their location of interest. Very few studies utilised statistical methods formally to assess the variability in results between locations. In applied economic studies based on decision models, most studies either stated their target decision-maker/jurisdiction or provided sufficient information from which this could be inferred. There was a greater tendency to ensure that cost inputs were specific to the target jurisdiction than clinical parameters.

Methods to assess generalisability and variability in economic evaluation studies have been discussed extensively in the literature relating to both trial-based and modelling studies. Regression-based methods are likely to offer a systematic approach to quantifying variability in patient-level data. In particular, MLM has the potential to facilitate estimates of cost-effectiveness which both reflect the variation in costs and outcomes between locations and also enable the consistency of cost-effectiveness estimates between locations to be assessed directly. Decision analytic models will retain an important role in adapting the results of cost-effectiveness studies between locations.

Summary of recommendations for further research
Drawing on the material in this report, it is possible to summarise some important areas for further research. As far as possible, these have been placed in priority order.

• The development of methods of evidence synthesis which model the exchangeability of data across locations and allow for the additional uncertainty in this process. These methods should relate to all parameters relevant to economic evaluation.
• Assessment of alternative approaches to specifying multilevel models to the analysis of cost-effectiveness data alongside multilocation randomised trials.
• Identification of a range of appropriate covariates relating to locations (e.g. hospitals) in multilevel models.
• Further assessment of the role of econometric methods (e.g. selection models) for cost-effectiveness analysis alongside observational datasets, and to increase the generalisability of randomised trials.
Economic evaluation

The economic evaluation of healthcare technologies (including interventions and programmes) involves the comparisons of alternative options in terms of their costs and their consequences. Although a number of types of evaluation exist, the majority of applied studies have been cost-effectiveness or cost-utility studies where the differential cost of the options has been related to a range of intermediate effects or measures of health gain such as quality-adjusted life-years (QALYs). Full details of economic evaluation methods, as applied to healthcare, can be found elsewhere.

In recent years, there have been some important developments in economic evaluation. The first important development in economic evaluation has been its increasing prominence in healthcare decision-making. Although there is continued uncertainty about the role of economic evaluation studies in decision-making at the level of individual hospitals and health authorities, a number of healthcare systems are now using economic evaluation to make system-level decisions about which interventions to fund from collective resources. In the UK, the National Institute for Clinical Excellence (NICE) was set up with the issue of cost-effectiveness central to its mission. Economic evidence has been used for some years in Australia and Canada to establish whether new pharmaceuticals represent a cost-effective use of the resources available to the public healthcare system. More recently, a number of European countries, other than the UK, have developed an economic dimension to the regulation of healthcare technologies, including Portugal, Sweden and Finland. Even in the USA, the need to ensure efficient use of collective healthcare resources has led some health maintenance organisations to use formal economic criteria in decision-making about which interventions will cover.

The second development is the emergence of new economic evaluation methods in particular areas. These include alternative approaches to handling uncertainty in the context of studies based on patient-level data (e.g. randomised trials), and in decision models, and preference-based measures of health status which link data on patients’ health states, as collected in trials and similar studies, with the public’s health state preferences to facilitate estimates of QALYs. There remain, however, a number of important sources of controversy in the field, for example, the role and methods of productivity cost estimation and how to reflect equity considerations in economic evaluation.

One area of methodology on which much has been written but in which few new methods have emerged relates to the generalisability of economic evaluation. The increasing need for economic evidence to inform policy decisions, but the inevitable limits on the rate at which such studies can be undertaken and published, has raised questions about the extent to which the conclusions of a given study undertaken for one specific context hold true for others. This has also stimulated interest in new methods to assess quantitatively the extent of variability in results and to make adjustments across contexts. Examples of some of these questions are highlighted in Table 1.

| Common questions regarding the generalisability of economic evaluation studies |
|---------------------------------|------------------|
| **What factors within an economic evaluation might limit the generalisability of studies with respect to time and place?** |
| **Which of these factors are likely to have the greatest impact on the conclusions of the studies?** |
| **What methods have been and could be used in studies with patient-level data to quantify the degree of variability in cost-effectiveness between locations?** |
| **What methods have been and could be used to extrapolate cost-effectiveness from data collected in specific locations to others where such data were not collected?** |
| **What characteristics should an economic evaluation have in terms of overall design, data collection, analysis and presentation in order to maximise its generalisability?** |
| **What should be done at the time of the study to increase the endurance of the findings?** |
In the evaluation literature, generalisability has been used loosely and often interchangeably with other terms such as transferability, extrapolation and external validity. For the purposes of this study, generalisability is taken to refer to the extent to which the results of a study, as they apply to a particular patient population and/or a specific context, hold true for another population and/or in a different context. In the clinical evaluation literature, issues of generalisability focus mainly on the characteristics of patients in a given study and how representative they are of a broader population. The context which is the primary focus of this report is the location in which the study was undertaken and/or the decision-maker for whom the study was undertaken. Of course, location and patient characteristics are interrelated in that the cost-effectiveness of an intervention might vary between locations because those locations treat different types of patient. However, generalisability across locations also depends on the extent of variability in other factors such as the organisation of a healthcare system and the prices of particular inputs into healthcare. Although the focus of the study is generalisability with respect to location, there is also consideration of generalisability when the ‘context’ refers to different time periods.

Alternative vehicles for economic evaluation

In considering issues of generalisability in economic evaluation, it is important to distinguish two types of ‘vehicle’ for economic evaluation – studies collecting patient-level data and decision analytic models. A large number of economic evaluation studies are based on patient-level data on resource use and outcomes which are taken from a single study. Economic evaluation alongside a single randomised trial is probably the most prevalent example of this type of study. In contrast, the decision analytic model estimates the cost-effectiveness of alternative interventions by synthesising aggregated data from a range of different sources including single trials, meta-analyses of trials, observational studies and surveys. Decision models represent an important approach to economic evaluation as they provide a framework within which all forms of uncertainty can be explicitly quantified and its implications assessed.

These different approaches to economic evaluation raise different questions concerning generalisability. The trial-based economic evaluation seeks to estimate costs and effects in a sample of patients and locations which it hopes will be representative of a broader context. Hence key questions relating to generalisability in trial-based economic evaluation include:

- How representative is the trial sample of the patient population from which it is drawn (i.e. in the recruiting centres)?
- How representative of the relevant patients outside the recruiting centres is the trial sample?
- How representative of all centres in a particular jurisdiction are those recruiting into a trial?
- In multicentre/multinational trials, how much variability in costs, effects and cost-effectiveness was there between locations?

The use of decision modelling as a vehicle for economic evaluation typically sets out to provide information to particular decision-makers or jurisdictions. However, to the extent that these jurisdictions include a range of contexts (e.g. patient subgroups and locations), many of the questions raised above, for trial-based studies, also apply to models. There are, however, additional questions relating to generalisability and variability in models, and these include:

- Have the analysts been explicit in defining the decision maker(s) or jurisdiction(s) which their model is seeking to inform?
- Are the input parameters in that model the most appropriate for those particular decision-makers/jurisdictions?
- To what extent have the analysts sought to explore how robust their conclusions are to alternative input parameters that might apply to other decision-makers/jurisdictions?
- Have the analysts sought to adjust those input parameters, which have been estimated in different locations, to be appropriate for the target jurisdiction? What methods have been employed for such adjustment?

The importance of generalisability

A greater understanding of generalisability in economic evaluation has potential benefits for three main groups: investigators, decision-makers regarding service provision and research funding bodies. From the investigators’ viewpoint, there is value in information regarding the elements of an economic evaluation which are likely to vary across locations in such a way as to alter the conclusions of a particular analysis. Investigators
will also benefit from the identification and development of methods to assess the extent of variability in cost-effectiveness between locations and its implications for results and methods to extrapolate the results of a given study to locations for which the analysis was not originally intended.

Decision-makers concerned with service provision face two important questions in assessing available economic studies. First, are the methods employed in the study appropriate and are the results valid? Second, if the results are valid, would they apply to the populations and settings for which the decision maker has specific policy responsibilities. Given the plethora of different decision-makers at different levels of various healthcare systems, it will never be possible for each to mount their own economic evaluation from scratch, and most will need to interpret available studies. Therefore, the sorts of questions outlined above for both trials and models will need to be addressed by this group.

In general terms, whether funding an economic evaluation is worthwhile for the research funder will depend on the degree of uncertainty in existing cost-effectiveness evidence and the implications of that uncertainty. Part of the process of quantifying the uncertainty in existing evidence is the extent to which available data have been generated in the relevant jurisdiction and, if not, extrapolating from those data. This process is often undertaken informally based on judgement in the face of evidence reviews, but analytical methods are able to inform this process with the additional uncertainty associated with taking evidence from other locations being explicitly reflected in those methods. In reviewing trial proposals, funders will also be concerned with the likely generalisability of the study for their relevant jurisdiction; for decision models, the appropriateness of the parameter inputs for their jurisdiction will be a concern. Hence the sort of questions outlined above will need to be addressed, but at the stage of design rather than after the analysis.

The study’s focus

The focus of this report is economic evaluation as applied to health services. However, given that the cost-effectiveness of an intervention is closely related to its effectiveness, there is inevitable overlap between issues of generalisability in economic analysis and those relating to clinical evaluation. This project did not, however, review the wider literature on generalisability in clinical trials or epidemiology. In part, this is because the NHS Health Technology Assessment Programme has already funded work in these areas. A number of important methodological topics, which have important implications for evaluative health services research in general are not, therefore, formally reviewed in detail here. However, we did seek to acquire a broad understanding of some of these methods by talking to experienced researchers in this field. These methods include, for example, comprehensive cohort designs, multilevel models and selection models. However, some of these concepts and research areas have now been applied to economic evaluation and, by virtue of this, they are included in specific parts of this report.

The project also did not look at literature outside health and healthcare. In principle, issues of generalisability and transferability are relevant in areas such as operations research and transport and environmental evaluation, but the extent of literature searching necessary to understand and present this literature systematically was considered too great to be part of this project. Again, we discussed the issues with experienced researchers in these fields to get a broad understanding of the insight these disciplines might provide. Although we cannot discount the possibility that important and, as yet, unidentified concepts have been developed in these areas which would have potential value in economic evaluation in health, our discussions with experts suggested this was unlikely to be the case.

Aims and objectives

The aim of the project reported here was to review and to develop the methods used to assess and to increase the generalisability of economic evaluation studies.

The specific objectives of the report are detailed below. Each objective has been addressed in one of the following chapters, which are also indicated.

- A systematic review of economic evaluation literature on generalisability to identify factors causing variability in cost-effectiveness between locations and the extent of that variability (Chapters 2 and 3).
- A systematic review of economic evaluation literature on available methods to assess
variability, and to extrapolate, between locations (Chapters 2 and 4).

- A systematic review of applied economic evaluation studies undertaken alongside multicentre randomised trials to describe how studies have assessed and reported generalisability and variability in results across locations (Chapter 5).

- A series of case studies involving the secondary analysis of cost-effectiveness analyses undertaken alongside multilocation randomised trials to explore the use of multilevel modelling to assess variability in cost-effectiveness between locations (Chapter 6). These case studies were based on multilocation trials for which we had patient-level data available.

- A systematic review of economic evaluations based on decision analytic models to describe how studies have made their analysis relevant to a particular decision-maker/jurisdiction and assessed how results might vary across location (Chapter 7). This review is based on a particular clinical area – osteoporosis – which we considered exhibited a number of valuable features for the exercise, for example, the large number of cost-effectiveness models in the area and the likely variability in some parameters between countries and other locations.

- A case study of a cost-effectiveness study based on a decision analytic model to illustrate available methods to estimate cost-effectiveness for the NHS based on extrapolation from data collected in non-UK locations (Chapter 8). This case study was selected as it raises a number of issues about the transferability of data between locations.

- A set of recommendations regarding the design, execution and reporting of economic evaluation studies to increase their generalisability and to facilitate an assessment of variability in cost-effectiveness across locations (Chapter 9).
Chapters 2–4 detail a systematic review of health economics literature relating to generalisability in economic evaluation in the healthcare field.

The objectives of the review were:

- To identify factors that affect the generalisability and transferability of economic evaluation results.
- To identify published economic evaluations which have sought to estimate variability between locations and over time.
- To identify and review proposed methods to increase the generalisability of economic evaluations.
- To identify previously published studies that illustrate the application of proposed methods to increase the generalisability of economic evaluations.
- To identify on the basis of the review methods that require dissemination and areas where further methods need to be developed.

The ‘dimensions’ of generalisability that were of interest were principally those relating to geographical setting – that is, the extent of variation in economic results between geographical locations. However, issues relating to variability in results across time were also considered.

This chapter outlines the review methodology, Chapter 3 discusses conceptual papers on factors affecting generalisability and empirical papers estimating variability and Chapter 4 discusses papers dealing with methods to analyse variability or increase generalisability.

Overview

A systematic and replicable search strategy was devised to search for relevant articles under the four categories below:

- conceptual papers on methods to increase generalisability in such studies
- empirical papers estimating variability in economic evaluation results between locations or across time
- empirical applications of methods to increase generalisability in economic evaluation.

It was expected that the majority of the key papers would be identified in methods journals specific to the field of economic evaluation and health technology assessment. The search was not, however, limited to these sources, and included publications in the epidemiological, statistical and policy fields, although here papers were sought which related specifically to economic evaluation. Journal articles comprised the main body of the literature but all sources, including books, reports and conference papers, were considered for inclusion.

Inclusion criteria

The inclusion criteria that were relevant to the review are defined formally below:

1. Conceptual papers on factors affecting generalisability
   (a) Including ‘think pieces’ and reviews of methods papers.
   (b) Papers considering factors relating to one or both of the two dimensions (time or location) of generalisability.
   (c) Factors which affect cost-effectiveness through an impact on resource use and/or outcomes of healthcare interventions.

2. Conceptual papers on methods to increase generalisability
   (a) Papers considering methods to increase one or both of the two dimensions of generalisability (time or location).
   (b) Methods seeking to increase generalisability in cost-effectiveness estimates through an effect on resource use and/or outcomes of health care interventions.

3. Empirical papers estimating variability in results between locations or across time
(a) Papers quantifying variability by location or time.
(b) Empirical papers where it was judged that variability by time or location was estimated as one of the primary objectives or primary or principal analyses, or for purposes other than assessment of the uncertainty of the data (i.e. sensitivity analysis).
(c) Excluding applied economic evaluations that looked at variability as a sensitivity analysis other than by location or over time.
(d) Excluding studies which looked at variability by patient subgroups without explicitly linking this to time or place.
(e) Excluding qualitative descriptions of variability.

4. Empirical application of methods to increase generalisability in economic evaluation

(a) Empirical papers with the objective of illustrating, testing or appraising a method to increase generalisability in cost-effectiveness by location or time.
(b) Papers based on actual data rather than hypothetical estimates.
(c) Excluding applied economic evaluations that assessed generalisability as a secondary consideration (e.g. sensitivity analyses)

Two further exclusion criteria were also employed:

- Papers prior to 1985. Scoping searches indicated that it was very unlikely that relevant economic evaluation literature existed prior to this date.
- Non-English language papers.

Search strategy

Electronic databases
The search strategy used a variety of approaches. The main part was undertaken using electronic databases, but references were also obtained by other methods, such as handsearching journals, recommendations from the expert panel and citation searches. Once identified, references were managed, and duplicate entries identified, using an EndNote Version 5.0 database.

A set of search terms was identified and used to search a selection of electronic bibliographic databases. The searches aimed to find papers relating to generalisability over location or time in relation to economic evaluations. The searches were restricted to 1985 onwards, and no language restrictions were applied at the search stage to enable an approximate estimate of the size of the non-English language literature to be obtained.

The search strategies were updated periodically and, in total, three sets of searches were conducted. All the references were imported into an EndNote library and were de-duplicated. The databases searched included a range of health-related databases, PREMEDLINE, MEDLINE and EMBASE, and also some specialist economics databases: EconLit, Economic Working Papers Database, Health Economic Evaluation Database (HEED) and the NHS Economic Evaluation Database (NHS EED). The NHS EED database was searched using the CRD administration database, which is more current and broader than the public version of NHS EED. In addition, the in-house catalogue of the Centre for Reviews and Dissemination/Centre for Health Economics Information Service (CRD/CHE) was also searched. The Conference Papers Index (CPI) was searched for conference presentations to widen the search for unpublished material. The search strategies for all of the databases are contained in Appendix 1.

Handsearches of journals
Selected journals were also searched by hand from 1985 onwards. The following journals were included: (British) Journal of Medical Economics, Controlled Clinical Trials, Health Economics, Health Economics in Prevention and Care, Health Policy, International Journal of Technology Assessment in Health Care, Journal of Health Economics, Medical Decision Making and Pharmacoeconomics, Value in Health.

Citation searches
Citation searches were carried out on 13 key articles using the Social Science Citation Index (SSCI) via Web of Science. The articles selected were those thought to be the most commonly cited ones discussing factors affecting generalisability and relevant methodological issues.¹⁶,²⁴–³⁴

Bibliographies of included articles
The bibliographies of all papers fulfilling the inclusion criteria were examined and potentially relevant papers were acquired.

Articles from experts
At meetings of the project’s Expert Advisory Group, members were asked to identify further potentially relevant articles.

Articles from conferences
In addition to the CPI, some key conference proceedings and abstract books were searched.
from 1996 to 2001. The following conferences were included: International Society of Technology Assessment in Health Care (ISTAHC), International Health Economics Association (IHEA), International Society for Pharmacoeconomics and Outcomes Research (ISPOR) and the UK Health Economists’ Study Group (HESG).

Sifting and data extraction

Titles and, where available, abstracts, from all the searches were sifted independently by two researchers to identify potentially relevant papers; any difference of opinion was settled by discussion. Hard copies of all potentially relevant papers were obtained. These were then studied against the inclusion criteria set out above, and a final set of papers for data extraction was identified.

Once a paper was identified as being relevant, it was classified into one or more of the four categories above. Information from included papers was extracted by one Research Fellow (FSP) using a review pro forma which had been developed based on the objectives of the project (see Chapter 1) and the researchers’ prior knowledge of the area, and piloted using a sample of eight papers. The items in the pro forma were the column headings in the tables in Appendix 2.

Table 2: Breakdown of sources of articles identified and included from electronic databases

<table>
<thead>
<tr>
<th>Database</th>
<th>Host</th>
<th>Dates covereda</th>
<th>Identifiedb</th>
<th>Included</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>Silverplatter/ARC</td>
<td>1980–Nov. 2001</td>
<td>1108</td>
<td>21</td>
</tr>
<tr>
<td>PREMEDLINE</td>
<td>PubMed</td>
<td>Up to 4 Feb. 2002</td>
<td>121</td>
<td>0</td>
</tr>
<tr>
<td>EconLit</td>
<td>Silverplatter/ARC</td>
<td>1969–Nov. 2000</td>
<td>1542</td>
<td>1</td>
</tr>
<tr>
<td>HEED</td>
<td>CD-ROM</td>
<td>Jan. 2002 issue</td>
<td>248</td>
<td>16</td>
</tr>
<tr>
<td>Economic Working</td>
<td><a href="http://econwpa.wustl.edu:80/months/hew">http://econwpa.wustl.edu:80/months/hew</a></td>
<td>Up to 6 May 2002</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Papers Database</td>
<td><a href="http://ideas.uqam.ca/">http://ideas.uqam.ca/</a></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="http://netec.mcc.ac.uk/BibEc.html">http://netec.mcc.ac.uk/BibEc.html</a></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRD/CHE Catalogue</td>
<td>CAIRS</td>
<td>Up to 5 Feb. 2002</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>CPI</td>
<td>Dialog</td>
<td>1973–Feb. 2002</td>
<td>274</td>
<td>0</td>
</tr>
</tbody>
</table>

a Papers with publication dates from 1985 onwards were sought, but the databases were searched from as far back as possible.
b Prior to de-duplication. After de-duplication, there were 3353 records.

Table 3: Breakdown of sources of articles identified and included from handsearches and conferences proceedings/databases

<table>
<thead>
<tr>
<th>Journal/conference</th>
<th>Dates covered</th>
<th>Included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>British Journal of Medical Economics</td>
<td>1993–2001</td>
<td>0</td>
</tr>
<tr>
<td>Controlled Clinical Trials</td>
<td>1990–2001</td>
<td>3</td>
</tr>
<tr>
<td>Health Economics</td>
<td>1992–2001</td>
<td>3</td>
</tr>
<tr>
<td>Health Economics in Prevention and Care</td>
<td>2000–2001</td>
<td>1</td>
</tr>
<tr>
<td>Health Policy</td>
<td>1993–2001</td>
<td>2</td>
</tr>
<tr>
<td>Journal of Health Economics</td>
<td>1990–2001</td>
<td>0</td>
</tr>
<tr>
<td>Medical Decision Making</td>
<td>1997–2001</td>
<td>1</td>
</tr>
<tr>
<td>Pharmacoeconomics</td>
<td>1992–2001</td>
<td>8</td>
</tr>
<tr>
<td>Value in Health</td>
<td>1998–2001</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>1990–2001</td>
<td>7</td>
</tr>
<tr>
<td>Conferences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK HESG</td>
<td>1998–2001</td>
<td>2</td>
</tr>
<tr>
<td>ISTAHG</td>
<td>1997–2001</td>
<td>0</td>
</tr>
<tr>
<td>ISPOR</td>
<td>1998–2001</td>
<td>4</td>
</tr>
<tr>
<td>IHEA</td>
<td>1999–2001</td>
<td>6</td>
</tr>
</tbody>
</table>
Papers identified

The electronic search generated 4037 references in total which, after duplication, amounted to 3353 unique papers. Of these, 304 articles were retrieved, of which 65 were considered to be consistent with the inclusion criteria and were formally included in this review. In addition, 31 articles were identified through handsearches, 12 papers through a review of conference proceedings/databases and one article from the biographies of included papers. Citation searches generated 318 articles from the 13 key references. When these citations were reviewed, all the relevant references were found to have been previously identified. In total, 109 articles were included in the review. Details of the sources of identified and included articles are provided in Table 2 (for electronic databases) and Table 3 (for other sources).
Chapter 3

A systematic review of methodological literature: factors affecting variability and empirical papers estimating variability in economic evaluations

This chapter discusses papers that explore variability in one of two ways: first, those that consider variability in conceptual terms by identifying factors that might affect cost-effectiveness results between geographical locations or over time; and second, several papers report empirical studies that attempt to estimate the variability in cost-effectiveness results, either between geographical locations or over time. In both cases most of the literature relates to variability by geographical location.

Conceptual papers on factors affecting generalisability

Basic results
The papers considered in this section are those that considered factors that are likely to generate variability in cost-effectiveness results between locations or across time. A number of authors have suggested a whole range of potential factors that might influence geographical variability in cost-effectiveness results. Of the 109 papers included in the overall review, 36 studies consider sources of variability in conceptual terms. Appendix 2A summarises each of these papers in terms of their objectives, whether or not they used formal systematic review methods, whether they were focused on a particular vehicle for economic evaluation (e.g. trial or decision model), whether the paper concentrated specifically on issues relating to the generalisability of economic studies in the NHS, which factors the papers identified as potentially generating variability and which dimension of generalisability was considered (i.e. by location or time). The table shows that none of the studies used formal systematic review methods as part of their reviews; 50% of studies focused on issues of variability relating to trial-based economic evaluation, 3% on issues concerning economic studies based on models, with the remainder (47%) not focusing on any particular framework. All of the papers considered factors affecting geographical variability in economic studies and, of these, 32% also provided some discussion of factors impacting on variability over time in the results of economic studies.

Potential causes of variation in cost-effectiveness between locations
Papers looking at potential sources of variation by location are summarised in Appendix 2A. The factors identified in the papers are summarised in Table 4. It can be seen there is a fair degree of consistency between authors. The most frequently mentioned factor is the absolute or relative prices of resources, that is, the unit costs used to translate measures of physical resource use into costs in monetary terms. This is clearly an economic variable in the sense that it is used in economic evaluations, but not in clinical assessments (e.g. effectiveness analyses from randomised trials). However, it is interesting that the next most frequently cited factors are likely to be relevant to clinical evaluation in addition to economic evaluation: clinical practice variations; the artificial conditions existing in the centres from which study patients are drawn, when compared to routine practice; and the skills and experience of staff. Other factors frequently referred to were variations in resource use between centres, demography and differences in the organisation of the healthcare system.

The key factors considered important as a source of geographical variability are now discussed in more detail. These have been arranged into four groups: patient factors, clinician factors, healthcare system factors and wider socio-economic factors.

Patient factors (B, D, H, L in Appendix 2A)
In economic evaluation generally, arguably the most important source of variation in cost-effectiveness is between subgroups of patients defined in terms of demographic and clinical factors. For example, age can have an impact on cost-effectiveness. For this reason, patient subgroup analysis presents an important challenge to economic evaluation methodologically and in terms of policy.
important source of patient-level variation feeds through to centre or country variations in cost-effectiveness if these subgroups of patients are not evenly distributed between locations. This can partly be explained in terms of demography, where local populations differ with respect to age structure, life expectancy, gender, genetic make-up and lifestyle. These characteristics will affect the presentation of disease and thus the cost-effectiveness of healthcare programmes.\textsuperscript{31, 36–42}

Related to demographics, variation between locations may also be due to differences in epidemiology, that is, differences in the incidence and prevalence of diseases and subgroups of diseases. This can create different case-mixes between locations which may affect the cost-effectiveness of treatment.\textsuperscript{30, 31, 39, 41} Although it is likely that there are differences between countries, differences may also exist within countries. Drummond and colleagues\textsuperscript{1} suggest that preventive programmes are more likely to be cost-

<table>
<thead>
<tr>
<th>Factor</th>
<th>Definition</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute/relative costs</td>
<td>Unit costs/prices of inputs into healthcare</td>
<td>1, 16, 27, 30–32, 39, 41, 45, 47, 50, 51, 53–60, 109, 110</td>
</tr>
<tr>
<td>Artificial study conditions</td>
<td>Research environment versus routine practice</td>
<td>16, 35, 37, 38, 40, 46, 50, 60–63, 111, 112</td>
</tr>
<tr>
<td>Capacity utilisation</td>
<td>Level of utilisation of inputs into healthcare</td>
<td>1, 16, 38, 40, 51, 53</td>
</tr>
<tr>
<td>Case mix</td>
<td>Clinical and socio-demographic characteristics of patients undergoing treatment</td>
<td>16, 38, 46, 50, 51, 58, 63, 113</td>
</tr>
<tr>
<td>Clinical practice variation</td>
<td>Variation in how healthcare is delivered</td>
<td>1, 16, 27, 31, 32, 36, 39–41, 54, 56–59, 61–64, 110</td>
</tr>
<tr>
<td>Compliance</td>
<td>Adherence to treatment regimen</td>
<td>39, 40, 44–47, 50, 58, 114</td>
</tr>
<tr>
<td>Culture/attitudes</td>
<td>As affecting clinical practice</td>
<td>39, 45, 62, 63</td>
</tr>
<tr>
<td>Demography</td>
<td>Patient non-clinical characteristics, e.g. sex, age</td>
<td>1, 31, 35–37, 39–41, 43</td>
</tr>
<tr>
<td>Disease interaction</td>
<td>Association of primary disease with risk factors, other morbidity/mortality</td>
<td>38, 46, 50</td>
</tr>
<tr>
<td>Economies of scale</td>
<td>Greater levels of ‘production’ leads to lower costs</td>
<td>38, 40, 51, 59</td>
</tr>
<tr>
<td>Epidemiology</td>
<td>Incidence/prevalence of disease</td>
<td>1, 30, 31, 39, 41, 51</td>
</tr>
<tr>
<td>Exchange rates</td>
<td>Conversion rate of different currencies</td>
<td>50, 54</td>
</tr>
<tr>
<td>Geographical setting</td>
<td>Location such as country, type of facility</td>
<td>37, 39, 50, 53, 59, 62, 109, 111, 112</td>
</tr>
<tr>
<td>Health state valuations</td>
<td>Individuals’ preferences for particular levels of health</td>
<td>16, 50</td>
</tr>
<tr>
<td>Healthcare resources</td>
<td>Inputs into health delivery, e.g. personnel, equipment</td>
<td>1, 27, 31, 32, 38, 40, 41, 45, 47, 53, 54, 58, 63, 64, 113</td>
</tr>
<tr>
<td>Healthcare system</td>
<td>Regulatory and organisational infrastructure</td>
<td>1, 32, 38–40, 45–47, 50, 51, 55–57, 59, 110, 113</td>
</tr>
<tr>
<td>Historical differences</td>
<td>History of organisation/practice</td>
<td>46</td>
</tr>
<tr>
<td>Incentives</td>
<td>Financial and other factors which affect individuals’ and organisational behaviour</td>
<td>1, 27, 31, 41, 50, 51</td>
</tr>
<tr>
<td>Industry-related bias</td>
<td>Sponsor influence on study results</td>
<td>37, 56</td>
</tr>
<tr>
<td>Joint production</td>
<td>Inputs into healthcare delivery are shared between different units/departments</td>
<td>38, 53</td>
</tr>
<tr>
<td>Opportunity cost</td>
<td>Health benefits forgone by use of a resource in a particular way</td>
<td>50</td>
</tr>
<tr>
<td>Perspective</td>
<td>Viewpoint of economic analysis</td>
<td>27, 36, 51</td>
</tr>
<tr>
<td>Skills/experience</td>
<td>Level of training and experience of health professional</td>
<td>36–40, 45, 50, 53, 55, 58–60, 64, 112, 113</td>
</tr>
<tr>
<td>Technological innovation</td>
<td>Advancement of technology/practice</td>
<td>36, 47, 53</td>
</tr>
<tr>
<td>Timing of economic evaluation</td>
<td>Stage of conduct of study in the development of the technology</td>
<td>43, 57</td>
</tr>
<tr>
<td>Treatment comparators</td>
<td>Available treatment options</td>
<td>1, 27, 30, 37, 43, 50, 57</td>
</tr>
</tbody>
</table>
effective in populations where the incidence of the ‘target’ disease is high.

Even if demographics and epidemiology are similar between locations, the characteristics of those patients who are treated may vary. This difference in case mix can be due to different thresholds being used to judge which patients undergo treatment. Within regions of individual countries, differences between centres in terms of case mix can also be due to specialisation – for example, some centres may choose to focus on more complex cases.

One source of variability relates to the differences between those centres which typically undertake research studies, such as clinical trials, and those which do not. This is a special case of variability by location in that it implies that measurements undertaken in those centres (e.g. clinical effects and resource use) may not be a realistic prediction of what might emerge should the relevant interventions be undertaken in other (i.e. non-study) centres. These differences exist at the level of the patient, the clinician and the healthcare system. At the patient level, many studies (particularly pivotal clinical trials which are undertaken to secure regulatory licences for new pharmaceuticals) recruit particular types of patients to further the objectives of the study, rather than recruiting a group which is broadly representative of the relevant patient population.43 For example, regulatory trials often include more high-risk patients in order that the baseline risk of a given clinical event is higher, which gives more scope for a greater absolute treatment effect.19,43 Furthermore, these trials also often exclude patients with co-morbidity.

One characteristic observed in clinical research which may not be replicated in routine practice is patients’ levels of compliance. In general, compliance is expected to be higher in the study environment where patients are closely supervised. Both the treatment effect and cost can vary with compliance in the case of a drug therapy, and it is arguably the most important element responsible for differences that exist between the effectiveness and efficacy of an intervention.44 The consequence of non-compliance is likely to be increased resource utilisation (such as hospitalisation costs, prescription changes, diagnostic tests, consultations and more frequent visits) owing to reduction in efficacy and associated risk in therapeutic failure. If compliance is higher in research than routine practice, then economic studies based on clinical trials may underestimate costs.38–40,45–47 Differences in education levels and cultural factors may also directly affect compliance and hence could impact upon the implementation of different strategies for treatment and their cost-effectiveness. For example, in certain countries people have objected to residual house spraying with an insecticide for malaria eradication because of factors such as the inconvenience. As a result, the WHO now recommends spraying in certain circumstances, therefore causing the cost-effectiveness to differ from settings of more general use.39

**Clinic factors (B, E, W in Appendix 2A)**

Clinicians can influence the effectiveness, cost and cost-effectiveness of interventions. This ‘clinician effect’ is probably less likely to manifest itself in terms of the cost-effectiveness of pharmaceutical therapies, where the intervention is usually standardised and the clinician has less opportunity to influence the process of care. In other types of interventions – for example, surgical treatments – the effect of clinician is an integral part of the treatment. With such interventions, variation in the skill and experience of the clinician can have a marked effect on the process of care and the outcomes. This has also been referred to as ‘practice style’ – the concept that it is the physician’s habits and beliefs about the efficacy of particular forms of care.48 However, the clinician effect is typically not easy to quantify within clinical or economic evaluations. Hence observational data have been the focus of this type of research and the results have been contentious.49 To the extent that centres and/or countries differ in respect of factors such as the skill and experience of their clinicians, such a ‘clinician effect’ may manifest itself in terms of variations in cost-effectiveness between locations.

In part, variation in how clinical staff perform can be due to the fact that healthcare systems differ in terms of the incentives that they offer to staff.1,27,31,41,50,51 For example, in a fee-for-service environment, physicians are paid a fee per item of service, and hospitals are reimbursed by the number of cases in each category treated. It has often been suggested that physicians operating under a fee-for-service system are more likely to generate extra demand for their services, whereas those paid by salary or capitation are more likely to limit demand.52

**Health care system factors (A, B, C, E, P in Appendix 2A)**

Regardless of the characteristics of patients or clinicians, there remain numerous differences
between countries and centres in terms of healthcare delivery. As shown in Table 4, variation in prices is the most frequently cited source of geographical variability in economic studies. Economic theory suggests that there are a number of elements that influence the cost of a good or service. These include the technology involved in production, the rate of substitution between labour and capital, the types and cost of resource inputs (e.g., labour and capital) used in production and the overall level of productive output. Because these and other elements are likely to vary between institutions and geographic locations, it is natural that variations exist in unit costs. Although it might be expected that this variation would be more pronounced internationally, the economic factors that give rise to variability in prices may also exist between centres (e.g., hospitals) within countries. Within-country variation is likely to be particularly pronounced in large and economically heterogeneous countries.

Variation in unit costs, without accompanying differences in the actual resources used, would be expected to affect only those study parameters relating to costs. It is unlikely that parameters related to health-related outcomes would be affected by differences in unit costs, unless they lead to a different mix of inputs. However, it is possible that differences in general and relative price levels for healthcare resources may affect the ranking of alternatives in a given economic evaluation with likely consequences for policy decisions.

Clinical practice and conventions are known to differ widely both within and between countries. One aspect of this variation relates to the healthcare system and the local organisational and/or service delivery characteristics. For example, specialised medicine is predominantly hospital-based in the UK, whereas the French healthcare system has many community-based specialists. Variations in practice patterns can affect the presentation (through differential work-up of patients and differential treatment thresholds) and outcomes of the disease, and in turn can affect, or be affected by, the relative costs of care in different countries. Another aspect of this source of variability relates to the distribution and availability of healthcare facilities, which in turn leads to differences in clinical practice since physicians may face different ranges of treatment options. Such differences will lead to variations in the choice of appropriate comparators in economic studies, and could lead to results that are very different, either in terms of effectiveness or costs.

Some important research on the relationship between hospital characteristics and costs has been undertaken. In the context of economic evaluations comparing peripheral blood stem cell transplantation with autologous bone marrow transplantation as support for high-dose chemotherapy, Neymark and Rosti examined whether systematic differences in practice could be explained by differences in factors such the type of institution, the centre’s cumulative experience in the field of interest or the budget mechanisms of hospitals. Based on a questionnaire sent to 162 centres (60% hospitals, 14% cancer centres, 26% general hospitals), considerable variations were observed with respect to all aspects of patient management and technical procedures investigated. It was concluded that economic evaluations in the area cannot be generalised from one setting to another without careful examination of the procedures and strategies followed in each setting.

An important reason for variation in cost (and perhaps cost-effectiveness) between centres and countries is variation in resource use. For example, both Postma and colleagues and Rhodes and colleagues found variations in average length of stay when an identical treatment was implemented in similar populations in several countries simultaneously. In part, this variation is a result of other factors discussed in this section such as clinical practice variations. It can also be a result of differences between centres/countries in the price (unit cost) of resources. For example, if the price of expert medical staff is extremely high relative to other staff, decisions might be made to use less expensive nursing staff to undertake all or some of the duties which medical professionals undertake in other centres or healthcare systems. This potentially complex relationship between the price of particular resources and the volume with which they are used in producing healthcare is central to understanding the constraints on generalisability in healthcare and attempting to assess variability between locations.

Other factors that might result in variability in the type and volume of resources used between locations are heterogeneity in training and education and capital expenditure in previous years. There is evidence to suggest that physicians with more years of experience turn out to be significantly more costly, with differences in costs much larger than could be expected based on salary differentials alone.
An important influence on the pattern, volume and cost of resources is the capacity within a healthcare provider (system or centre) and the scale at which it operates.\textsuperscript{16,38,40} For example, differences in the intensity with which a given fixed resource (e.g. a hospital or an item of equipment) are utilised will result in the variation in the cost per patient treated. A report by the Nuffield Institute for Health concluded that economies of scale are more likely to exist in acute hospitals with 100–200 beds, whereas diseconomies of scale are likely to exist in hospitals with more than 300–600 beds.\textsuperscript{67} Consistent with this, Cowing and colleagues have shown that in small hospitals (fewer than 100 beds), there is little evidence of significant economies of scale.\textsuperscript{58}

The total volume and value of resources available to deliver healthcare will vary between and within countries. For example, in 1999 the UK devoted 7\% of its gross domestic product to healthcare compared with 13.7\% in the USA, 10.5\% in Germany, 9.5\% in Canada and 8.4\% in Italy.\textsuperscript{69} This source of variation will impact on a number of the factors already considered, such as variation in the type of resource used for particular interventions, the prices of resources and potentially the skill and experience of clinicians. Another implication is that there will be variation by location in the willingness to provide additional resources for a given unit of health gain. For example, if a new intervention for lung cancer becomes available which has a marked effect on health outcomes but at significant additional cost compared with standard treatment, less well resourced systems/centres will have to give up more of what they currently provide to patients across all diseases to afford the new cancer intervention compared with systems/centres with greater resources. In other words, the opportunity cost of taking on new healthcare interventions will be higher in less well resourced locations, to the extent to which they may be unwilling to make the investment. As O’Brien has noted, there is no obvious reason why all countries (or indeed locations within countries) should value health relative to other goods at the same rate.\textsuperscript{50} This will show itself in variations in funding decisions between locations on the basis of the same cost-effectiveness data from studies and this, in turn, will feed into variation between locations in terms of the appropriate comparators for future studies.

Finally, the variation in the results of economic studies undertaken in research settings and those that would emerge in routine practice partly relates to the level of the healthcare system. In other words, some healthcare systems are more likely to engage in the sort of research (e.g. clinical trials) which will feed into economic studies than others. However, the evidence with respect to how research settings influence unit costs is ambiguous. Soderlund and colleagues discovered that teaching status and higher labour input had little impact on costs,\textsuperscript{70} but regression studies have found higher costs in teaching hospitals.\textsuperscript{71}

**Wider socio-economic factors (G, O in Appendix 2A)**

A number of the factors referred to in Table 4 relate to variation between locations in terms of more general socio-economic factors than the characteristics of their patients, clinicians or healthcare system. One factor relates to the willingness of a region/country to devote resources to healthcare, and this feeds into a system’s ability to fund new interventions as discussed in the last section. Another broader factor which may lead to variation between locations in the results of economic studies is the health-related preferences of the population such as those reflected in health state utilities used to calculate QALYs.\textsuperscript{50} To the extent that the cost-effectiveness of an intervention is assessed using the preferences of a sample of the wider community rather than patients, any variation in the preferences between countries/regions may be reflected in the results of studies. There has been relatively little exploration of the extent to which health state preference values vary by geographical location and no formal analyses were identified in the systematic search. However, the research to date on health state ‘utilities’ suggests that the mean values for different health states do not vary greatly between locations.\textsuperscript{72} Although the incorporation of a population’s equity-related attitudes into applied economic evaluations currently remains an area of methodological, rather than applied, research, it is possible that populations will differ in the attitude towards whether more weight should be given to particular subgroups of the population.\textsuperscript{73}

**Factors affecting variation over time**

The factors that may lead to variability in the results of economic studies across time have been explicitly considered far less frequently in the methods literature. Appendix 2A indicates that only 11 (32\%) of the papers included in the review referred to factors which may explain this type of variation. However, it should be noted that most of the factors discussed in the last section relating to geographical variation in the results of economic studies can also vary over time. For example, the results of an economic evaluation of
a given intervention undertaken 10 years ago may vary from a similar study undertaken today because of changes in factors such as prices, resource use, patient case mix and clinical practice. In other words, factors that can be used to explain variation across locations and time are very much interrelated. Some additional factors identified in the literature are considered below.

**Learning effects** *(W, X in Appendix 2A)*

In microeconomics, the average cost per unit produced tends to decrease with increased production volume due, in part, to the learning curve whereby efficiency of production increases with experience. In the field of healthcare, learning effects can relate to increases in skill levels which take place over time and may be associated with individual clinical staff, collective experience of the organisation or technical experience with the design and application of more complex technologies such as medical devices.

Costs and outcomes of recently introduced health technologies, compared with existing health technologies, may be affected by these learning effects. Over time, the new technology will be increasingly mastered and this can be reflected in terms of costs and outcomes. However, the direction of change in costs and outcomes as a result of the experience may be difficult to predict. For a given patient case mix, costs may be reduced and outcomes improved as a result of increased experience and technical knowledge. For example, as surgeons become more experienced with new procedures, they are likely to undertake them more quickly and with fewer adverse events. However, there may also be a tendency to use the technology on a different mix of patients, which may include more complex cases (see below). A review of learning effects in healthcare has recently been published, which discusses some of the potential effects on costs and outcomes of healthcare technologies.

**Timing of evaluation in lifecycle** *(Y in Appendix 2A)*

One of the factors affecting cost-effectiveness over time is the timing of evaluation. Ceteris paribus, the earlier an evaluation can be conducted within a technology’s life cycle, the greater is the likelihood the evaluation may affect practice. Once a decision-maker (e.g. physician or health policy maker) has decided to adopt a new technology, the potential for an evaluation to change such a decision may be more limited.

**Comparators** *(Z in Appendix 2A)*

Scientific innovation is likely to generate new healthcare technologies. One effect of this is that the appropriate comparators, against which an intervention of interest might be assessed, will change. This can have the effect that the cost-effectiveness of the technology against one or more of the mutually exclusive alternative options which could be adopted for a particular patient group can alter over time. For example, in the field of rheumatoid arthritis over the last decade, treatments have progressed from various combinations of non-steroidal anti-inflammatory drugs (NSAIDs) and analgesics (pain-relieving drugs) to corticosteroids, disease-modifying anti-rheumatic drugs (DMARDs) and biologics such as anti-TNFα. Hence what was considered an appropriate ‘standard care’ comparator 10 years ago may no longer be so.

**Empirical studies estimating variability in economic studies**

**Studies looking at geographical variability**

A number of empirical studies provide evidence that the factors considered above and summarised in Table 4 can affect the cost-effectiveness of interventions. Of the 109 references included on the database, 33 studies are relevant for inclusion in this category. Full details of these studies can be found in Appendix 2B. Also, Table 5 summarises
the sources of variation that have been explored empirically. The table shows that empirical studies indicate that geographical variation in unit costs (prices) is most frequently identified as impacting the results of economic studies; variations in clinical practice, geographical setting and availability of healthcare resources have also been shown to be important.

Table 6 provides a summary of some of the other characteristics of the empirical studies. In terms of clinical areas as categorised by the National Library of Medicine, ‘bacterial infections and mycoses’ and ‘cardiovascular diseases’ have been the most frequently studied. Cardiovascular diseases have been of particular interest to analysts because of the considerable economic implications imposed on healthcare systems and the differing risk profiles of populations by location. The majority of exploration by location has been through decision modelling, which provides a framework whereby clinical effectiveness data (international or local) can be combined with local economic data that reflect the practice pattern of the location concerned. Incremental cost per life-year is the most frequently reported summary measure of cost-effectiveness in the studies looking at variability in results by location. The majority of the studies that have explored variability have compared European countries, with the UK and Germany most frequently cited, perhaps reflecting the diversity of healthcare systems in Europe.

### Empirical analyses of geographical variability alongside studies using patient-level data

#### Studies looking at international variation

A number of studies have explored geographical variation in studies using patient-level data, usually as part of randomised trials. Most of these studies have considered the implications of changing unit costs from those used in the primary (i.e. base-case) analysis to those relevant to other locations. Other studies have considered in more detail the variation in resource use. These studies mostly employ location-specific unit costs to value resource use data collected across locations, or examine subgroups of patients defined in terms of the location in which they were treated.

Most of the studies identified examine international variation in costs and cost-effectiveness. Bennett and colleagues investigated the resource use associated with the use of haematopoietic growth factors as adjunct therapy for autologous bone marrow transplantation for hospitals in Paris and New York. Although the clinical results were similar for both centres in that the use of granulocyte macrophage colony-stimulating factor (GM-CSF) was linked with a decrease in the duration of severe neutropenia, the economic results differed markedly due to differences in experience with the new therapy, practice patterns, institutional cost structures and healthcare systems. Significant savings relating to fewer days in hospital and fewer laboratory tests and radiographs for GM-CSF patients were noted for the New York hospital, but were not identified at the Parisian hospital. A random effects model was used to account for institutional variation in overall clinical results.

#### TABLE 5 Empirical studies looking at variability: factors cited by authors causing variation (the same list of factors is provided as in Table 4, although not all have been assessed empirically)

<table>
<thead>
<tr>
<th>Factor</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute/relative costs</td>
<td>31, 34, 56, 78, 80–84, 87–106, 115, 116</td>
</tr>
<tr>
<td>(prices)</td>
<td></td>
</tr>
<tr>
<td>Artificial study conditions</td>
<td>34, 56, 80, 88, 99, 107</td>
</tr>
<tr>
<td>Capacity utilisation</td>
<td></td>
</tr>
<tr>
<td>Case mix</td>
<td>89</td>
</tr>
<tr>
<td>Clinical practice variation</td>
<td>31, 56, 78–81, 83, 84, 87, 89–103, 102, 103, 105, 106, 115, 116</td>
</tr>
<tr>
<td>Compliance</td>
<td>31, 98</td>
</tr>
<tr>
<td>Culture/attitudes</td>
<td>98, 102</td>
</tr>
<tr>
<td>Demography</td>
<td>79, 99–101, 104</td>
</tr>
<tr>
<td>Disease interaction</td>
<td></td>
</tr>
<tr>
<td>Opportunity cost</td>
<td>31</td>
</tr>
<tr>
<td>Economies of scale</td>
<td></td>
</tr>
<tr>
<td>Epidemiology</td>
<td>100, 101, 106, 107</td>
</tr>
<tr>
<td>Exchange rates</td>
<td></td>
</tr>
<tr>
<td>Geographical setting</td>
<td>31, 34, 56, 78–83, 87, 89–100, 102, 103, 105, 106, 115, 116</td>
</tr>
<tr>
<td>Health state valuations</td>
<td></td>
</tr>
<tr>
<td>Healthcare resources</td>
<td>78, 79, 84, 96, 98, 99, 102, 115</td>
</tr>
<tr>
<td>Healthcare system</td>
<td>56, 89, 96, 107</td>
</tr>
<tr>
<td>Historical differences</td>
<td></td>
</tr>
<tr>
<td>Incentives</td>
<td></td>
</tr>
<tr>
<td>Industry-related bias</td>
<td>56</td>
</tr>
<tr>
<td>Joint production</td>
<td></td>
</tr>
<tr>
<td>Perspective</td>
<td>56</td>
</tr>
<tr>
<td>Skills/experience</td>
<td>96, 98, 107</td>
</tr>
<tr>
<td>Technological innovation</td>
<td>107</td>
</tr>
<tr>
<td>Timing of assessment</td>
<td>107</td>
</tr>
<tr>
<td>Treatment comparators</td>
<td>103, 107</td>
</tr>
</tbody>
</table>
### TABLE 6  Characteristics of the studies looking at variability in results by location

<table>
<thead>
<tr>
<th>Factor</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical areas represented</strong></td>
<td></td>
</tr>
<tr>
<td>Bacterial infections and mycoses</td>
<td>83, 91–94, 97, 98</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>34, 78, 79, 84, 87, 99, 100, 107</td>
</tr>
<tr>
<td>Digestive system diseases</td>
<td>31, 81, 115</td>
</tr>
<tr>
<td>Haemic and lymphatic diseases</td>
<td>89</td>
</tr>
<tr>
<td>Mental disorders</td>
<td>103</td>
</tr>
<tr>
<td>Musculoskeletal diseases</td>
<td>90</td>
</tr>
<tr>
<td>Neoplasms</td>
<td>56, 82, 95, 96</td>
</tr>
<tr>
<td>Nutritional and metabolic diseases</td>
<td>101, 102</td>
</tr>
<tr>
<td>Otorhinolaryngological diseases</td>
<td>105</td>
</tr>
<tr>
<td>Respiratory tract diseases</td>
<td>88, 106, 116</td>
</tr>
<tr>
<td>Virus diseases</td>
<td>80, 104</td>
</tr>
<tr>
<td><strong>Methodological framework</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical trial</td>
<td>34, 56, 78–84, 88, 100</td>
</tr>
<tr>
<td>Observational</td>
<td>87, 88</td>
</tr>
<tr>
<td>Economic model</td>
<td>31, 88–107, 115, 116</td>
</tr>
<tr>
<td><strong>Cost-effectiveness summary measure</strong></td>
<td></td>
</tr>
<tr>
<td>Cost per life-year</td>
<td>78, 96–101, 104</td>
</tr>
<tr>
<td>Cost per complete cure</td>
<td>93</td>
</tr>
<tr>
<td>Cost per disease-free day/month</td>
<td>91, 94, 102</td>
</tr>
<tr>
<td>Cost per disease progression avoided</td>
<td>80</td>
</tr>
<tr>
<td>Cost per QALY</td>
<td>89, 106</td>
</tr>
<tr>
<td>Cost per symptom-free day</td>
<td>92, 103, 105</td>
</tr>
<tr>
<td>Cost per systemic therapy-free day</td>
<td>83</td>
</tr>
<tr>
<td>Cost per extra responder</td>
<td>95</td>
</tr>
<tr>
<td>Cost analyses</td>
<td>31, 34, 56, 81, 82, 84, 87, 88, 90, 115, 116</td>
</tr>
<tr>
<td><strong>Locations</strong></td>
<td></td>
</tr>
<tr>
<td>A = Austria</td>
<td>84, 91, 115</td>
</tr>
<tr>
<td>AU = Australia</td>
<td>78, 80, 94, 115</td>
</tr>
<tr>
<td>B = Belgium</td>
<td>31, 78, 91, 95, 100, 105, 106</td>
</tr>
<tr>
<td>CA = Canada</td>
<td>34, 80, 83, 88, 91, 92, 100, 101</td>
</tr>
<tr>
<td>CH = Switzerland</td>
<td>91, 94, 102–104</td>
</tr>
<tr>
<td>D = Germany</td>
<td>78, 81, 82, 84, 89, 91–94, 97, 99, 101, 103, 105, 115, 116</td>
</tr>
<tr>
<td>DK = Denmark</td>
<td>104</td>
</tr>
<tr>
<td>E = Spain</td>
<td>78, 81, 83, 89, 91, 92, 95–97, 101, 103, 106</td>
</tr>
<tr>
<td>F = France</td>
<td>31, 56, 78, 81, 84, 89–92, 95–97, 101, 102, 104–106, 116</td>
</tr>
<tr>
<td>GR = Greece</td>
<td>91</td>
</tr>
<tr>
<td>I = Iceland</td>
<td>93</td>
</tr>
<tr>
<td>IR = Ireland</td>
<td>81</td>
</tr>
<tr>
<td>IT = Italy</td>
<td>78, 81, 82, 89–93, 97, 99, 101, 103, 104, 115, 116</td>
</tr>
<tr>
<td>LI = Lithuania</td>
<td>84</td>
</tr>
<tr>
<td>MA = Malawi</td>
<td>98</td>
</tr>
<tr>
<td>MO = Mozambique</td>
<td>98</td>
</tr>
<tr>
<td>NL = The Netherlands</td>
<td>91, 93, 95–97, 103, 105, 115</td>
</tr>
<tr>
<td>NO = Norway</td>
<td>78, 105</td>
</tr>
<tr>
<td>NZ = New Zealand</td>
<td>78</td>
</tr>
<tr>
<td>P = Portugal</td>
<td>78, 84, 91</td>
</tr>
<tr>
<td>PO = Poland</td>
<td>103</td>
</tr>
<tr>
<td>SA = South Africa</td>
<td>80, 100</td>
</tr>
<tr>
<td>SC = Scotland</td>
<td>106</td>
</tr>
<tr>
<td>SF = Finland</td>
<td>91, 93</td>
</tr>
<tr>
<td>SW = Sweden</td>
<td>78, 100, 102, 103, 106, 115</td>
</tr>
<tr>
<td>TA = Tanzania</td>
<td>98</td>
</tr>
<tr>
<td>TU = Turkey</td>
<td>83</td>
</tr>
<tr>
<td>V = Venezuela</td>
<td>103</td>
</tr>
<tr>
<td>EU = European Union</td>
<td>34, 79, 80</td>
</tr>
<tr>
<td><strong>Type of variation</strong></td>
<td></td>
</tr>
<tr>
<td>Between location</td>
<td>31, 34, 56, 78–84, 87–106, 115, 116</td>
</tr>
<tr>
<td>Over time</td>
<td>107</td>
</tr>
</tbody>
</table>
In another multinational trial, Schulman and colleagues attempted to quantify resource utilisation and quality of life in a population with severe congestive heart failure and to explain the variation among patients receiving epoprostenol therapy versus best usual care alone in 14 countries. The study concluded that the validity of estimates of the costs and their differences may be limited, because they were determined within the environment of a Phase III trial and because the application of a single set of unit cost data would not demonstrate the true variation in unit cost estimates between locations. Therefore, it was recommended that the cost data be adapted to make them useful to different audiences.

Jonsson and colleagues assessed the cost-effectiveness of treating coronary heart disease patients with simvastatin 20–40 mg once daily, using survival and cost data gathered prospectively in the Scandinavian Simvastatin Survival Study (4S). Incremental cost-effectiveness ratios were derived by combining national diagnosis related group-based hospitalisation and medication costs with the simvastatin and hospitalisation data gathered during 4S. Cost-effectiveness ratios derived by applying international costs to 4S data were similar across countries examined, ranging from £4137 per life-year saved in France to £8824 in New Zealand. Although data from 4S may be representative of other countries with healthcare systems similar to those Scandinavian countries in the study, the simple extrapolation of cost-effectiveness estimates to non-trial countries based on cost data alone may have limitations when applied to countries with markedly different clinical practice than in the 4S countries.

Holmes and colleagues assessed the association between use of resources and clinical outcome for patients with cardiogenic shock in the USA and other countries. Resource use relating to interventions were compared from the GUSTO-I trial (1891 patients treated in the USA and 1081 treated in other countries). Diagnostic and therapeutic procedures were used more aggressively in the USA than in other countries – for example, in the USA, 483 (26%) of patients underwent percutaneous transluminal coronary angioplasty (PTCA) compared with 82 (8%) in other countries. Patients who underwent revascularisation had better survival in all countries, and adjusted 30-day mortality was significantly lower among patients treated in the USA than among those treated elsewhere (30 versus 66%, p < 0.001), with the difference in mortality remaining at 1 year. It was concluded that the lower mortality in the USA was probably a result of greater use of invasive diagnostic and therapeutic interventions.

Lacey and colleagues assessed the economic impact of adding lamivudine to zidovudine-containing antiretroviral regimens in patients with HIV infection. Healthcare resource utilisation data (hospitalisation, unscheduled outpatient visits, medication and adverse events) were collected in a 1-year trial (CAESAR study) containing HIV patients from Canada, Australia, Europe and South Africa. A Cochran Mantel Haenzel test was used to control for country effects on treatment comparisons. To test for regional differences in resource use, a Mantel Haenzel $\chi^2$ test was used to compare the rate of hospitalisations for HIV-related illnesses across all four participating regions. Resources were valued using UK and German unit costs. No statistically significant differences between countries in rates of hospitalisation for HIV were found, which the authors used to support the case for pooling the data. Reductions in resource use were associated with the clinical effectiveness of adding lamivudine to zidovudine-containing regimens.

Stalhammar and colleagues used data from a multinational trial to assess the cost-effectiveness of omeprazole and ranitidine when used as initial therapy in an intermittent treatment strategy for management of patients with symptomatic gastro-oesophageal reflux disease. Trial-wide effectiveness data were combined with (1) a base-case analysis using trial-wide resources and country-specific prices and (2) country-specific resources and country-specific prices in the sensitivity analysis. Estimated mean direct medical costs were found to be lower for both dosages of omeprazole than for ranitidine in all countries except Germany, although none of these differences was statistically significant. Using country-specific data led to substantial changes in estimates relating to some of the countries: in France and Ireland, ranitidine became the least costly alternative, and in Italy and Spain, omeprazole 20 mg became the least costly alternative.

Mapelli and colleagues examined the economic consequences of the use of lenograstin as an adjunct to chemotherapy in women with inflammatory breast cancer. Resource use data were collected in a trial involving 10 French hospitals. Resources were valued using corresponding German or Italian prices or costs for the same items. By reducing infection-related
morbidity associated with a high-dose chemotherapy regimen, lenograstin decreased treatment costs by DM 1794 and ItL 1.2 million, excluding cost of the lenograstin itself. As the lenograstin group reported fewer chemotherapy delays and hence benefited from more chemotherapy days, the chemotherapy treatment costs were DM 1519 and ItL 0.9 million higher than for the placebo group. Assuming costs of chemotherapy were the same for both groups, cost saving in the lenograstin group would be 30% in Germany and 34% in Italy. The underlying assumption was that patients treated in French centres would have been treated in a similar way in German and Italian hospitals.

Alongside a non-blind multinational clinical trial, Hakkaart-van Roijen and colleagues assessed the cost-effectiveness of tapered versus abrupt discontinuation of a microemulsion formulation of cyclosporin in patients with chronic plaque psoriasis in Canada, Spain, Turkey and the UK.83 Tapered discontinuation was dominant (lower costs and more effective) in Spain, Turkey and UK and generated an incremental cost-effectiveness ratio of Can$1.4 per systemic therapy free day in Canada. In this study, relative price differences may have had an impact on cost-effectiveness as the price of cyclosporin was lower in Spain. Therefore, it was considered difficult to pool the cost data and the importance of reporting results of different cost components was emphasised.

In a conference abstract, Grieve tested the validity of the assumption that costs between countries are homogeneous in multinational economic evaluations.84 For each stroke patient hospitalised during 1996 at centres in the UK, Austria, Germany, France, Poland and Lithuania, the duration of hospital stay, use of investigations and average medical time were recorded. Costs were measured using local prices and converted into dollars using purchasing power parities. It was found that the costs of stroke management varied across Europe because of differences in resource use and unit cost. Of the 576 patients in the study, the mean length of stay ranged from 12 days in France to 34 days in the UK. The average nursing time per day ranged from 113 minutes in Poland to 318 minutes in Austria. Also, unit costs were higher in western than in eastern Europe (e.g. a doctor cost US$34.21 per hour in France compared with US$1.32 in Lithuania). The lowest mean cost per case was in Lithuania (US$880, 95% CI 730 to 1030) and the highest in Austria (US$8336, 95% CI 6638 to 10,033). Therefore, the results of this study suggest that hospital costs measured in one European country are not generalisable to another and that the pooled data from multinational economic evaluations may not be applicable to each individual local setting.

**Studies looking at intra-national variation**

Some studies have considered geographical variability between centres within a single country. In one study, the importance of variation in unit costs was demonstrated in a non-randomised study comparing the costs and effects of routine mammography screening by single-view and two-view mammography.85 The authors indicated that although the results were based on data from one screening centre and might be influenced by work patterns in that centre, the detailed reporting of the cost analysis undertaken would enable decision-makers in other centres to estimate how the results would differ for their situation. Other researchers have also arrived at similar conclusions in the analysis of trial data.78,81,82,86

Garson and colleagues assessed both the cost and the variation in pricing and practice for a chronic disease among six geographically representative centres in the USA.87 For each congenital heart disease (CoHD) type classified according to physiological characteristics, the number of clinic visits, hospitalisations and years of medication use were estimated at each site. A 55% variation existed among the six centres in the charges for CoHD between birth and 21 years. The variation was unrelated to outcome (mortality) and approximately 50% could be accounted for by practice pattern. The greatest variation was in the use of complex clinic visits and cardiac catheterisation. The study showed that, by means of a multicentre approach, practice variation could be assessed and related to outcome.

**Studies looking at variation between research and routine practice**

Kennedy and colleagues explored the impact of being recruited as a subject for a randomised controlled trial (RCT) on the use and cost of asthma-related health services.88 Because they controlled for geographical location, they were effectively exploring whether being treated in a trial had an effect on resource use and costs after controlling for geographical location. Resource utilisation (e.g. anti-asthma medications and ambulatory physician services) was compared and a logistic regression analysis was performed controlling for age group, asthma severity, year of data collection and geographic location. It was discovered that trial patients were more likely to use higher (400 μg or more) daily doses of
inhaled corticosteroids (ICSTs) than non-trial patients [odds ratio (OR) 3.1, 85% CI 1.6 to 6.2]; less likely to visit the emergency department (OR 0.4, 85% CI 0.2 to 0.8) and less likely to have two or more GP visits per year (OR 0.3, 85% CI 0.2 to 0.6). Log-transformed total asthma related costs did not differ between trial and non-trial patients. Certain categories of services (including ICSTs, emergency department physician visits and GP visits) differed in individuals taking ICSTs for their asthma, whether or not they had been enrolled in a clinical trial, but it was not possible to conclude that there was a difference in the total cost of asthma-related health services.

**Empirical analyses of geographical variability in modelling studies**

The use of decision models, in which costs and effectiveness estimates are synthesised from a range of sources, has proven to be a useful vehicle for exploring geographical variation in the cost and cost-effectiveness of healthcare interventions. These studies typically involve developing a core model (often based around the results of a specific trial) and then tailoring the model for individual locations (usually countries), usually based on location-specific resource use and/or unit costs. All the modelling studies identified considerable variation between countries rather than between locations within a country.

Leese and colleagues estimated the costs and benefits of the use of recombinant human erythropoietin (epoetin) in the treatment of anaemia arising from chronic renal failure in France, Germany, Italy, Spain and the UK. The incremental cost per QALY gained ranged from US$58,600 to US$49,000 depending on the assumptions made and the country. Each country’s different approach to selecting patients for epoetin treatment and different healthcare financing arrangements led to varying treatment regimens and costs. The UK showed the largest average QALY gain, possibly reflecting the greater average severity of anaemia in the limited number of patients given epoetin in the UK.

Jansen and colleagues estimated the economic impact of the improved clinical tolerability of meloxicam compared with diclofenac in patients in France, Italy and the UK through the construction of country-specific models. Probabilities of occurrence of adverse gastrointestinal events were established from RCTs and resources were determined from a medical database (UK), previously published literature (UK, France) and expert opinion (UK, Italy and France). Substantial differences in resource use were found to exist between countries for the same event. In France, length of hospitalisation for ulcer treatment was estimated by expert opinion to vary from 13.2 to 30.8 days compared with an average database derived value of 8.6 days in the UK. The most expensive unit cost related to hospitalisation associated with adverse gastrointestinal events, with an exponential increase occurring relative to the severity of the event. These rare hospitalisations had a strong impact on the average treatment cost in all countries for patients treated with diclofenac SR: 35, 10 and 13% for France, Italy and the UK, respectively. Potential cost savings resulting from the use of meloxicam from the viewpoint of the payer in each country were 32% (France), 5% (Italy) and 24% (UK) per patient per 30-day treatment. The French model was sensitive to variation in the probability of perforation, ulcer and bleeding and the Italian model was sensitive to probabilities of adverse events.

In another decision-modelling framework, Arikian and colleagues conducted a cost-effectiveness analysis comparing four oral therapies (griseofulvin, itraconazole, ketoconazole and terbinafine) for the treatment of onchomycosis of fingernails and toenails. The analysis related to 13 countries: Austria, Belgium, Canada, Finland, France, Germany, Greece, Italy, The Netherlands, Portugal, Spain, Switzerland and the UK. Clinical data on success rates, relapse rates and side-effects were taken from a worldwide meta-analysis of randomised trials and combined with resource use devised around country-specific patient profiles and treatment algorithms. It was demonstrated that terbinafine was the most cost-effective therapy for both infections despite its higher acquisition cost in all countries in the study.

For the same disease, Einarson and colleagues constructed a decision analytic model to examine the expected costs and cost-effectiveness (in terms of costs per symptom-free day) of topical lacquers and oral agents in Canada, France, Germany, Italy, Spain and the UK. Panels of experts determined clinical practice patterns, reimbursement practices and standard costs for healthcare resource items in each country. A meta-analysis of 33 studies, comprising 58 clinical arms, was used to determine cure rates. It was found that ciclopirox, as first-line therapy, had the lowest expected cost and lowest cost per symptom-free day, followed by amorolfin, terbinafine and itraconazole in all countries except the UK and Spain. The cost of treatment failure was much higher in the UK than for other countries.
Using data on complete cure rates from a randomised trial, Jansen and colleagues compared continuous terbinafine with intermittent itraconazole for fungal infection of the toenail in Finland, Germany, Iceland, Italy, The Netherlands and the UK. Costs included medications, physician visits, laboratory tests, management of adverse events and management of relapse. Continuous terbinafine was dominant in Germany, Iceland, Italy, The Netherlands and the UK, whereas it had an incremental cost per additional complete cure in Finland. The study assumed that the only difference in medical management was the choice of antmycotic and the duration of treatment.

Shear and colleagues conducted a cost-effectiveness analysis of terbinafine versus ciclopirox, clotrimazole, ketoconazole and micronazole for the treatment of tinea infections in Austria, Germany and Switzerland. The effectiveness data (efficacy rates, relapse rates) were based on a meta-analysis of clinical trials, and resource utilisation data (medications, physician visits, laboratory tests) were established from expert opinion. Terbinafine compared favourably in terms of cost-effectiveness with other therapies for all countries.

Annenmans and colleagues assessed the impact of different management and different unit costs for healthcare resources on the cost-effectiveness of TAXCIS (paclitaxel + cisplatin) versus TENCIS (teniposide + cisplatin) for the treatment of advanced non-small cell lung cancer in The Netherlands, Belgium, France and Spain. Interviews with clinicians, using a Delphi technique, and validation from patient chart analysis were employed to estimate resource use. A specific randomised trial provided effectiveness estimates. There were clear differences in practice and costs between the four countries, but this variation in medical practice did not influence the conclusion that TAXCIS was as cost-effective as TENCIS.

In a study by Van Ineveld and colleagues, economic modelling across locations was conducted to address the question of whether breast cancer screening programmes as in The Netherlands and the UK should be adopted by other EU countries. A cost-effectiveness model for The Netherlands to assess the cost-effectiveness of a nationwide screening programme in women aged 50–70 years was adapted and populated with country-specific data on incidence, mortality, demography, screening organisation and prices for France, Spain and the UK. Cost-effectiveness varied by location: Spain (£9700 per life-year gained), France (£5800 per life-year gained), The Netherlands (£2120 per life-year gained) and the UK (£1800 per life-year gained), which the authors took as indicating that no uniform policy recommendations for breast cancer screening could be made across all countries in the EU.

Berger and colleagues compared the cost-effectiveness of paclitaxel–cisplatin (PC) combination therapy versus a standard cyclophosphamide–cisplatin (CC) regimen as first-line therapy in advanced ovarian cancer. The effectiveness data were taken from a retrospective cohort study comparing cisplatin plus either cyclophosphamide or paclitaxel, and resource utilisation data (medication, hospitalisation, consultations, laboratory tests, investigations) were established by expert opinion. The PC combination compared favourably in cost-effectiveness in all countries with costs per life-year gained ranging from US$6396 in Spain to US$11,420 in Italy. The study demonstrated some differences between European countries concerning the proportion of total costs relating to chemotherapy and hospitalisation.

De Jonghe and colleagues compared the cost-effectiveness of short course and standard chemotherapy for pulmonary tuberculosis in Malawi, Mozambique and Tanzania. Short-course chemotherapy was preferable to standard 12-month chemotherapy, and the cost-effectiveness ratios were remarkably similar across locations despite differences in the costs of food and labour. The authors commented that generalising the results to other developing countries may be questionable, however, because of differences in national incomes per capita where the cost of labour might be much higher in dollar terms.

Lorenzoni and colleagues evaluated the impact of differences in costs of thrombolytics on their cost-effectiveness in Germany, Italy, The UK and the USA. The analysis was based on the crude costs of streptokinase and recombinant tissue plasminogen activator and 30-day mortality rates from a randomised trial. Even assuming common effectiveness between countries, the cost-effectiveness ratios varied widely by location: from US$112,344 per life-year saved in the UK to US$221,053 per life-year saved in the USA. The authors noted that the study's assumption of common effectiveness was called into question.
because the clinical efficacy differed between European and American patients. This suggested that the variation they observed in cost-effectiveness may have been an underestimate of what would have emerged if variability in effectiveness had been incorporated into their analysis.

The West of Scotland Coronary Pravastatin Study (WOSCOPS) was conducted in Scotland, a country with a high incidence of cardiovascular disease. Caro and colleagues used location-specific information on the prevalence and clustering of risk factors to estimate baseline risks in Belgium, South Africa and Sweden. The relative risk reduction from the trial was applied across all populations and combined with local costs in a model to estimate country-specific cost-effectiveness ratios: US$14,773 per life-year saved in Belgium, US$8150 per life-year saved in Sweden and $10,999 per life-year saved in South Africa. The authors concluded that the cost-effectiveness results from WOSCOPS were valid for other populations. Using similar methods, Grover and colleagues compared the cost-effectiveness of simvastatin for diabetic patients with cardiovascular disease (CVD) and those without in Canada, France, Germany, Italy, Spain and the UK. Primary prevention among diabetic patients was as cost-effective as secondary prevention among CVD patients in all countries.

Ghatnekar and colleagues estimated the cost-effectiveness of treating diabetic foot ulcers with becaplermin plus good wound care (GWC) compared with GWC alone in a variety of European healthcare settings using a decision model with a 12-month time horizon. Baseline probabilities were taken from a prospective study of 183 patients and becaplermin efficacy was based on 20-week healing rates in a meta-analysis of clinical trials with 449 patients. Country-specific economic data, established through expert opinion, were integrated into the model to generate cost-effectiveness ratios. Becaplermin was cost-saving in Sweden, Switzerland and the UK but had an incremental cost per ulcer-free month in France (US$142 per ulcer-free month). Substantial differences in resource costs existed, partly due to differences in unit costs and substitution effects between inpatient and outpatient settings.

A multinational decision analytic model was developed by Casciano and colleagues to examine the treatment of major depressive disorder in 10 European and American countries. The effectiveness data (inpatient efficacy rates, outpatient efficacy rates, dropout rates due to lack of efficacy/adverse events) were taken from a meta-analysis of clinical trials, and resource utilisation was established by expert opinion. Venlafaxine XR was considered the most cost-effective in all countries except Poland on the basis of average cost-effectiveness ratios.

Using early economic data, Simpson and colleagues used a decision model to estimate the cost-effectiveness of adding zalcitabine to standard antiretroviral treatment for HIV patients in five countries: Switzerland, Denmark, France, Italy and the UK. Standard treatment algorithms were developed using physician panels, and epidemiological data were adjusted to reflect the HIV/AIDS profiles in each country. Cost-effectiveness ratios for zalcitabine were similar in the five countries studied.

Pinto and colleagues compared the cost-effectiveness of emedastine, a new antihistamine, with levocabastine for the treatment of acute allergic conjunctivitis in Belgium, France, Germany, The Netherlands, Norway, Portugal and Sweden. Effectiveness data (ocular redness, itching, days without symptoms and clinical failure) were derived from a clinical trial comparing emedastine 0.05% and levocabastine 0.05%, both twice daily for 42 days. An expert panel of ophthalmologists and GPs was used to establish the cost of first-line treatment failure including visits, drugs and laboratory tests. The cost of failure was lower for emedastine in all European countries and it was found to be economically dominant relative to levocabastine in Belgium, Germany, Portugal and Sweden, whereas in The Netherlands and Norway emedastine added to costs.

Ament and colleagues assessed the cost-effectiveness of pneumococcal vaccination in the prevention of invasive pneumococcal disease in Belgium, France, Scotland, Spain and Sweden. The effectiveness data (incidence rates, mortality) were taken from a case–control study, and resource utilisation (hospitalisations, vaccines) was established from expert opinion. The cost-effectiveness of pneumococcal vaccination varied considerably across the five countries: Belgium (€25,907 per QALY), France (€19,182 per QALY), Scotland (€14,892 per QALY), Spain (€10,511 per QALY) and Sweden (€92,675 per QALY). The results were sensitive to mortality rates and the incidence of invasive disease, but it was suggested that country differences were not related to real variations in the magnitude of disease occurrence, but to differences in surveillance systems and case ascertainment.
Studies estimating variability over time

No examples of studies that have attempted to estimate variability over time were identified. However, in a conference abstract, Neumann identified a number of areas where variability over time may exist, including motor vehicle airbags, statins and implantable cardiac defibrillators (ICDs).107

Discussion

Virtually all the studies identified in the literature relate to issues concerned with variability in costs and cost-effectiveness between locations, rather than across time. A large number of studies were identified which considered factors which may generate variability in cost and/or cost-effectiveness between settings. Probably the most straightforward of these – and the most cited in the literature – are the unit costs associated with particular resources. Both between centres (within country) and between countries, it would be expected that variation may exist in the unit cost of resources such as hospital stay, clinical staff and outpatient attendances. It is likely that variation in some resources is more pronounced between rather than within countries, for example, pharmaceuticals and medical equipment. A number of factors cited in the literature as independent sources of variation in economic results may also partly determine differences in unit costs. This might include economies of scale, case mix and the skills and experience of relevant staff.

An interesting feature of the literature on sources of variation in economic studies is that some of the most frequently cited factors are as much associated with the measurement of effectiveness as with cost-effectiveness. This would include factors such as the artificial characteristics of centres undertaking research (e.g. randomised trials), patient case mix and clinical practice variation. However, it is probably reasonable to argue that issues of external validity and variability in clinical effectiveness by location are relatively rarely considered in the broader health services research literature. In considering some of the methodological implications for economic evaluation of variability by location, however, as much attention has to be paid to variation in effectiveness as to variation in costs.

Few studies were identified that considered explicitly the possible factors causing variability in the results of economic studies over time. However, there is a strong degree of consistency in the principles that can explain variability in costs and effectiveness between locations and across time. For example, just as patient case mix can vary from one hospital to another, so too it can vary over time within a hospital. This can be due to different clinical attitudes about the appropriate thresholds for intervention in a patient group, which can again vary by location and over time. It is also the case that factors such as unit costs, skills and experience and the healthcare system can vary over time in addition to by location.

A large number of studies have been identified which have explored variability based on both trials and decision models as the ‘vehicles’ for the evaluation. These include studies which have taken an existing trial or model focused on a specific location and incorporated a different set of unit costs. Some studies have collected resource use data in a number of centres and countries (often from clinical experts rather than direct observation) and then explored variation in those measures between locations. Not surprisingly given that a large number of factors can, in principle, lead to variation in economic variables, several authors have shown important differences in the volume and cost of resource use between locations. Relatively few studies have looked at variability in outcomes as assiduously as costs, reinforcing the view that most authors implicitly consider that clinical effectiveness measures are more exchangeable across locations than cost data. Most of the studies which have been reviewed in this chapter were standard economic evaluations which had sought to estimate results for a set of locations (usually different countries). Very few papers set out from the outset to measure variation between locations; and those that did (e.g. Holmes and colleagues’ assessment of the association between use of resources and clinical outcome for patients with cardiogenic shock103) were more descriptive than evaluative.

Many healthcare technologies have been subject to a number of evaluations over time, but few studies have been identified which systematically compare these evaluations and seek to reach general conclusions about how costs and cost-effectiveness vary over time. Indeed, only one study107 was identified which explicitly looked at this source of variability. This was only a conference abstract, but a fuller paper is expected in due course (P Neumann, Center for Risk Analysis, Harvard School of Public Health: personal communication, 2003) (since the review in this report was undertaken, a paper has been published which considers a range of issues regarding variability in cost-effectiveness over time108). This dearth of
literature may be due to the perception, on the part of researchers and policy-makers, that cost-effectiveness will not vary by time and location. However, given that many of the factors which this chapter has indicated will affect economics between locations, are also likely to vary over time (e.g. case mix, operator skill, prices), this seems difficult to accept. The second reason may be that, until recently, decision-makers only had the skills and capacity to consider the cost-effectiveness of new interventions once, if at all. However, that position is beginning to change as decision-makers acquire the additional resources to look iteratively at interventions. For example, NICE now reviews its guidance – and the cost-effectiveness analyses which underpin it – for technologies about every 3 years.

There are issues with respect to the systematic review methods. First, the systematic review presented here used two reviewers to identify relevant papers but only one to data extract. This was due to the large volume of literature relative to the resources available for the project. For a methodological project such as this, it is unlikely that only using one data extractor will introduce bias.

Second, searching on electronic databases for any methodological topic area, such as generalisability, is not an easy task. Comprehensive searching is even more problematic. There has been little research into conducting such search strategies and few indexing terms exist. For instance, there is no indexing term in MEDLINE or EMBASE that captures the concept of ‘generalisability’. In addition to the absence of usable indexing terms, textword terms, such as ‘generalisable’ or ‘transferable’, frequently occur in the title and abstract in a different context to the one in which the project is interested. In addition, many papers mention generalisability in the negative sense; for example, “no generalisability was considered” or “this study may not be generalisable”. This means that further irrelevant records will be retrieved and these records cannot safely be excluded by the search for fear of missing useful records.

A comprehensive or sensitive strategy which is usually required for a systematic search was, therefore, deemed impractical owing to the volume of irrelevant records that would be retrieved. A much more focused (precise), and hence pragmatic, search strategy was therefore developed. Although this strategy did not aim to identify all the research on this topic, it did attempt to find a large set of relevant papers. Handsearching in conjunction with the database searches proved invaluable. The handsearches identified an additional 31 papers (beyond the database searches), of which 21 were then found to have been indexed in at least one of the databases included in the searches.

The fact that these 21 papers were not found by the searches highlights the difficulty of achieving comprehensive (sensitive) literature searches for this topic while maintaining reasonable volumes of records. There are several explanations for why these papers were not found by the database searches. First, none of the 21 papers contained any indexing terms which would identify the topic of generalisability. Second, none of the 21 papers contained the term ‘generalisable’ or any synonym (such as external validity, transferable, extrapolated, portability) of this term. Four of the 21 papers contained no abstract, which reduces options for effective searching and retrieval. Seventeen papers (n = 21) did contain an abstract, but nine referred to geographical generalisability by either naming specific countries or citing a number of countries for comparison. Such wording would not have been retrieved by the search strategies because it was impractical to search for all possible combinations of countries that could be included. Three papers contained no indication that they had any relevance to generalisability in the bibliographic details or abstract (one was the ‘unit costs of health and social care’). Their relevance was only realised by looking at the full paper. The remaining five papers contained vague references to generalisability that would not have been found by the search strategies.

Conclusions

This chapter has identified a large number of factors that are mentioned in the literature that might be expected to generate variation in the cost-effectiveness of health care interventions across locations. These include fairly obvious factors, such as the unit cost of particular resources, but extend to factors such as resource use, clinical practice and patient case mix. Many of these suggested sources of variation would be expected to apply to measures of clinical effectiveness in addition to cost-effectiveness. A number of papers were also identified which explored empirically variations in costs and cost-effectiveness between locations. Several papers have demonstrated differences in the volume and cost of resource use between locations, but few studies have looked at variability in outcomes. Only one conference abstract was located looking at variability in cost-effectiveness across time.
Chapter 3 describes the factors identified, conceptually and empirically, to explain likely variation in the cost-effectiveness of a given intervention between locations and over time. From this literature, it can be concluded that there is a reasonable basis to expect a series of interrelated parameters, relating to costs and clinical effects, to vary between locations and setting. This raises questions of method in economic studies regarding how variation in cost-effectiveness should be identified, quantified and interpreted. The review in this chapter summarises papers which have described and applied methods to assess variability and generalisability by location and time.

Basic results

Of the 109 references on the database, 52 studies consider methods that might be used in economic studies to explore variability and enhance generalisability relating to location. Those studies suggesting analytical methods are summarised in Appendix 2C; and those applying methods are detailed in Appendix 2D. The suggested methods fall into a series of categories as summarised in Table 7.

Assessing variability and generalisability in trial-based economic evaluation with respect to location

As described in Chapter 1, there is a well-established place for the prospective study, as a ‘vehicle’ for economic evaluation. That is, patient-level data from a single study are collected on resource use and outcomes and, when appropriately valued, these are used to estimate the cost-effectiveness of alternative interventions and programmes. These studies are frequently randomised trials, but could also include non-experimental observational data.

Within studies which collect data from a number of centres and perhaps in several countries, the opportunity arises to quantify variability between locations directly, and to assess whether this variability is sufficient to limit the generalisability of the study’s conclusions – that is, the most cost-effective programme is not consistent between locations. In studies which collect data in one centre, the question is whether the results are generalisable outside that location, but data external to the study would have to be employed to assess this. Many studies collect a proportion of data (typically, resource use and clinical outcomes) from a number of centres/countries, but acquire valuation data (unit cost and, if appropriate, utilities) from only a subsample of locations (often only one). For these studies, scope exists to quantify variability relating to location directly, but external data may also need to be utilised to assess generalisability with respect to the valuation data. Several methods papers have been identified which consider questions associated with the generalisability of trial-based economic evaluation.

Methods relating to the design of trial-based economic evaluation

Authors have proposed a range of approaches that broadly relate to the design of randomised trials

---

TABLE 7 Summary of the type of methods suggested to assess variability in economic evaluations

<table>
<thead>
<tr>
<th>Type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical methods:</td>
<td></td>
</tr>
<tr>
<td>Modelling studies</td>
<td>29, 31, 43, 65, 115, 116, 130, 139, 140, 142, 146, 158, 159</td>
</tr>
<tr>
<td>Critical appraisal methods</td>
<td>1, 26, 47, 114, 147, 148, 160</td>
</tr>
</tbody>
</table>
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when these studies are used, in part, as a vehicle for economic evaluation. Methods identified in the literature relate to cost estimation, currency conversion, centre selection, randomisation, data collection and adjustments to bridge data from study to routine practice. These are considered in turn below.

**Unit costs**

The methods literature on the design and analysis of trial-based economic evaluation with respect to geographical variability have focused greatly on multinational trials – that is, how to interpret the results from a patient-level data collection exercise in a range of countries from the perspective of an individual jurisdiction. One aspect of the problem of interpretation relates to the unit costs used in the analyses. Multinational economic evaluations ideally require data on the unit costs of key resource items in various countries; this provides a necessary starting point to explore how costs and cost-effectiveness might vary between countries. However, obtaining unit cost data which have been consistently estimated across countries is difficult, partly because accounting practices vary greatly between countries. At a fundamental level, several authors have argued for the development of a standardised cost framework which includes the production of a checklist of common cost categories across countries, a standardised approach to service use data collection and agreed principles for estimating the unit costs of service use.34,47,65

It is common for unit costs from one country in the multinational trial to be used to proxy those in other countries and applied to pooled resource use data collected in all studies. For example, Jonsson and colleagues assumed that Swedish costs could be generalised to four other Scandinavian/Nordic countries in the 4S.78 A similar approach is often used in multicentre trials within one country. However, some authors have argued for the importance of collecting country-specific or centre-specific unit costs, based partly on the view that unit costs are likely to vary systematically between countries for reasons described in Chapter 3.53,77,84

Furthermore, it has been argued that, in multinational trials, unit costs should be taken from all or a sample of centres within each country as applying unit costs from single centres in a multinational economic evaluation may reflect neither the average unit costs within a country nor the true variation in unit costs.24 In a recent simulation exercise, it was confirmed that there is a significant difference in overall cost results between using unit costs averaged across centres and centre-specific costs to value all the resource use measured in the trial.119

Frequently, unit costs may not be available for some sites in a study. In a study of alternative management of subarachnoid haemorrhage, country-specific costing data were unavailable for eight out of 15 countries participating in the trial.120 In this situation, a standardised costing methodology was developed in seven countries, and estimated unit costs were converted into a common currency using measures of purchasing power parity. A general linear model of cost was developed and the amount of variation in cost that could be explained by procedure and country was determined using a one-way analysis of variance. Despite the detailed approach adopted, there were still several resource items for which unit costs were unavailable for certain countries. For these items the analysts developed an index table, based on a market-basket approach. To estimate the cost of a given procedure, the market-basket estimation process required that cost information be available for at least one country. Where cost information was unavailable in all countries for a given procedure, costs were estimated using a method based on physician-work and practice-expense resource-based relative value units.

A conference abstract reported that the possible use of imputation methods to reduce the burden of unit cost data collection in a multi-national trial was explored.121 It was found that the imputation error decreased as the number of types of hospitalisation and countries sampled increased, but that the rate of reduction in error shrank. Furthermore, the error was minimised by obtaining estimates for fewer types of hospitalisations from more countries. The authors concluded that these methods deserved greater attention when undertaking trial-based cost analyses.

**Expressing costs in a common currency**

Comparisons involving cost data from different countries also raise the issue of exchange rate conversions, although little attention has been given to the conversion of prices to a common base.122 Simple published exchange rates are subject to fluctuations, do not reflect opportunity cost and may be misleading. Adjustments should be made using purchasing power parities (PPPs), and some economists argue that, where possible, PPPs should be specific to medical goods and services.122,123 A further methodological concern is
that, although PPPs capture the relative cost of health technology purchases between countries, they fail to capture relative wealth (and thus ability to pay, which influences price) reflected in gross domestic price (GDP) PPPs. Another type of PPP – exchange rates and healthcare PPPs – has been tested for dialysis. These are technology-specific and have been shown to cause least variation in costs between countries compared with other forms of conversion.

Sullivan and colleagues developed an analysis plan for determining the cost-effectiveness of early intervention for asthma based on a multinational clinical trial. They stated their intention to use a regression analysis and to include a variable that would control for between-country cultural differences in the supply of healthcare, healthcare utilisation and patient behaviour. Variables such as the number of hospitals or physicians per capita (as a proxy for health services availability) were considered. However, for reasons of data availability and to limit the number of variables in the analysis, the authors proposed the use of the annual gross national product (GNP) per capita, adjusted by PPP.

**Identifying appropriate locations for trials**

Although the randomised trial has become a very popular vehicle for economic evaluation, Chapter 3 has highlighted how the geographical location in which the study is undertaken may have a major impact on the results. As a result of this variation, several authors have discussed desirable features of trials undertaken for economic evaluation. In particular, there has been an emphasis on the need for careful selection of centres based on their economic or organisational characteristics and on the need for thought to be given to the definition of ‘a representative centre’ for trials. To judge representativeness, Johnston and colleagues proposed that the average costs of trial centres are compared with the median values of non-trial centres. To adjust the results of costs in trial centres, one-way sensitivity analysis was suggested to examine the impact on unit costs of each characteristic for which the trial centres were not representative. Alternatively, multiway sensitivity analysis can be used to explore the impact of several characteristics simultaneously.

Goeree and colleagues provided guidance on what might be taken into account when considering the generalisability of (hospital) unit costs. The first consideration is the number of hospitals chosen for unit cost estimates. The larger the number of hospitals participating in the trial, the less representative or applicable are the costs from one hospital or a small number of hospitals. The second consideration is the method of sampling for selection of hospitals. This can be systematic or random. The selection of hospitals may be based on key hospital characteristics known to impact on unit costs such as hospital size, level of output, patient mix, teaching status, urban/rural location or extent of staff unionisation. The final consideration relates to the desired level of subgroup analysis by geographical area. Hospital cost variation may be as large within countries as it is between countries.

In attempting to adjust economic results based on data from trial centres in Argentina, Cuba, Saudi Arabia and Thailand to make them relevant to non-trial centres in South Africa, Gambia, Zimbabwe, Indonesia and Bangladesh, Mugford and colleagues collected additional data outside of the trial on local characteristics and features of the health service hypothesised to vary between locations including unit costs, morbidity and utilisation patterns. These factors were considered because of country-specific governmental laws on the minimal healthcare for pregnant women, potential non-scheduled visits to the clinic that could affect outcomes and differing financing structures leading to different unit costs.

**Dealing with trial-induced distortions to clinical practice**

The issue of how to design trials in such a way as to make clinical practice in those trials more representative of routine practice has also been discussed in the literature. Coyle and Lee suggest the use of modelling, pragmatic trials and changes to data collection within RCTs to deal with the issue of protocol-driven costs – that is, resource use which is determined by the needs of the trial and which would not be expected in routine practice. They argued that more realistic estimates of cost-effectiveness can be modelled based on efficacy results from trial data and data obtained outside the trial to provide a more precise estimate of economic impact free of protocol-induced effects. They use the example of a cost-effectiveness study of a particular group of pharmaceuticals, where efficacy results were taken from the trial and the costs of events were taken from non-trial sources. Also, study designs can be adapted to allow analysis of costs which have only occurred for protocol reasons in atypical centres to be modified. An alternative approach is to design data collection in such a way that it is limited to that which would be expected to occur in routine practice.
Dixon and colleagues link a number of approaches to provide more externally valid data on resource use and costs within the context of a randomised trial evaluating treatment for otitis media with effusion (‘glue ear’). Scrutiny of the protocol identified four features of the trial that could potentially compromise the generalisability of the economic evaluation between locations such as the level of intensity of outpatient follow-up and assessment, the experience of the physicians (consultants) in undertaking operations, the level of intensity of preoperative assessments and the type of centres where recruitment took place. They suggest exploring simpler problems, such as unit cost bias produced by recruitment from selected centres, using one-way sensitivity analysis with routine cost data. More complex problems could be tackled with a series of observational designs to complement the data collected in the trial.

Others have suggested several unusual aspects of study design to increase generalisability. These include allowing physicians to adjust dosages; recruiting a heterogeneous patient population with a variety of co-morbidities; administering treatment in an open-label fashion; following representative models of care; encouraging, but not enforcing, compliance with plans of treatment; following up irrespective of remaining on therapy; minimalising external monitoring; and stratifying costs according to possession of insurance coverage.

**Methods relating to the analysis of trial-based economic evaluation**

Most of the methods literature has focused on methods to assess and increase the generalisability of economic studies undertaken in parallel with RCTs. In recent years, an increasing number of these trials have been mounted on a multinational basis. The main motivation for undertaking multinational trials is that larger sample sizes can be assembled in a shorter period, thus allowing quicker, more precise estimates of treatment effect. In addition, because these trials enrol patients from a wide range of treatment settings and countries, they may increase the representativeness of the study sample and promote interest among clinical opinion leaders in several countries.

The multinational trial also provides a potentially valuable vehicle for economic evaluation. In particular, these studies provide an opportunity to explore variability in costs, effects and cost-effectiveness between countries, resulting from the sort of factors described earlier in this chapter.

However, looking at estimates based on data pooled across countries may have limited applicability to any one country. Issues regarding appropriate methods to analyse multinational clinical trials are similar to those relating to multicentre trials conducted in one country: the value of accumulating more, and perhaps more clinically representative, patients needs to be balanced against the requirement to establish the cost-effectiveness of the interventions for a particular decision-maker whose interest may be focused on one centre or country.

**The methodological problem of analysing multicentre/national trials**

Although practice patterns and patient characteristics may differ across centres and countries in clinical trials, the starting point of most trial analyses is that the effectiveness of an intervention should not differ greatly across centres or countries, at least in relative terms. Consequently, one should be able to pool the clinical data across centres and countries to assess the effect of treatment on clinical outcomes. The reasonableness of this assumption is sometimes assessed using formal hypothesis tests of heterogeneity, despite the fact that these are typically underpowered. As noted above, the standard method of economic evaluation based on multinational trials is to apply a single set of unit costs (typically taken from one country) to all resource use data collected in the study (i.e. pooled across centres); these pooled costs are then related to pooled outcomes.

The assumption underlying these approaches is that resource use, in addition to effectiveness data, is perfectly exchangeable between countries and centres. However, Chapter 3 makes clear that this assumption may be a heroic one given variations between locations in factors which may impact on costs and outcomes. At the other extreme, multinational studies can assume that resource use data are not at all exchangeable between locations. Under this assumption, analyses for a particular jurisdiction would be based on the application of a single set of unit costs to resource use data taken from patients only recruited in one country in the trial. Although this may be feasible for large multinational trials, where a reasonably large number of patients are recruited in the country of interest, it will not be feasible for those countries which recruit relatively small numbers of patients. Related to this, some authors have concluded, through empirical investigation, that variations in healthcare costs between locations mean that they are fundamentally difficult to generalise, and a
A more disaggregated approach to presenting economic evaluation data should be adopted rather than pooling inappropriately. It is likely that, in practice, both resource use and outcome data collected within trials where patients are recruited in a number of locations are partially exchangeable. That is, some components of costs and outcomes will be common between locations and others will be more specific to locations. Analytically, the problem is to disentangle these components. Several papers have been identified which have begun to explore these methods.

**Estimating the relative impact of interventions**

In describing the design of an economic evaluation alongside a multinational trial of a medicine used in the treatment for myocardial infarction, Jonsson and Weinstein argued that there would be differences between countries in the baseline level of resource utilisation (e.g. revascularisation procedures), since this had been seen in earlier studies. In other words, they expected to see differences in ‘standard practice’ in the control arm of the trial. Therefore, they suggested calculating the pooled proportional difference in resource use across all countries, and then applying this proportional reduction to country-specific baseline resource use. This approach is analogous to that often used when estimating a clinical effect, where it is usually argued that the relative risk reduction from a given therapy is fairly constant across different study populations. However, it remains an empirical matter whether the ‘relative resource reduction’ is constant across different healthcare systems, and this would need to be established in a given study before these methods were implemented.

**Regression-based methods**

**Quantifying variability in cost-effectiveness**

Several authors have suggested the use of regression methods to explore variability in costs and/or cost-effectiveness by location. Willke and colleagues carried out one of the few studies to suggest methods to assess variation in costs and outcomes together (i.e. in cost-effectiveness), rather than costs alone. The analysis related to the use of tirilazad in the management of subarachnoid haemorrhage and used trial data from five countries. The approach assumed that the cost of an episode of care for an individual patient is determined by the treatment the patient receives, a series of exogenous variables (e.g. disease severity), the health outcome of the episode and country-by-treatment and country-by-outcome interaction terms. The model was specified in such a way as to ‘decompose’ the overall effect of a treatment on cost into the ‘net’ treatment effect (having removed the effect of outcome on cost) and the effect of outcome on cost weighted by the treatment effect on outcome. The country-by-treatment interaction term allowed for country-specific estimates of mean costs and outcome (mortality rate) for each treatment by country.

The authors demonstrated that, for five of the 11 countries in the trial, there were considerable differences in the average hospital costs and mortality rates (see Table 8). The results of the regression analyses showed that the full treatment effect of tirilazad on cost ranged from –US$4812 in country 5 to US$5845 in country 2, and that the statistical test for the country-by-treatment interactions tended towards significance (F-test, \( p = 0.088 \)). The net treatment effect of tirilazad on cost ranged from –US$5041 in country 5 to US$4543 in country 2 – in this case, these differences were statistically significant (\( p = 0.046 \)). The outcome effect on cost was negative in all countries, but also tended towards significant differences between countries. Finally, the country-specific effects of mortality were not statistically different from one another (\( p = 0.64 \)).

**TABLE 8** Drummond and colleagues’ checklist to assess relevance of a published economic evaluation to a particular end-user

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the results valid?</td>
<td>( p = 0.088 )</td>
</tr>
<tr>
<td>Did the analysis provide a comparison of healthcare strategies?</td>
<td>( p = 0.046 )</td>
</tr>
<tr>
<td>Were the costs and outcomes properly measured and valued?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Was appropriate allowance made for uncertainties in the analysis?</td>
<td>( p = 0.046 )</td>
</tr>
<tr>
<td>Are estimates of costs and outcomes related to the baseline risk in the treatment population?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>What were the results?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>What were the incremental costs and outcomes of each strategy?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Do incremental costs and outcomes differ between subgroups?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>How much does allowance for uncertainty change the results?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Will the results help in caring for my patients?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Are the treatment benefits worth the harms and costs?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Could my patients expect similar health outcomes?</td>
<td>( p = 0.64 )</td>
</tr>
<tr>
<td>Could I expect similar costs?</td>
<td>( p = 0.64 )</td>
</tr>
</tbody>
</table>
The regression estimates were then used to calculate incremental cost-effectiveness ratios for trilazad treatment in three ways: (1) using own-country costs and mortality effects; (2) using own-country costs and the trial-wide mortality effect; and (3) using own-country prices, but trial-wide utilisation and mortality effect. The greatest variation in the country-specific ratios was in case (1), where country-specific resource utilisation, unit prices and outcome levels were all taken into account. In case (2), the ratios still varied considerably, although in three of the countries the ratios were similar, suggesting similar resource utilisation patterns. In case (3), when only prices were country-specific, there was much less variation in the cost-effectiveness ratios, suggesting that country-specific utilisation differences, controlling for outcome, clearly contribute to the variation in the cost-effectiveness ratios. The authors concluded that, although they found no significant country-specific differences in outcome (and hence outcome results were generalisable from place to place), simple transfer of trial-wide cost results to specific countries would have been inappropriate in their study.

Quantifying variability in costs

Other studies have used regression methods to assess variability in costs rather than cost-effectiveness. Rutten-Van Molken and colleagues used ordinary least-squares regression methods to look at variability in the cost of two alternative long-acting inhaled β2-agonists between six European countries, based on data collected during a randomised trial. Using country-specific unit costs, which were applied to the resource consumption of individual patients within each country, cost was regressed on a series of covariates including age, duration of illness, study drug and country. No country-by-treatment interactions were modelled. This regression method was then compared with another method where resource use was pooled, adjusted to reflect national medical practice better and country-specific unit costs were applied to the pooled volumes resulting in six different analyses (one per country). The analyses of the pooled log transformed costs confirmed that there were no statistically significant differences in costs between treatments. However, significant differences existed between countries: Swiss patients had significantly higher costs than patients from other countries, whereas Italian patients had lower costs, which could be partly attributed to differences in definitions, costing methodology and uncertainty associated with data sources. It was concluded that it is difficult to pool the cost data from the six participating countries and the authors emphasised the importance of separating resource use from costs rather than simply reporting and analysing total costs.

Koopmanschap and colleagues suggest the exploration of the relationship between differences in medical practice and hospital medical consumption and costs through two approaches. The first approach is aimed at finding differences in treatment patterns, given relatively homogeneous patient groups. For each of the main categories of medical consumption (e.g. hospital days, consultations, radiotherapy), a statistical analysis tests for country-specific differences in the amount of medical consumption, controlling for variables such as disease stage, treatment arm and age. If ‘statistically significant and relevant’ differences exist, these should be corrected for. For example, if in country X 20% fewer laboratory tests are carried out than in country Y (controlling for differences in patient characteristics), patients’ laboratory consumption should be corrected downwards when estimating the costs as if all patients were treated in country X. The corrected amounts of medical consumption can then be multiplied with country-specific unit costs. An advantage of this method is that the results of the analysis are the amount of medical consumption in a particular country estimated as if all trial patients were treated in that country. A problem is that it is only feasible to make adjustments for relatively homogeneous medical services. The second approach aims to explain differences between countries more directly through explaining costs by age, disease state, treatment arm, country and relevant interaction terms. However, the authors recognise that it is not easy to decompose a cost difference into differences in the amount of medical consumption and the costs per unit of medical consumption. The study made no attempt to model variation in cost-effectiveness by location.

Another study, reported in a conference abstract, also proposed adjusting observed resource quantity to a ‘typical treatment’ pattern of the target country. The authors also propose, first, substituting the unit prices of the target country; second, replacing selected treatment encounters with a functionally analogous service existing in target country; and third, sub-setting the original trial cohort to obtain outcomes in a patient population representative of the target country.

Rice and Jones suggest the use of multilevel regression modelling to detect centre-related
differences in randomised clinical trials since outcome (including cost-effectiveness) may be dependent on the characteristics of the centres themselves in addition to the randomised intervention.\textsuperscript{21} Multilevel models can be used to analyse data that fall naturally into hierarchical structures consisting of multiple macro units (contexts) and multiple micro units within each macro unit. It can, therefore, be used to detect differences in centres and countries in a multinational trial.\textsuperscript{137} This method is explored further in a case study in Chapter 7.

\textbf{Other statistical methods}

Papers have also explored the problem of distinguishing location-specific costs and effects using a range of statistical methods other than regression. Coyle and Drummond proposed the assessment of variation in costs between centres using one-way analysis of variance.\textsuperscript{138} With these methods, patient-level variation in costs can be attributed to that between or within centres. For each treatment group in which differences in costs between treatment centres are statistically significant, analysis can be repeated to identify those components of costs for which there is significant variation between centres. For each of the cost components where variation between centres is evident, regression analysis can be conducted to assess the degree to which variation can be explained by various factors. This would allow identification of the causes of between-centre variation, thus assisting in determining the generalisability of results. The methods were applied to the CHART (continuous hyperfractionated accelerated radiotherapy trial) trial in cancer to identify the determinants of variation in radiotherapy and other hospital costs between patients and treatment centres. The results demonstrated that significant variation existed between centres only for CHART and specifically in relation to radiotherapy and hospital costs, implying that the overall cost results from individual centres may not be generalisable. Almost all the variation in radiotherapy costs could be explained by differences in unit costs between centres primarily due to differences in payment mechanisms for after-hours treatments and the annual use of equipment. For hospital costs, the provision of hostel accommodation and patients’ characteristics were identified as important determinants of variation between treatments.

Cook and colleagues have proposed an approach for analysing multinational economic clinical trials based on testing for homogeneity in the data.\textsuperscript{131} The general idea is to follow the approach used to analyse clinical data from such trials, where tests of homogeneity are typically performed before pooling the data. The authors’ specific interest was in the possibility of a country-by-treatment interaction in the effect of treatment on the measure of effectiveness, cost or cost-effectiveness. The authors defined a qualitative (or crossover) interaction as occurring when the treatment effect is positive for the patients in some countries and negative for those in other countries. A quantitative (or non-crossover) interaction was defined as occurring when the magnitude, but not the direction, of treatment effect varies. If there is no evidence of treatment-by-centre interaction, the data can be pooled for analysis across centres/countries thus offering improved precision of the cost-effectiveness ratios for each country.

\textbf{Assessing variability and generalisability with respect to location using decision models}

A trial-based economic evaluation can only facilitate an analysis of variability in cost-effectiveness between locations if patient-level data are collected in all centres/countries of interest. If that is not the case, then it is necessary to employ data external to the trial to assess whether the results of a trial are generalisable to non-trial locations. Decision modelling is frequently used in economic evaluation for a range of reasons. One advantage of modelling is that it facilitates the synthesis of data from several sources.

\textbf{Use of models to adjust trial results to reflect routine practice}

One aspect of the potential role of decision modelling is to facilitate adjustment of the results of trials which are undertaken in centres and with patients which are known to be unrepresentative of routine clinical practice.

Some authors have suggested very general modelling approaches to adjust the results of trial. Rittenhouse proposes supplementing trial data with additional data to connect the artificial trial to the real world of clinical practice through modelling.\textsuperscript{139} If data are not directly available, a Bayesian approach with priors based on expert opinion could be adopted. Using the example of a treatment option (HA-1A) for positive cases of Gram-negative bacteria (GNB) only in suspected sepsis, the above approach is used to correct for the highly selective patient groups in trials due to
strict inclusion and exclusion criteria. A major clinical trial in the field used strict inclusion criteria which enrolled a slightly higher proportion of GNB patients than would have been expected in the general population of sepsis patients. As a consequence, patients in the trial were more likely to benefit from HA-1A resulting in incremental costs per life saved of US$143,307–483,333. However, revising the trial results with estimates from ‘real-world’ diagnostic criteria derived from a study of house officers at a large university hospital, the incremental costs per life saved of HA-1A increased to US$211,538–707,143.

Baltussen and colleagues set the adjustment of trial results to reflect real-world practice within a three-step framework comprising successive assessment of internal validity, external validity and net impact at the system level.\(^1\) Step 1 involves deriving internally valid results through collecting effectiveness parameters and patient-specific data on resource utilisation within a randomised trial. The second step involves adapting the results to the real world through taking into account context-specific factors such as specific physician, hospital and healthcare system characteristics. The methods which would be used in the second step include checklists, sensitivity analysis, use of observational data and use of pragmatic trials. The final step implies the assessment of costs and outcome changes associated with introducing the new intervention.

Substitution with location-specific data in a decision modelling framework
Decision models can be used to generate country-specific cost-effectiveness results.\(^1\) This can take several forms, including the use of a model to extend the results of a specific trial-based economic evaluation to one or more locations (usually countries) which were not included in the trial. The importance of models in this context relates to the fact that, in certain countries such as the USA and Japan, regulatory authorities demand evidence of safety and efficacy from trials in their own populations. Therefore, trials are usually conducted in these localities, with and without economic data capture. However, although economic data may have been collected in a trial in one country (e.g. the USA), economic evaluations may also be required for other settings.

Decision models can also be used as a vehicle for economic evaluation more generally, where data on a range of parameters are taken from a number of sources, and this may involve estimating location-specific cost-effectiveness. This would include situations where a multicentre/multinational trial has established the effectiveness of particular interventions, but no trial-based economic evaluation was undertaken; a model can then be used to estimate cost-effectiveness in centres/countries within and outside the trial by synthesising trial data on treatment effects with other data necessary for cost-effectiveness analysis taken from other sources which can be partly location-specific and partly taken from a range of sources.

Models to extend results to non-trial locations
Bryan and Brown’s study is an example of a study which used decision modelling as a framework to extrapolate the results of a study collecting patient-level data to a different (non-study) location.\(^3\) The context of the study was the comparison of the costs and effects of routine mammography screening with a single view and two views of each breast. Although the analysis was based on data from one screening centre and the results might have been specific to its practice pattern, the cost analysis was reported in great detail so that other centres could estimate how results may differ for their situation. One issue with this sort of analysis is, as for trial analysis, if the production functions (i.e. the relationship between inputs and outputs) are fundamentally different between locations, then it is doubtful whether simple substitution can take into account differences between settings.\(^4\)

Menzin used a decision model to extend the results of a US trial to patients in France, Germany, Italy and the UK.\(^5\) Economic data were collected on patients in the trial comparing two different doses of rhDNase with placebo. In the trial, patients were treated for 24 weeks and the outcome measures included change in pulmonary function and incidence of respiratory tract infections (RTIs) requiring parenteral therapy. Resource use data on hospital admissions, inpatient days and days of oral and intravenous antibiotic therapy were also collected in the trial. In the US trial, the cost of treating RTIs over 24 weeks was US$1682 less among patients receiving rhDNase once daily than placebo, primarily due to reductions in the cost of hospitalisation.

The role of the model was to determine the economic impact of the therapy in France, Germany, Italy and the UK. Two key resource use parameters (rate of hospitalisation and length of stay) were identified in the early stages of the evaluation, which were then collected in all
countries. A simple approach was to price the US resource use observed in the trial in local currency, effectively ignoring differences in the production function between countries. This approach generated savings from rhDNase ranging from £434 (US$711) in the UK to FF 7010 (US$1064) in France. However, since the US trial-based resource estimates were potentially misleading, adjustments were made based on the variability in the two key parameters between the countries of interest. In the UK, no adjustments were considered necessary, but in Germany the length of stay was considered to be longer than in the USA (14.4 versus 12.3 days). In France and Italy, both the rate of hospitalisation and the length of stay were adjusted. The overall effect was to reduce slightly the estimates of savings in Italy (from US$908 to US$607) and in France (from US$1064 to US$850). In Germany, there was a very small increase in savings from treating RTI.

As emphasised earlier in this chapter, it is not only resource use and cost data that can vary by location; the same can apply to clinical data and this may also need to be reflected in models seeking to estimate location-specific cost-effectiveness. Several models in the literature have addressed this by assuming that the baseline risks for particular clinical events are location-specific whereas the relative treatment effect is more generalisable across locations. Caro and colleagues adopted this perspective and derived a generalised formula expressing cost-effectiveness in terms of elements that might be country-specific and those that can be assumed to be more general. Within their framework, the relative treatment effect is generally transportable, but the baseline risk can be affected by differences in the distribution of risk factors in different populations. Similar methods have been proposed by others.

The framework was used to adapt the clinical and economic findings from the WOSCOPS study, looking at the cost-effectiveness of primary prevention of coronary heart disease using prevastatin, from the location of the trial (the west of Scotland) to Belgium. The authors used local information on prevalence and clustering of risk factors in individual patients in a risk equation to estimate the reference (i.e. baseline) risk in Belgium; country-specific costs were also used. The relative risk reduction from WOSCOPS was then applied to the Belgium-specific data. The resulting absolute relative risk reduction in Belgium paralleled that observed in WOSCOPS (3.19% versus 3.48%). The cost-effectiveness ratio was €29,800 per life-year gained, similar to that in Scotland (£31,400). Therefore, it was concluded that the clinical and economic findings from WOSCOPS were generalisable to other populations with similar characteristics in terms of gender, age and cholesterol level.

**Making general models location-specific**

A number of examples exist in the literature of cost-effectiveness models which were developed to have general relevance to countries or centres, but where further work was undertaken to tailor the model to a specific location. In other words, there are models which initially seek to be generalisable across locations, but where country-specific analysis is subsequently considered appropriate. Discussing these issues in the international context, Haycox and colleagues outline three steps for making a general model specific to individual countries. First, identification of variations in national cost-containment policies with their subsequent impact on clinical practice and resource utilisation; second, measurement of the impact of such variation on health and economic outcomes; and third, valuation of the extent to which such variations alter differential costs and effectiveness.

Drummond developed a model relating to the cost-effectiveness of misoprostol in the prevention of NSAID-associated gastric ulcer in patients with osteoarthritis who experienced abdominal pain. The paper describes the use of a single structural model and core assumptions, which was then applied to the specific contexts of four healthcare systems: Belgium, France, the UK and the USA. All countries took core efficacy data from a US trial, but compliance with therapy, detection rates and consequent use of healthcare resources were allowed to vary by country. Cost comparisons between countries were made by adjusting to US dollars using purchasing power parities. The estimated net costs of 3 months of misoprostol prophylaxis showed surprisingly similar results, despite differences between the countries in clinical practice patterns and cost components. The main problems that this study encountered related to the availability and type of data found in each country; that is a common problem in modelling studies.

**Alternative analytical approaches**

**Use of observational data for economic evaluation**

The greater use of observational (non-experimental) data for economic evaluation has been suggested
as a possible way of increasing the generalisability of economic evaluations. The attraction of this type of study is that it tends to be less selective in terms of patients included and hence has the potential to include a more representative sample of patients. However, in the absence of randomisation, comparisons of cost-effectiveness across non-randomised treatment groups raises concerns about selection bias. Selection bias arises as a result of the interaction of treatments and omitted or unobserved characteristics of patients that may influence treatment choice, but independently affect health outcomes.

A statistical approach which has been suggested to deal with selection bias is the ‘decomposition technique’. Originating in labour economics where it was used in the examination of wage differences between different population subgroups, the method was suggested as a way of adjusting trial efficacy data with observational ‘real-world’ data. The technique involves decomposing observed outcome effects into treatment and population components. The treatment effect is the difference in relative risk applied to the treatment group, whereas the population effect is an adjustment for differences in two study populations. Regression models are used to regress costs on sets of risk factors such as age, gender, race, disease group and logistic/linear regression used to estimate branch probabilities and payoffs within a decision-modelling framework. The practical potential of this technique lies in the fact that it enables policy-makers to identify the separate components of the outcome effect, which is crucial for decision-making. After decomposition, the treatment effect addresses the question ‘how much money will the new treatment save (cost) as compared to the existing treatment?’ and the population effect considers the question ‘how much money would have been spent by a potential treatment group receiving the new treatment compared with the control group?’ In other words, the treatment effect is the differential cost (benefit) resulting from the treatment itself, and the population effect is the differential cost (benefit) resulting from population differences, where the latter could be due to the difference between study to practice or different patient groups. This technique is also relevant in that it allows policy-makers to quantify how much the level of expenditure is likely to change following the adoption of the new intervention. Shih and Kauf demonstrate the use of this technique in the context of a model of epoetin (EPO), a drug used in the management of patients with end-stage renal disease.

Methods have been described in the health economics literature for adjusting the results of observational studies for potential selection bias which go beyond the usual statistical adjustment of known potential confounders. These methods involve the use of instrumental variables (IVs), which are variables (or ‘instruments’) that are ‘predictors’ of the particular treatment which is selected for a given patient, but which are not correlated with the outcome of interest. When this assumption is valid (i.e. when an appropriate instrument has been identified), the method mimics randomisation by identifying ‘balanced’ sources of variation in treatments which generate estimates of treatment effects which are not affected by selection bias. However, these methods generate rather different estimates from randomised trials because the groups being compared differ not in the treatments they receive but in the likelihoods of treatment. This results in the estimation of an incremental or ‘marginal’ treatment effect which relates only to the range of variation in treatment across the IV groups.

McClellan and Newhouse applied IV techniques to an economic evaluation study. The study estimated the incremental mortality and costs of intensive procedures in the elderly. These interventions were cardiac catheterisation and subsequent revascularisation (angioplasty or bypass surgery), and the study used panel data relating to the US elderly population from 1987 to 1990. A clinical evaluation of the interventions, using the same methods, had been published earlier. The particular instrument selected for the analysis was the distance that a patient lived from a hospital offering more intensive treatment, on the basis that this variable was a good predictor of treatment allocation but was assumed (and to some extent shown to be) independent of outcome. The method estimated the average effect of invasive management for all patients who are ‘marginal’ (that is, who undergo invasive treatment in the ‘relatively near’ group but not in the ‘relatively far’ group) given that the groups are balanced in observable characteristics and that there are no other treatment differences between the groups. The most conservative cost-effectiveness estimate for intensive technologies was at least US$40,000 per patient surviving to 1 year. In contrast, ordinary least-squares estimates, which adjust for observable patient differences between treatment groups but which do not allow for selection bias, generated a cost-effectiveness ratio of under US$30,000. This led the authors to suggest that much of the existing literature on medical technology assessment based...
on observational data may involve substantially biased estimates. McClellan and Newhouse proposed that this method could be more relevant for policy analysis as it involves estimating the incremental average cost-effectiveness of changes in medical treatment patterns rather than the population average cost-effectiveness for an observable population. However, in practice, the validity of the IV approach relies on finding instruments which satisfy the key condition of being good predictors of treatment allocation but are not correlated with outcomes.  

Manning and Claxton discuss the more general use of IVs to increase the generalisability of clinical trials, for both clinical and economic evaluation. They describe the well-understood problem that clinical trials usually do not include a random sample of patients, hospitals and clinicians from the population for whom the trial is supposed to be relevant. This can be partially addressed by using regression methods to explore interactions between treatment allocation and covariates relating to patients (e.g. age, co-morbidities) and providers, assuming that trial patients exhaust the full range of these variables. (This method is explored further in the case study in Chapter 6.) The problem is that this `subgroup analysis' only relates to the observed characteristics of the trial sample and the wider population. The paper argues that, given that most patients in trials are selected for randomisation (either by themselves or by clinicians) rather than randomly drawn, there may be unobservable differences between the trial sample and the wider population. To the extent that there is an interaction between treatment allocation and these unobserved characteristics, the average treatment effect observed in the trial will be a biased estimate of that which would apply in the wider population. This is considered to be a manifestation of selection bias similar in its implications to that which is associated with observational studies. It is argued that this problem can only be addressed by modelling the selection of patients into trials using methods such as IVs.

**Generalised cost-effectiveness analysis**

Some other approaches to assessing variability and generalisability in economic evaluation have been proposed that do not strictly fall into trial-based or modelling frameworks. Murray and colleagues proposed a novel approach to economic evaluation that could make the results of economic evaluation more useful to individual settings. Given that the proposed methods would inevitably involve the synthesis of information from a range of sources, a modelling framework would be needed for implementation. Their guidelines on ‘generalised cost-effectiveness analysis (CEA)’ propose the application of CEA to provide general information on the relative costs and health benefits of different health interventions in the absence of various local decision constraints.

Generalised CEA involves the evaluation of the costs and benefits of a set of related interventions with respect to the counterfactual of the null set of the related interventions – that is, comparing costs and benefits with a particular intervention and without any intervention (i.e. a ‘do nothing’ option). According to this approach, this provides the complete set of information for evaluating both independent and mutually exclusive options to identify the health maximising combination of interventions for any given budget.

The results of ‘generalised CEA’ are then presented in a single league table. For each set of mutually exclusive interventions, the intervention with the lowest cost-effectiveness ratio with respect to a ‘do nothing’ option should appear first in the league table. This is akin to selection on the basis of an average cost-effectiveness ratio. The second intervention from the set (if there are at least two) that appears in the league table is the one with the incremental cost-effectiveness ratio with respect to the intervention that already appeared in the table. The third intervention is the one with the lowest incremental cost-effectiveness ratio with respect to the second intervention, and so on. By analysing the costs and benefits of mutually exclusive interventions with respect to a notional ‘do nothing’ option, the results were considered likely to be more transferable from one population to another, although the authors admit that this will be confirmed only through experience. There are clear limits to the comparability across populations of the ‘do nothing’ option which will depend on the development of the health system and on epidemiological patterns. The authors concede that their methods would be a technical challenge since estimating the costs and benefits of ‘do nothing’ options for a group of related interventions will require the development of natural history models.

**Critical appraisal methods**

A fairly extensive literature exists on methods for critically appraising economic evaluations. As part of this, there has been some interest in the use of systematic overviews of economic evaluations as a way of assessing the consistency of results across different locations. Heyland and colleagues suggest the use of a checklist, shown in Table 9, which can
be applied to published economic evaluations to assess how applicable the study is to the particular location of interest. The authors suggest criteria at two levels – clinical generalisability and systems generalisability – and ask the reader whether the clinical and economic data in a study are relevant to their context. In similar vein, Drummond and colleagues propose a series of questions for the end-user to determine whether an economic analysis yields valid and important results, which can then be applied to his/her clinical setting. These questions are shown in Table 10.

Several studies have used secondary reviews of existing economic studies to assess variability in results between locations. Jefferson and colleagues performed a systematic overview of epidemiological and economic variables for the prevention and treatment of influenza. The authors attempted to construct a secondary economic model which took data on resource inputs from studies identified in the literature and estimated costs and cost-effectiveness from unit cost data specific to a particular location. Through pooling, ranges of resource estimates were constructed, to which standard costs were attached. These were then used in a series of evaluations to determine the costs and benefits under different scenarios while maintaining a fixed efficacy of the vaccine throughout.

In the context of the French healthcare system, Spath and colleagues propose a three-step methodological approach to evaluate the potential of studies for transfer. First, they carried out a literature search of economic studies. Second, they conducted a critical appraisal of the studies based on four inclusion criteria: identification of perspective, two or more competing options, description of therapies and relevance of therapies to the French healthcare system. Third, they undertook an analysis of the eligibility for transfer based on indicators which included the settings in which the studies might be used, the transferability of health outcome data and the transferability of resource utilisation data. This framework was applied to economic studies relating to breast cancer treatment to assess their transferability to the French healthcare system. Of the 26 studies identified in the literature, 20 did not satisfy all four inclusion criteria. Six studies were appraised but none of these studies were

### TABLE 9 Mean variations in total cost and mortality rate by country for trial patients in Willke and colleagues’ study

<table>
<thead>
<tr>
<th>Country</th>
<th>Average hospital cost per patient (US$)</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country 1</td>
<td>18,180</td>
<td>0.200</td>
</tr>
<tr>
<td>Country 2</td>
<td>14,476</td>
<td>0.206</td>
</tr>
<tr>
<td>Country 3</td>
<td>14,007</td>
<td>0.111</td>
</tr>
<tr>
<td>Country 4</td>
<td>19,561</td>
<td>0.257</td>
</tr>
<tr>
<td>Country 5</td>
<td>41,258</td>
<td>0.084</td>
</tr>
</tbody>
</table>

Test of equality of country means $F = 66.6, p < 0.0005$

### TABLE 10 Heyland and colleagues’ checklist to assess the generalisability of economic evaluations

<table>
<thead>
<tr>
<th><strong>Clinical generalisability</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the patients described in the analysis similar to those patients you see in your own setting?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Systems generalisability</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the patients described in the analysis similar to those patients you see in your own setting?</td>
</tr>
<tr>
<td>Is the intervention under study generalisable to your setting? (i.e. despite good clinical evidence, is such a programme available or likely to be available in your setting?)</td>
</tr>
<tr>
<td>Are the costing methods applicable to the healthcare system in which you work?</td>
</tr>
<tr>
<td>Is the unit price for drugs, physician fees, laboratory tests, etc., the same?</td>
</tr>
<tr>
<td>Is the mix of resources consumed the same?</td>
</tr>
<tr>
<td>Is the volume of patients, and therefore the average cost per patient, similar across systems?</td>
</tr>
<tr>
<td>Can you convert exchange rates across systems appropriately?</td>
</tr>
<tr>
<td>Are the outcomes measured appropriately to your setting?</td>
</tr>
<tr>
<td>Was a method to measure the outcomes compatible with the current methods utilised in your setting?</td>
</tr>
<tr>
<td>If a preference-based measure was used, is there evidence that the preferences of your patients are the same as those preferences used in the analysis?</td>
</tr>
<tr>
<td>Is the discount rate applicable to your setting?</td>
</tr>
</tbody>
</table>
considered relevant to the French healthcare system. The main reason for this conclusion was that the cost data were not reported in a sufficiently transparent way.

A similar approach has also been proposed, in a conference abstract, which groups transferability factors by methodological context, health care system and population characteristics. The main purpose of this checklist is to allow a quick determination of possible transfer problems, the identification of the most needed adjustments and ‘knock-out’ factors which may preclude transfer (e.g. great difference in disease incidence).

Davis proposes that there are two levels to the consideration of the transferability of a study: mechanistic and economic. The mechanistic question is whether the same pathological mechanism of therapy would apply in other segments of the population. The economic question is whether the treatment would be cost-effective in populations other than those studied in the trial. Davis argues that to be able to judge the extent to which the results of a clinical trial can be generalised requires additional information. This includes the evaluation of other evidence including basic science laboratory studies, animal studies, genetic studies, observational studies and other RCTs with similar settings or treatments.

Other checklists attempt to assess the extent to which a trial-based economic analysis represents the routine practice of a particular decision-maker or the degree to which sufficient information is reported for a judgement to be made. For example, Baltussen and colleagues suggest that five questions should be addressed when reporting the results of a trial-based economic analysis: Is epidemiological information reported?; Are context-specific factors explicitly reported?; Is an indication of the impact of non-compliance given?; Has ‘real world’ sensitivity analysis been applied?; and Are future developments indicated?

**Methods relating to time**

No studies have been identified which directly consider methods to assess variability in cost or cost-effectiveness over time. A growing area of research is developing on methods for iterative technology assessment: the process of establishing the cost-effectiveness of interventions based on best available existing evidence and modelling techniques, and then using the same models to identify priorities for future research. This includes a major new area of methodological research in economic evaluation – Bayesian analytical approaches. However, these methods are much more general than assessing time-related variability in cost-effectiveness, so they have not been included here.

**Discussion**

As shown in Chapter 3, there are good reasons to think that the results of economic evaluation will vary by location. A key issue for this report is the implications that this has for economic evaluation methods in the future. A number of specific questions will need to be addressed in particular types of economic study.

**How can generalisability to other locations be assessed in primary studies (e.g. trials) undertaken in single locations?**

One way in which authors have sought to address this issue is in terms of the design and reporting of studies. Papers have been identified which urge more careful thought about the selection of the location for trials and more ‘pragmatic’ study design features such as allowing a more varied patient population. The literature also considers methods for the critical review of economic studies, including the quality of reporting in studies to allow local decision-makers to assess the relevance to their context.

Although the design and reporting of these single-location studies is a necessary part of assessing likely generalisability, it is unlikely to be sufficient. In many cases, there will be good reasons to think that factors such as patient mix, resource use or unit costs are different in locations other than the one chosen for the primary study. Analytical methods are then required to adapt the results of the primary study. In effect, these ‘extension studies’ are assessing how robust the results of the primary study are to variation in key aspects of cost and/or effect that might be expected in other locations. In the papers reviewed in this chapter, the decision model is the main means by which this sort of adaptation is undertaken. Usually, the focus is to take the results of a trial undertaken in one country and extrapolating to another – for example, Caro and colleagues’ analysis to extrapolate from the WOSCOPS trial in Scotland to clinical practice in Belgium. However, the principles also apply to extrapolation between centres within a single country.
Although most of the extrapolation models reviewed in this chapter focus on changes to the cost side of the evaluation, it is clear that there is a range of reasons why the effect side may also need to be adapted from one setting to another. The methods issues related to generalising and adapting clinical effectiveness have been considered elsewhere, and are not the focus of this report. However, these principles are also highly relevant to CEA. To the extent that these methods have emerged in the literature reviewed here, they involve the view that baseline event rates in studies tend to be location-specific, whereas the relative treatment effect is more exchangeable across subgroups and locations. In this case, the decision model becomes the framework to synthesise the relative treatment effect from the trial with location-specific baseline risks. It is important to note, of course, that the assumption about the exchangeability of relative treatment effects should, as far as possible, be tested.

How can generalisability across locations be assessed in primary studies (e.g. trials) undertaken in several locations?

The multinational trial has emerged as an important area of clinical evaluation in recent years. This is probably due to the fact that such studies provide an efficient means of recruiting large numbers of patients for regulatory trials for pharmaceutical companies, and for the ‘large and simple’ trials where the emphasis is on the need for sufficient power to detect small but important treatment effects. An important premise of such trials is that the nature of the technology (invariably a pharmaceutical) is that its treatment effect will be fairly generalisable across locations. There has also been a growth of multicentre trials within single countries, again in an attempt to recruit sufficient numbers of patients rapidly. These multicentre studies also hope to be more generalisable, but this should be demonstrated analytically. Given that these trials are frequently vehicles for economic evaluation, this chapter has highlighted a growing methodological literature on appropriate analytical methods in this area.

The starting point of the papers reviewed here is that, for the range of reasons which have been discussed, variables within an economic evaluation are likely to vary between locations. However, a further factor is that basic economic theory would suggest that these local variables are related through the production function. For example, if the labour cost of a particular medical professional is relatively high in a specific location (perhaps owing to a shortage of that group), a decision may well be taken locally to substitute other inputs into healthcare delivery (e.g. appropriately skilled nurses). In turn, this may or may not impact on health outcomes.

The challenge, in terms of the methods used to undertake economic evaluation alongside multilocation trials, is how to reflect this inter-dependence between costs, resource use and outcomes, and the likely variation between locations. A standard analytical approach is, essentially, to ignore this inter-dependence by applying unit costs from one or a few centres/countries to pooled resource use, and to relate costs to pooled outcome data. For example, in a trial comparing high- and low-dose ACE inhibitors Sculpher and colleagues used UK unit costs to value the resource use of all patients, regardless of the system within which they were treated, and differential costs were related to differential life-years which were again pooled across all trial patients. An implicit assumption of these analyses is that resource use and outcomes are exchangeable across locations. An alternative assumption is that resource use and outcomes are not exchangeable across locations, and that it is only possible to estimate the cost-effectiveness of an intervention in a given location by collecting relevant data there. This approach suffers from the problem that few multilocation trials will recruit sufficient patients to allow reasonably precise estimates of location-specific cost-effectiveness. The review of applied multilocation trials in Chapter 5 will shed more light on the economic evaluation methods being used alongside these studies.

An emerging methods literature has been reviewed here that is seeking appropriate forms of analysis which accept that some components of resource use and outcomes are exchangeable across locations whereas some are not. Some authors have explored the value of regression analysis, but confined their analysis to an exploration of variation in cost (rather than cost-effectiveness) between locations. Two key studies have been located looking at methods of assessing variability between centres in cost-effectiveness. Cook and colleagues look to apply the tests of heterogeneity to economic data in a similar way to how they are used with clinical data. Essentially, these methods seek to establish whether it is reasonable to pool data across locations. If the statistical tests show evidence of variation between locations, pooling should be avoided. The dataset used by Cook and colleagues to demonstrate their methods showed no apparent
indication of heterogeneity. The limitation with these methods is that they rely on a dichotomous decision about pooling based on a statistical test which needs a decision to be made regarding a ‘reasonable level of heterogeneity’.

Willke and colleagues use a more complex approach to model location-specific cost-effectiveness. Their regression methods are effectively based on decomposing the cost-effectiveness of an intervention into a series of separate effects, each of which can be adjusted for the location in which the patient was treated. Recently, methods have been developed to place cost-effectiveness analysis into a general regression framework. This opens up a range of possible analytical techniques to assess variation in cost-effectiveness across locations. This theme is explored in detail in a case study in Chapter 7 which uses multilevel regression modelling as a means of estimating location-specific cost-effectiveness.

Finally, there will always be a need to extrapolate cost-effectiveness results from multilocational trials to one or more locations which did not recruit patients. Future development of regression methods may allow this to be undertaken more systematically using covariates to characterise centres. One potentially powerful analytical framework is the use of selection models and, in particular, instrumental variables. This has been described in the health economics literature but not yet widely applied. It can be used to model how patients are allocated to different treatments in observational studies to increase the internal validity of those studies. It can also be used to increase the external validity of trials by formally modelling how patients (and providers) are selected for those studies.

**How can generalisability and variability be reflected in economic evaluation decision models?**

The key role of the decision model as described in this chapter has been as a way to adjust the cost-effectiveness estimates in primary studies, such as randomised trials, to locations which did not recruit to those studies. However, for a range of reasons, the decision model will increasingly be used as a general framework for economic evaluation. These reasons partly relate to the limitations of trials for cost-effectiveness analysis (e.g. inappropriate or partial comparisons, use of intermediate end-points, insufficient measurement or short follow-up) and partly to the dearth of trials in many areas. Hence the decision model should be seen as the main vehicle for cost-effectiveness by synthesising data from a range of alternative sources. However, the familiar issues relating to variability between locations in cost and cost-effectiveness will emerge in this process of evidence synthesis. When deciding which data to use to populate a model, the extent to which they are directly applicable to the particular decision-maker who is the target of the analysis needs to be considered. As discussed above, adjustments will be necessary if data are not considered exchangeable between locations. These issues are explored further in the review of applied modelling studies in Chapter 7 and the modelling case study in Chapter 8.

**Variability in cost-effectiveness over time**

This systematic review failed to identify a major methods literature on variability in cost-effectiveness over time. One conference abstract had sought to quantify the extent to which the cost-effectiveness of motor vehicle airbags, statins and ICDs had varied over time, but this area has not been widely researched. The reasons for this are likely to be similar to those considered in Chapter 3.

There is, however, a growing literature on the use of iterative methods to evaluate healthcare technologies, which was considered outside the scope of this review. These methods are based on the premise that the cost-effectiveness of a technology will vary over time as new research data emerge about its use. More fundamentally, formal economic analysis and statistical decision theory are used to identify the priorities for additional research. A dynamic process emerges whereby a common decision analytic framework is used to inform decision-making about the use of particular technologies based on existing information and about the needs for future research and its optimal design. As new information emerges, this Bayesian framework is used to update the prior estimates of cost-effectiveness.

**Conclusions**

Methods to assess generalisability and variability in economic evaluation studies have been discussed extensively in the literature. These relate to both trial-based and modelling studies. For the former, regression-based methods are likely to offer a systematic approach to quantifying variability in results between locations in multicentre/country trials. Decision analytic models are likely to retain an important role in adapting the results of cost-effectiveness studies between locations.
Chapter 5
A systematic review of economic evaluations undertaken alongside multicentre randomised controlled trials

Most of the methods literature on generalisability has focused on issues relating to economic studies undertaken in parallel with RCTs.\(^{46,109,117}\) RCTs are often designed to randomise patients recruited from a number of different locations, where these can be represented by several centres within a country and/or by more than one country. For both clinical and economic evaluation, these multicentre or multinational trials often offer several potential advantages over single-centre trials. These include the opportunity to ensure speedy recruitment of the target sample size and a means of meeting the needs of regulatory agencies in different jurisdictions.

In addition, the use of this sort of trial design also has the potential to increase the generalisability of estimates of effectiveness and cost-effectiveness. This can be achieved in two ways. First, by recruiting patients from a range of locations, there is an opportunity for those patients recruited to the trial to be more representative of those presenting in clinical practice. Second, it is possible to assess how variable cost and effect results are within and between settings, and hence to establish whether the overall results of the study are generalisable across locations. In the context of multi-national trials, the second of these factors is particularly important given the proliferation of healthcare systems now requiring economic evidence to decide whether a particular health technology should be reimbursed.\(^5\) This is because, in principle, a single multinational trial can provide necessary cost-effectiveness evidence for a number of jurisdictions.

The potential value of multilocation trials as a way of increasing generalisability in evaluation is relevant to both clinical and economic studies. However, for the reasons described in Chapter 3, numerous factors suggest that cost-effectiveness estimates are particularly sensitive to the location from which the data were drawn. As described in Chapter 4, a number of papers have considered the question of how to analyse economic evaluations alongside international trials.\(^{25,77,161}\) These methodological issues also apply to the analysis of multicentre trials in a single country.

It is not clear, however, whether a recognition of the potential value of multilocation trials for generating data on clinical and economic variables in representative samples of patients or recently suggested methods for assessing variability in cost-effectiveness between different centres and countries has yet permeated into applied economic studies. To address this question, this chapter reports the results of a systematic literature review of published economic evaluations alongside multinational or multicentre RCTs. The main emphasis is a critical appraisal of the way in which published studies allow the reader to appreciate the extent of variability of the study’s results across centres and/or countries and its implications on the generalisability of the study’s findings. To achieve the above objective, the review addresses the following three main questions:

- Are economic studies reporting their results in a way that allows decision-makers to assess the study relevance and generalisability to their own location?
- What methods (if any) are being used to explore the variability of results between those locations participating in the trial?
- What methods (if any) are being used to assess the generalisability of results to locations not participating in the trial?

Several authors have contributed to the methodological discussion regarding what is to be considered good-quality reporting in economic evaluation studies conducted alongside RCTs.\(^{25,162,163}\) Nevertheless, the specific issue of what to report to enable decision-makers to evaluate the relevance and generalisability of the study results to their own location has received less attention.
Methods

Inclusion criteria
The review aimed to identify full economic evaluations which were undertaken alongside multicentre or multinational RCTs and focused on the relevant literature published, in any language, during the period 1994–2000 inclusive. To minimise the risk of missing potentially relevant contributions, the inclusion criteria for the present review have been left intentionally broad. Furthermore, in view of the fact that a large number of methodological contributions in this area of research have been published in 1994 and thereafter (see Chapters 3 and 4), it was envisaged that the decision to limit the search to studies not older than 1994 would not undermine the relevance of the study findings. Furthermore, the inclusion of older studies in the sample would have biased the findings, artificially suggesting a poorer level of reporting quality.

Search strategy
The only source of the literature searched was the NHS Economic Evaluation Database (NHS EED). The NHS EED is a database of detailed structured abstracts of economic evaluations written by a team of health economists, which contains comments on the reliability of the study. The range of record types on the NHS EED include abstracts of healthcare-related cost–benefit analyses, cost–utility analyses (CUAs) and CEAs (including cost minimisation and cost consequences analyses); brief records of costing studies; brief records of articles on the methodology of economic evaluations; brief records of reviews of economic evaluations; and short abstracts of records from the Department of Health’s Register of Cost Effectiveness Studies. The database is freely accessible from the web page of the Centre for Reviews and Dissemination (CRD), University of York (http://agatha.york.ac.uk/nhsdhp.htm), and a detailed guide to searching the NHS EED can be downloaded from the URL: http://agatha.york.ac.uk/EEDSEARCHING.doc.

The NHS EED includes economic evaluations identified from more general databases such as MEDLINE, CINAHL and EMBASE and also through handsearching journals and working papers. Its inclusion criteria ensure that only economic evaluations that meet the project’s definitions of a cost–benefit analysis, cost–effectiveness analysis or CUA164 are selected for abstracting.

Although an alternative database of economic evaluation studies exists, namely the Health Economic Evaluations Database (HEED), the NHS EED was preferred to HEED because the former searches more sources, its abstracts are more detailed and it has better search and export facilities. Although HEED goes back further than NHS EED, NHS EED was preferred also because its categorisations permit economic studies undertaken alongside trials to be identified effectively. The database indexes records by study design, and this field can be easily searched for multicentre or multinational economic evaluations carried out alongside clinical studies.

We therefore searched a subgroup of the NHS EED consisting of economic evaluations carried out alongside single clinical studies (i.e. category A studies on the database). These include RCTs, non-randomised trials with concurrent controls, cohort studies, case–control studies, studies with historical controls, before and after studies in single groups of patients and case series. The search strategies for the NHS EED and the CAIRS software are reported in Box 1.

Data extraction instrument
For the purpose of the present review, we developed a data extraction form, the items on which were based on insights from the reviews reported in Chapters 3 and 4. The instrument was divided into three main sections. The first section used 25 items to assess whether a study report provided sufficient information for a decision-maker to be able to establish the relevance of the study to his/her own specific setting. The second section contained 10 items formulated to identify any analytical method that had been adopted to explore the extent to which the economic results varied (a) between the centres/countries participating in the study and (b) between trial centres and routine practice. Given the uncertainty regarding the most appropriate methodology to investigate variability in economic results by location, the data extraction form was designed with an emphasis on describing which techniques were used rather than establishing whether ‘good practice’ had been adhered to. The final section of the data extraction instrument focused on the
methods used to adapt the results of the trial-based analysis to contexts outside the trial, where these could relate to non-trial locations or non-trial practice.

Data extraction methods
Data extraction was undertaken on the following basis. The included papers were divided into two and a reviewer extracted data on papers in each half (AM and FP). Checks were conducted by each reviewer on 10% of the other reviewer’s sample. Data were entered into a database for analysis using STATA 7.0.165

Results
Of the initial sample of 107 studies initially identified, 101 satisfied the inclusion criteria and were, therefore, taken into consideration (a full list of the references included in the review is reported in Appendix 3). Among the six rejected studies were four decision analytic models, one ‘before and after’ study and one cohort study. Of the entire sample, 72% of the economic studies were conducted alongside multicentre (single-country) trials and the remaining 28% were carried out using data from multinational trials. CEA was the most popular form of economic evaluation in the sample (40%), followed by cost–consequence analysis (28%) and cost-minimisation analysis (25%). CUAs (5%) and cost–benefit analyses (6%) were less prevalent in the sample. These numbers sum to more than the total in the sample because some papers conducted more than one form of economic analysis.

Data presentation and reporting

Basis of sampling
On the basis that one of the main advantages of multicentre and multinational trials is that they can produce evidence across a more representative group of patients than single-centre studies, the extent to which this feature was constrained by any form of subsampling on any data collected in the trial was assessed. For this purpose, the review ascertained whether resource use, clinical outcome or quality of life (QoL) data had been collected in only a subset of patients or centres (countries) participating in the study and then extrapolated to the remaining centres (countries).

Among the studies included in this review, 20% were characterised by some form of sampling for resource use. Of these, nine studies used a subgroup of patients, six looked at resource use from a subgroup of centres, one international trial collected data from only one country, three studies used subgroups of patients from different centres and one study gathered data from outside the trial. The collection of clinical outcome data was characterised by sampling to a lesser degree, with only 5% of the studies obtaining data from a subset of patients and 3% of them collecting data from a subset of centres. Among those studies that collected healthrelated QoL, no sampling was undertaken.

Reporting of numbers of centres, patients and countries/jurisdictions
Another element that needs to be reported for a decision-maker to establish the relevance of a study to his/her jurisdiction is the number of centres, countries and patients from which data were collected for the economic evaluation. The larger the overall sample size in the study, the more closely the patients in the trial would be expected to reflect the characteristics of the population from which they were drawn. Furthermore, the larger the number of centres (countries) and the greater the number of patients in each of those locations, the greater is the opportunity to assess the variability in cost-effectiveness results between geographical locations.

In the sample of studies identified, all studies reported the number of patients enrolled in the trial and 98% stated the number of countries participating in the study. Rather fewer (82%) reported the number of centres in which cost and effectiveness data were collected. Very few studies, however, reported the number of patients treated in each centre.

Alternatives described and justified
To establish to what extent the results of a particular study are relevant to a specific jurisdiction, it is essential for the alternative programmes/interventions being compared to be adequately described and justified. In some circumstances, for example, either the intervention or its comparator will not be available in particular locations. In the sample of studies included in this review, only 77% provided a clear description and justification of the alternative interventions being compared, whereas the rest of the sample only provided a description of the comparator used.

Inclusion/exclusion criteria
A clear account of the inclusion and exclusion criteria in a study will help a decision-maker to identify whether the trial patients’ clinical and
socio-demographic status is representative of those in their jurisdiction. In addition, this information enables the reader to assess the generalisability of the results to the eligible population, which can be different to the study population. Overall, 77% reported the inclusion and exclusion criteria for the study population and 71% described the baseline characteristics of the patient sample. The most frequently reported were age (65%), gender (56%), disease severity (38%) and co-morbidities (24%). However, only two studies166,167 assessed the representativeness of the study sample to the study population in the trial centres.

Study perspective
Decision-making in healthcare occurs at different levels. This means that an economic evaluation adopting a societal perspective might not be the preferred viewpoint for a local health authority concerned with maximising the health benefits of its own specific population from its available budget. Similarly, in different countries, budgetary responsibilities may fall on different institutions, and it might be important to be able to disentangle the institutions which incur particular costs and which individuals accrue benefits. In this sample of studies, the economic study perspective was defined in only 42% of the studies and only 36% of these conducted an analysis consistent with the stated perspective.

Study setting
Healthcare delivery varies between different locations. This relates to the specific interventions being directly compared in a study, which is why a full description of those programmes and technologies is important (see above). This type of variation also exists in the more general context of care such as the type of staff undertaking particular interventions and the diagnostic facilities available. Although it can never be exhaustive, a description of the study setting helps decision-makers assess the extent to which a study’s results are exchangeable to their own setting. In the sample of studies, some general detail on the study setting was provided by 90% of the sample (e.g. primary care practices, acute hospital treatments). However, specific features of the setting which may be important were less frequently detailed. For example, only three reports168–170 described the characteristics of the healthcare system(s) where the analysis was conducted. In addition, in just 7% of the sample were one or more centre-specific characteristics reported: professionals’ experience,171 teaching hospital,172–174 size of the centre,166,171,175 and volume of cases.171,176

Unit costs
To estimate the cost of an intervention, trial-based economic evaluation collects patient-level data on resource utilisation. In a multilocation trial, these are typically valued partially or wholly using a single vector of unit costs which may be taken from a single national source or an average over several national sources. Rarely are the resources consumed by a given patient valued using unit costs estimated in the particular centre in which that patient was treated. The generally weak association between the location in which resource use data were collected and the source of the unit costs can complicate the interpretation of the cost results of a multilocation trial in a particular decision-making jurisdiction. Hence it is important for the unit costs used in an analysis to be as transparent as possible.

The sample of studies exhibited some encouraging features: almost every study in the sample reported the currency (99%) and the sources of unit costs used to value resource use (92%), although only 75% of the sample provided information regarding the year of costing. Less positively, only 25% of the sample reported resource use and unit costs separately, with the rest of the sample reporting them partially separately (31%) or combined (45%). Furthermore, half of the papers where currency conversion was used (37%) failed to give details of methods and sources for conversion.

Preference data
In CUA, health outcomes are weighted using either patient-specific preferences or utilities elicited from a sample of the population. It is important for the decision-maker to be able to verify the source of preference data. In addition, because preferences are affected by a number of factors (e.g. sociological, cultural) it is important to know the geographical location of the preference sample. In the sample of studies included in the present review, only two of the five CUA34,177–180 specified the source of the preference data. However, the other three studies only reported the relevant reference from which the source of the valuation data could be ascertained. For four out of the five studies, public preferences were used using the EQ-5D (n = 2) or the Rosser valuation system; one study used several instruments (including EQ-5D). The final paper used patients’ preferences directly elicited using a rating scale.

Analytical methods relating to generalisability within the trial
The second part of the data extraction process focused on the analytical methods which studies
have employed to assess the generalisability of their results across study centres, in other words, the extent to which variability between centres was formally assessed. It is important to distinguish the use of more formal quantitative methods to investigate variability in results by location (statistical techniques, such as regression analysis) from the use of sensitivity analysis to test the implications of changing the value of particular parameters (e.g. unit costs) for study results. The former can be used explicitly to assess the extent to which variability in costs, effects or cost-effectiveness can be explained by patient-level covariates (e.g. case mix) or the location in which the patient was treated. Sensitivity analysis, by contrast, is often used as a way of assessing the importance of parameter uncertainty (i.e. precision) for the results of a study. However, to the extent that some parameters are known systematically to vary by location (e.g. unit costs), this form of analysis can also be helpful to assess the implications of parameter variation. In addition, some studies provide a more qualitative report of the factors that may influence the generalisability of the results without producing any formal quantitative assessment.

**Statistical methods used to explore variability in the results**

Very few studies attempted to explore the variability of their results by location using statistical methods and only two studies used regression methods to assess variability. In the first of these, the authors observed a difference in the treatment effect across different countries and explored the possible determinants of this variability. The analysis showed that the geographical variability was not related to the intervention itself. In the second study, the authors conducted an ordinary least-squares regression of the pooled logarithmically transformed costs to explore whether these were varying from country to country. The regression included covariates of trial arm, country dummy, age, gender, smoker, employment status and two clinical predictors of disease severity. The study found no statistically significant difference in costs between the two treatment groups, but it did find statistically significant differences in costs between the countries. The authors did not explore interactions or relate costs to outcomes in their regression analysis.

**Multinational trials**

There is interest in looking specifically at the analytical basis of the economic evaluations alongside multinational trials. With these studies, the ways in which potential variability in costs, effects and cost-effectiveness is handled are particularly important given that between-country variation is likely to be more pronounced than within-country variation.

In the sample of 28 multinational studies (see Table 11), nearly 50% identified a single vector of unit costs, from one country, and applied these costs to pooled resource use from all countries in the trial. The next most popular method (four studies) was to calculate several different unit cost vectors for different countries, and to apply each of these to all resource use data in the trial. In effect, this amounts to a series of sensitivity analyses based on different countries’ unit costs.

Only one study valued patients’ resource use using the unit costs estimated in the country where that patient was randomised. One other study used a

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Number of trials (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Single set of unit costs applied to resource use in all locations</td>
<td>13 (46%)</td>
</tr>
<tr>
<td>2. Several vectors of country-specific unit costs (taken from different countries) applied to all resource use in separate analyses</td>
<td>4 (14%)</td>
</tr>
<tr>
<td>3. Estimates of resource use and cost taken from outside the trial and from one country related to effect data from the trial</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>4. Resource use and unit costs taken from one country in the trial and related only to that country’s effects</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>5. Combination of 1 and 4</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>6. Country-specific unit costs applied to country-specific resource use.</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>7. Average vector of unit costs from several countries applied to resource use in all locations</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>8. Combination of country-specific unit costs applied to resource use in that country for 6/11 countries and average unit costs applied to all resource use in the other 5 countries</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>9. Combination of 4 and 6</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>10. Unclear</td>
<td>1 (4%)</td>
</tr>
</tbody>
</table>
mixture of country-specific unit costs to value resource use in six out of 11 countries in the trial and the average across those six countries to value resource use in the other five countries. A range of methods was used in the other studies in the sample. All but two studies related their cost estimates to effectiveness data pooled across all countries. These two exceptions isolated one country from the trial and estimated costs, effects and cost-effectiveness solely using patient data from that country.

Sensitivity analysis

Table 12 describes the different sensitivity analysis approaches used in the studies included in the present review. Details of those variables, which have the potential to vary by location, which were assessed in these analysis are also provided. This table looks at the use of sensitivity analysis identifying three main approaches: (a) qualitative (i.e. no formal analysis); (b) sensitivity analysis informed by ad hoc ranges of variation for the key parameters (i.e. max.–min., guess-estimates, ±50%); and (c) sensitivity analysis using ranges observed in the data (e.g. 95% confidence intervals). Finally, Figure 1 illustrates the distribution of type of sensitivity analysis by year of publication.

Almost half of the studies in the sample (n = 48) did not provide any assessment which could help a reader assess the generalisability of their results by location. Two multinational studies (discussed above) reported sensitivity analyses which were

---

**TABLE 12** Sensitivity analysis approach by type of variables that can be affected by location

<table>
<thead>
<tr>
<th>Variables potentially influenced by location</th>
<th>Qualitative sensitivity analysis (n = 5)</th>
<th>Sensitivity analysis based on ad hoc ranges (n = 40)</th>
<th>Sensitivity analysis based on empirical ranges (n = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Case mix</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Epidemiology</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Opportunity costs</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Utilities</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Demographic factors</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Clinical practice</td>
<td>0</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Organisation</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Learning effect</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Relative prices level</td>
<td>1</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Other variables</td>
<td>4</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

---

**FIGURE 1** Type of sensitivity analysis by publication year
explicitly focused on variability by location.\textsuperscript{133,181} Of those studies undertaking sensitivity analyses to look at the robustness of their results more generally (i.e. not specifically to assess variation by location), there were five examples of qualitative sensitivity analysis, of which only one identified a variable with potential to vary by location. A total of 40 studies explored the sensitivity of their results using \textit{ad hoc} ranges for one or more of the parameters of interest. In this subsample, the sources identified to have an impact on their results, and which may systematically vary by location, were absolute/relative costs or prices ($n = 9$), clinical practice ($n = 8$) and compliance ($n = 2$). Very few studies ($n = 8$) based their sensitivity analyses on a range empirically established from the data (e.g. 95\% confidence interval) and, as emerges from Figure 1, these tend to be more recently conducted analysis.

Of the original sample, only 26\% compared their results with those of similar studies, and five of these set their results in the context to other independent interventions (e.g. in a league table). A number of studies not comparing their results with any other previously published result claimed that their report was the first in that clinical area.

**Analytical methods to adjust trial results to non-trial context(s)**

Finally, there were no examples of the application of methods to adjust trial results from those based on patient-level data collected within the trial to non-trial contexts in terms of location, study to practice or over time.

**Discussion**

**Study reporting**

An important focus of this review has been on how economic evaluations alongside multilocation trials report their results. This is not to judge whether the studies in the review are generalisable in themselves, but rather to establish whether enough information is provided to assess their generalisability. This is because many decision-makers will be focused on the results of a study as they apply to their particular jurisdiction which may be all centres in trial undertaken in a single country, one centre (or a proportion of centres) in a multilocation trial or one country in a multinational trial. Therefore, some decision-makers may be interested in all the locations in which the data in the trial were collected. In this situation, it is important to be able to establish how representative trial patients are of the more general population from which they are drawn and for which the decision-maker is responsible. Other decision-makers may be directly interested only in particular locations in the trial – for example, a UK decision-maker is focused on the implications of a multi-national trial for UK hospitals. Hence an important feature of any study is the extent to which it provides sufficient information for a decision-maker to assess the relevance of its results to a particular location or set of locations.

The way in which economic studies are reported has been a key feature of general guidelines for good quality in economic evaluation which have been available to authors for some years.\textsuperscript{162} The availability of this guidance is partially reflected in some encouraging results here regarding the reporting of those study characteristics which will influence perceived relevance in particular locations. For example, although there remain a worrying proportion of studies which are not following widely accepted reporting standards, at least the majority of studies describe and justify the alternatives being compared (77\%) and the inclusion and exclusion criteria employed (77\%).

However, other findings in this review indicate that some of the basic features of good reporting are not being widely adhered to. The study perspective was defined in only 42\% of the studies in our sample. Given the importance of perspective as a basic method in economic evaluation, this is a surprising result. If analysts neglect to provide this sort of information, the onus is on the decision-maker to interpret the perspective from available information on costs and effects. A surprising result was that only 25\% of the studies reported resource use and unit costs separately, with the rest of the sample reporting them partially separate (31\%) or combined (45\%). The separate reporting of unit costs and resource use is widely considered ‘good practice’\textsuperscript{1,3} and a failure to do this prevents the decision-maker from assessing the extent to which the vector of unit costs used in a particular study are relevant to his/her jurisdiction.

Some other aspects of the observed reporting provide further barriers to the assessment of a study’s generalisability and relevance to particular jurisdictions, but these have not been so widely reflected in general reporting guidelines for economic evaluation. First, only two studies\textsuperscript{194,195} assessed the representativeness of the study sample to the study population in the trial centres. If only a small proportion of patients are recruited
into trials from amongst those eligible (i.e. fulfilling the inclusion and exclusion criteria), and the characteristics of those included are not representative of the population, the generalisability of the study would probably be compromised. Second, in 91 articles, a definition of the study setting was provided, but only three papers described the characteristics of the healthcare system(s) where the economic analysis was conducted. In addition, only seven studies reported one or more centre-specific characteristics such as the volume of cases they treat. These results are perhaps as expected, and it can be argued that authors would not normally be expected to provide such information. However, any reasonable assessment of the extent to which results found in a combination of locations apply to a particular location (within or outside the trial) requires information on what types of centres were included in a study and how trial patients compare with non-trial patients.

Further development of what constitutes ‘good reporting’ is required. In the past, the space constraints in journals (particularly clinical ones) have placed limitations on the sorts of detail that a decision-maker might need to assess generalisability. However, some journals now provide an opportunity to place more information on a study on their website. Technical reports can also be made available (via the authors) to extend the amount of information about the study.

Analytical methods
In recent years, statistical approaches have emerged in the methods literature to assess systematically whether costs and/or cost-effectiveness vary by location (see Chapter 4). However, in the sample of studies reviewed here, the use of these types of methods was sparse. There may be a number of reasons for this. First, a large part of the studies included in this review was published between 1995 and 1998 when some of the methodological contributions in this field were still to be published. Second, it is likely that editorial needs may have limited the scope for exploratory work within the main economic paper. For example, the main economic analysis of a trial of trilazad mesylate for aneurysmal subarachnoid haemorrhage has been reported in a non-economics journal and further methods work in economics journals. Finally, the focus of the paper may be clinical and the economic analysis was a secondary consideration.

The review found no studies which had used analytical methods to extend the within-trial results to other locations. This may be because each original trial was designed to address a particular question relating to one or more locations and there is little interest in extrapolating outside trial locations. Alternatively, it could be because there is an implicit assumption that results do not vary between locations (centres or countries) or that trial locations are representative of non-trial locations. The first of these may be true of some types of clinical measurements but, as reviewed in Chapter 3, is unlikely to be accurate for economic data. An assumption that trial locations are representative may also be doubted, given that not all centres treating patients are research focused. The process of adapting results to non-trial locations is probably more likely to be undertaken using a decision modelling framework as described in Chapter 4.

The results of this review seem to be consistent with an earlier review conducted to consider variation in study results between locations. Walker and Fox-Rushby conducted a review of economic evaluations of control strategies against parasitic diseases in terms of internal and external validity. Only seven studies explicitly discussed the generalisability of results to other settings. Four of these provided blanket statements advocating the implementation of a new intervention without any discussion as to the applicability of their results to different economic or epidemiological settings. In three studies, generalisability was examined through the use of itemised cost menus in which the unit costs of inputs could be changed to reflect those of other countries or regions.

Conclusions
Given the expectation that costs and cost-effectiveness can vary by geographical location, there is a need to appreciate this source of variability in analysing and reporting economic evaluations undertaken alongside multicentre and multinational trials. This review indicates, however, that few studies provide sufficient evidence for decision-makers to establish the relevance or to adjust the results of the study to their location of interest. It is also clear that few studies published during 1992–2000 were utilising statistical methods formally to assess the variability in results between locations.
Chapter 3 showed that, for a range of reasons, there is likely to be variability in cost and cost-effectiveness results between locations. Chapters 4 and 5 showed that, in the context of trial-based economic evaluation, the conventional analytical approach to this situation has been to assume that variability between locations relates only to prices/unit costs and that resource use and effectiveness measures are exchangeable between locations. For example, Sculpher and colleagues applied UK unit costs to resource use data collected in a multicentre/multinational trial and related costs to clinical effects measured in all countries. Some studies have made an attempt to adjust resource use and effects, in addition to unit costs, to relate to specific locations. However, as shown in Chapter 2, this has typically been undertaken using decision models where non-trial data are used to extend trial results to non-trial locations. As indicated in Chapter 5, trial-based economic studies have rarely sought to address variability between location simultaneously in all forms of data (resource use, unit costs and effects) using data collected only in the trial.

Chapter 4 reviewed two methodological studies which have attempted to develop methods to look systematically at variability between locations in cost-effectiveness studies alongside trials. In the context of a multinational trial in subarachnoid haemorrhage, Willke and colleagues used regression analysis to model separately the effects of treatment on costs and outcomes and of outcomes on cost. The use of a treatment–country interaction term allowed for the estimation of country-specific cost-effectiveness ratios based on country-specific resource use and outcomes as measured in the trial, and each country’s unit costs. The considerable extent of variation between countries in cost-effectiveness indicated the potential lack of generalisability of the trial’s overall (i.e. pooled) results.

Another approach, suggested by Cook and colleagues, is based on a test for heterogeneity that should inform the decision regarding whether data from different centres/countries can be pooled into a single analysis or if, instead, separate analyses by location are necessary. This method is analogous to clinical tests of heterogeneity and relies on the identification of ‘statistically significant heterogeneity’ to define whether the overall results of studies are generalisable.

This chapter seeks to contribute to analytical methods in this area by describing and illustrating the use of multilevel modelling (MLM) as a means of assessing the variability and generalisability of cost-effectiveness across locations. The premise of these methods is that the variability in costs and outcomes which would be expected between locations is (at least in part) a manifestation of the hierarchical structure of the data collected in trial-based economic evaluation. In these trials, patients are naturally clustered within centre and, in multinational trials, it is not unusual to observe patients clustered within centres within countries. This ‘clustering effect’ has the potential to exist whether the patient or the centre represents the unit of randomisation. If data are significantly ‘clustered’ in this way, then failing to use statistical methods which reflect this characteristic can generate misleading results.

Recent work on regression methods in economic evaluation opens up a range of methodological options because a single-dimensional measure of cost-effectiveness (net benefit) can be included as a dependent variable within regression models. The use of regression methods in this context represents a major potential improvement in analytical methods, as it is possible to estimate the cost-effectiveness of an intervention while simultaneously controlling for differences in baseline covariates, in addition to facilitating the use of subgroup cost-effectiveness analysis. As a further development within this general regression framework, MLM represents a means of explicitly modelling the hierarchical nature of cost-effectiveness data. MLM has been used elsewhere in economic and social research, but no examples of its application to economic evaluation in healthcare have been identified.
This chapter is structured as follows. The next section focuses on the principles of stochastic cost-effectiveness analysis and the use of net benefit regression. The role of clustering in economic evaluation alongside clinical trials, where randomisation occurs at patient level, is discussed in the following section. The trials which are used to illustrate MLM are then introduced; these methods are employed to analyse the trial data and the results are compared with those obtained using standard approaches to cost-effectiveness alongside trials. The chapter concludes with a discussion of the potential uses of this new approach attempting to draw some future lines of research in this field.

Stochastic methods and net benefit regression

From deterministic to stochastic cost-effectiveness analysis

Standard methods of trial-based economic analysis estimate total costs per patient, simply multiplying the volume of resources used by each patient by the unit costs for those resources and summing these over the entire study period. Similarly, health state valuation data – based on direct valuation or on responses to preference-based instruments such as the EQ-5D – are collected at the individual level. These data are used to calculate patient-level QALY estimates over the entire study period. In other words, these mean cost and mean outcomes results are estimated with no allowance made for the potential clustering of costs and outcomes by location and no adjustment undertaken for baseline covariates.

It is only in recent years that trial-based economic analysis has moved away from deterministic methods, where only point estimates of mean cost and benefits of the alternative interventions are reported, to stochastic approaches to data analysis. With the latter, patient-level data are used to quantify the sampling variation associated with costs and outcomes and formally to reflect this in measures of uncertainty around estimates of mean costs, effects and cost-effectiveness. Key contributions in stochastic methods include the most appropriate methods to estimate confidence intervals (CIs) around mean incremental cost-effectiveness ratios (ICERs) and how to present and characterise sampling uncertainty in a way that is useful to inform the decision-making process.

Net benefits

This methodological work indicated that there are two important problems associated with representing the stochastic nature of the ICER. The first is the interpretation of negative ICERs, which can mean that the new intervention, for example, is either more costly and less effective (dominated) or less costly and more effective (dominant) than one or more comparators – two very different situations. This means that the calculation of CIs for the ICER when the joint density of differential cost and effects lies across several quadrants in the cost-effectiveness plane is not straightforward. The second problem relates to the quantification of the sampling uncertainty around the ratio statistic when there is a non-negligible probability that the denominator takes values close to zero.

Moving the stochastic analysis of patient-level data into the net benefit framework has been suggested as a mean of avoiding these problems with ICERs. This is implemented by reinterpreting the traditional ratio-based decision rule:

\[ ICER = \frac{C_1 - C_0}{E_1 - E_0} < \lambda \] (1)

as a linear expression which can be formulated in terms of incremental net monetary benefits [equation (2a)] or incremental net health benefits [equation (2b)]:

\[ INMB = (E_1 - E_0)\lambda - (C_1 - C_0) > 0 \] (2a)

\[ INHB = (E_1 - E_0) - \frac{(C_1 - C_0)}{\lambda} > 0 \] (2b)

where \( C_1 \) and \( E_1 \) are, respectively, the mean cost and effect of the new intervention and \( C_0 \) and \( E_0 \) are the mean cost and effect of the standard treatment. The parameter \( \lambda \) represents the decision-maker’s maximum willingness to pay to achieve an additional unit of effectiveness and can be interpreted as the shadow price of the budget constraint (that is, the opportunity cost of the new intervention in terms of what the health system would need to give up in order to fund it) or some measure of value that a population would attach to a unit of health outcome.

Once \( \lambda \) has been defined, the adoption of the net benefit approach offers an unequivocal decision rule as it allows the value for money of the alternative strategies to be clearly determined. Furthermore, quantifying the sampling uncertainty around the mean incremental net...
benefit becomes straightforward as the linearity of the net benefit statistic helps to overcome the problems suffered by the ICER.\textsuperscript{209}

When individual patient data on costs and effects exist, as in trial-based studies, net monetary benefits (\(NMB_i\)) and net health benefits (\(NHB_i\)) can also be defined at the level of the individual patient (\(i\)) as shown in equations (2c) and (2d). These are obviously absolute rather than incremental and relate to the treatment to which the patient was allocated.

\[
NMB_i = E_i - C_i \quad \text{(2c)}
\]
\[
NHB_i = E_i - \frac{C_i}{\lambda} \quad \text{(2d)}
\]

Cost-effectiveness acceptability curves

The cost-effectiveness acceptability curve (CEAC) has become widely used in trial-based economic evaluation as a means of representing the stochastic uncertainty in cost-effectiveness explicitly, and emphasising the importance of \(\lambda\) in the decision rule about a preferred intervention.\textsuperscript{206} The CEAC has a naturally Bayesian interpretation,\textsuperscript{210} as it shows the probability that expected (mean) net benefits are greater for one treatment than another given the data in the trial, and this is usually how they are presented in applied studies.\textsuperscript{155,211} However, it can also be adopted as a way of presenting cost-effectiveness data in a Frequentist framework.\textsuperscript{210}

Net benefit regression

As a natural extension of the stochastic framework in the analysis of patient-level data, Hoch and colleagues have proposed a reformulation of the cost-effectiveness problem within a standard regression framework.\textsuperscript{156} Regression techniques can improve the range of research questions that can be investigated in stochastic cost-effectiveness studies and can help to explore further the different dimensions of uncertainty in the results. In particular, expected net benefits associated with a given treatment can be estimated more precisely by controlling for other covariates such as baseline socio-demographic and clinical characteristics of patients. Indeed, in observational studies this process of controlling for potentially confounding variables is an essential step in analysing the data. By exploring the effect of interactions between a particular treatment and baseline covariates, the cost-effectiveness of interventions in particular subgroups of patients can also be estimated.

The rationale for the adoption of a regression approach in healthcare economic evaluation stems from the linearity of the net benefit statistic. Using a model regressing patient-level net monetary benefits (\(NMB_i\)) against the treatment arm dummy variable (\(t_i\)), Hoch and colleagues demonstrated the equivalence of the regression-based approach with a ‘standard’ CEA. This is illustrated as

\[
NMB_i = \beta_0 + \beta_1 t_i + \epsilon_i \quad \text{(3)}
\]

In this formulation, the net monetary benefit for the \(i\)th patient in the trial is the patient-level net benefit defined in equation (2c). The coefficients \(\beta_0\) and \(\beta_1\) are, respectively, the intercept and the slope term obtained from a standard ordinary least-squares (OLS) regression. The term \(\epsilon_i\) is a zero-idsyncratic error term with constant variance. It is often assumed that \(\epsilon_i\) is normally distributed.

In terms of the interpretation of the results from the OLS regression, the estimated coefficient \(\beta_0\) represents the mean net benefit in the group receiving the standard treatment in the trial, the sum of the two estimated coefficients (\(\beta_0 + \beta_1\)) is the mean net benefit in the new treatment arm and \(\beta_1\) is the incremental net benefit between the two arms of the trial. In the model presented here, these estimates are identical with that which would be obtained from a standard CEA. As noted above, the model described in equation (3) can be extended to include patient-level covariates to control for any factor thought to confound the estimate of the treatment effect and treatment–covariate interactions to assess cost-effectiveness in patient subgroups.

Dealing with clustered data

The problem

As has been pointed out in earlier chapters, it could be argued that, in the context of multicentre or multinational RCTs, individuals within a specific location are more similar to each other than individuals from different locations, in particular in terms of the type of clinical management they receive. For example, there may be differences between hospitals in how they manage patients, and this may manifest itself in trials.\textsuperscript{212} In addition, there may be differences between centres in the case mix of patients which are referred to them. In other words, patients are inevitably clustered within centres and, consequently, the data will be characterised by an inherent hierarchical structure.
In trials which randomise by centre rather than by patient (cluster-randomised trials), the hierarchical nature of the data is an inevitable implication of the design of the study. However, at least for economic analysis, the characteristic is also likely to exist for trials where the patient is the unit of randomisation. In these cases, one of the assumptions underpinning the use of standard OLS regression – that the random errors, $\varepsilon$, are independently distributed – does not hold, as observations within clusters will be correlated. Failure to acknowledge this feature of the data in the analysis will result in exaggerated precision in estimates of the incremental net benefit associated with a treatment. More formally, without adjustment for clustering, standard OLS can produce inefficient parameter estimates and incorrect standard errors.

**The intraclass correlation coefficient**

The extent to which OLS will produce incorrect inference depends on the extent of clustering in the data. The degree of clustering in a hierarchical dataset is generally measured by the **intraclass correlation coefficient (ICC)**, a statistic summarising the degree of dependency in nested observations. In a simple two-level nested data structure (for example, patients clustered within hospitals), the concept of ICC can be illustrated with the help of a random effects analysis of variance (ANOVA) model\(^\text{213}\) described by the equation

$$NMB_{ij} = \beta_0 + u_{0j} + \varepsilon_{ij} \quad (4)$$

where $\beta_0$ is the average $NMB$ from pooling all the observations in the data set, $u_{0j}$ is the specific effect of the $j$th ‘centre’ (e.g. the hospital) and $\varepsilon_{ij}$ is the residual effect for the $i$th patient within the $j$th centre. Unlike the expression in equation (3), $NMB$ are now expressed with two subscripts, $i$ and $j$, which illustrate the individuals’ ($i$) membership of specific groups ($j$). The mean $NMB$ for a particular centre, $k$, can then be expressed as $(\beta_0 + u_{0k})$, with each individual-patient observation departing from this group mean by a random value $\varepsilon_{ij}$. Notice that this model has two random components, $u_{0j}$ and $\varepsilon_{ij}$. Both are assumed to have zero mean and are uncorrelated; $u_{0j}$ has variance $\sigma_0^2$ and $\varepsilon_{ij}$ has variance $\sigma^2$.

In this model, the quantity $\beta_0$ is often referred to as the fixed part of the model, whereas $u_{0j}$ and $\varepsilon_{ij}$ constitute the random parts of the model. The quantities of interest, which are estimated from the data, are $\beta_0$, $\sigma_0^2$ and $\sigma^2$. The last two quantities are often referred to as variance components and are used to derive the ICC as follows:

$$ICC = \frac{\sigma_0^2}{\sigma_0^2 + \sigma^2} \quad (5)$$

where the ICC can be interpreted as the proportion of the total variance that can be attributed to centre-level variation. The ICC can take values of between 0 and 1 inclusive. Quantification of the expected ICC prior to conducting the study is essential in the design phase when determining the appropriate sample size, even in trials where the randomisation occurs at patient level.\(^\text{214,215}\) In addition, the ICC is fundamental in the analysis phase when making inference and prediction from data.

**Multilevel modelling in economic evaluation using patient-level data**

**Overview**

In situations where some form of natural clustering in the data exists and where the ICC is greater than zero, the use of OLS regression may be inappropriate and can lead to spurious conclusions. In particular, the greater the ICC, the less appropriate is the use of OLS analysis (the higher the ICC, the stronger is the correlation between the idiosyncratic error terms and the greater the violation of OLS assumptions). In these situations, MLM is the appropriate form of analysis. This is a statistical regression-based technique which takes into account the hierarchical or clustered nature of the data. This technique has been used in different fields such as sociology,\(^\text{201}\) education,\(^\text{200,210}\) epidemiology\(^\text{217}\) and economics.\(^\text{218}\) Applications of multilevel modelling include the analysis of longitudinal data, where the interest remains on the dynamics of repeated observations nested within individuals over time,\(^\text{219}\) the analysis of cross-sectional surveys in which the researcher has multiple observations nested within time periods,\(^\text{220}\) meta-analysis\(^\text{221}\) and multivariate response.\(^\text{222}\) The uses of MLM in health economics has also been reviewed.\(^\text{21}\)

Although the authors discussed the potential of the method in economic evaluation, no application has been identified in the literature.

**Variance component (random intercept) specification**

To describe MLM in more detail, level-1 units are used to describe the micro or individual level units in the study and level-2 units refer to the macro
units or groups. The definition of macro and micro units is, of course, contextual in any analysis. If the focus, for instance, is to study patients within hospitals, then the former will be micro units whereas the latter are macro units. However, if we were to study hospitals’ performances within different regions in a country, then hospitals would be our micro units and regions our macro units.

MLM allows the simultaneous consideration of the within-group (e.g. within hospitals) and between-group (e.g. across hospitals) variability of the dependent variable. The partitioning of unexplained variation into these two components can be done once the model has been conditioned on a set of explanatory variables. In general terms, we define \( N \) as the number of groups in the study (e.g. centres) and \( n_j \) as the number of individuals within the \( j \)th group \( (j = 1, 2, 3, \ldots, N) \). The index \( i \) represents level-1 observations within the \( j \)th group \( (i = 1, 2, 3, \ldots, n_j) \). The total sample size is

\[
M = \sum_j n_j
\]

If we observe \( NMB \) for the \( i \)th patient within the \( j \)th group, then we can re-express the regression model presented in equation (3) as a simple multilevel random intercept model as follows:

\[
NMB_{ij} = \beta_{0j} + \beta_1 t_{ij} + \epsilon_{ij}
\]

(6)

where \( \beta_{0j} \) and \( \beta_1 \) are the intercept and the slope, respectively. In a simple variance component specification, \( \beta_{0j} \) is characterised as follows:

\[
\beta_{0j} = \beta_0 + u_{0j}
\]

(7)

where \( \beta_0 \) and \( \beta_1 \) are the population average intercept and the average slope, respectively, with \( u_{0j} \) representing the \( j \)th group departure from the average intercept. Notice that the coefficient \( \beta_1 \) has only one subscript, which means that the slope is assumed to be fixed across groups. Substituting equation (7) into equation (6) yields,

\[
NMB_{ij} = \beta_0 + \beta_1 t_{ij} + u_{0j} + \epsilon_{ij}
\]

(8)

The model comprises a fixed and a random part. The difference with respect to the standard OLS specification lies in the fact that the latter includes only one random component [i.e. the error term \( \epsilon_i \) in equation (3)], whereas the multilevel model can have two or more random elements. In Equation (8), the fixed part of the model is given by the term \( (\beta_0 + \beta_1 t_{ij}) \), whereas \( (u_{0j} + \epsilon_{ij}) \) is its random part. The term \( u_{0j} \) represents the variability across level-2 units and is assumed to be independent and identically distributed with zero mean and \( a \) priori unknown variance. In addition, \( u_{0j} \) is assumed to be independent of the level-1 residuals, \( \epsilon_{ij} \), which are assumed independent and identically distributed. It is usual to assume that

\[
u_{0j} \sim N(0, \sigma_{u0}^2)
\]

(9)

\[
\epsilon_{ij} \sim N(0, \sigma^2)
\]

The conditional variance of the \( NMB_{ij} \) is therefore given by

\[
\text{Var}(NMB_{ij}) = \sigma_{u0}^2 + \sigma^2
\]

(10)

With respect to the interpretation of the results, in a hypothetical RCT of patients clustered within hospitals, the regression terms can be interpreted as follows. The term \( \beta_0 \) [in equation (8)] represents the average net benefit for the group of patients receiving the standard treatment, with \( u_{0j} \) reflecting the departure from the average net benefit for the \( j \)th hospital. Similarly, the regression coefficient \( \beta_1 \) corresponds to the average net benefit for the group receiving the new intervention. The coefficient \( \beta_1 \) is the average incremental \( NMB \).

Notice that, in the model specification presented in equations (8) and (9), the average net benefit for the standard treatment and the new intervention arm are allowed to vary by centre, but their difference (i.e. \( \beta_1 \)) does not vary by centre. In other words, in this model the implicit assumption is that the average incremental net monetary benefit (INMB) does not vary by location.

Finally, the \( ICC \) in the simple variance component specification is

\[
ICC = \frac{\sigma_{u0}^2}{\sigma_{u0}^2 + \sigma^2}
\]

(11)

**Random effects specification**

For cost-effectiveness analysis using patient-level data from a number of centres and/or countries, a major interest is in the variability of average \( INMB \) (i.e. the incremental cost-effectiveness of a treatment relative to a comparator) across different locations. Therefore, it is necessary to move from a simple variance component specification, such as that in equation (8), to a full random effects model (i.e. random slope and random intercept). This is done by specifying the intercept and slope coefficients as

\[
\beta_{0j} = \beta_0 + u_{0j}
\]

\[
\beta_{ij} = \beta_1 + u_{1ij}
\]

(12)
where
\[
\begin{align*}
  u_{0j} &\sim N(0, \sigma_{u0}^2) \\
  u_{1j} &\sim N(0, \sigma_{u1}^2)
\end{align*}
\]

The key difference from the model illustrated in the previous section is that, in this specification, the coefficient \( \beta_0 \) had an index \( j \) to signify that this coefficient is now allowed to vary across centres, with \( u_1 \) representing the \( j \)th group departure from the population average slope, \( \beta_1 \). The net benefit regression can now be written as

\[
NMB_{ij} = \beta_0 + \beta_1 t_{ij} + u_{0j} + u_{1j} t_{ij} + \varepsilon_{ij}
\]

or equivalently

\[
NMB_{ij} = \beta_{0j} + \beta_{1j} t_{ij}
\]

with \( \beta_{0j} = \beta_0 + u_{0j} + \varepsilon_{ij} \) and \( \beta_{1j} = \beta_1 + u_{1j} \).

Again, a fixed and a random part compose the model, with the **fixed part** of the model represented by the term \( (\beta_0 + \beta_1 \cdot t_{ij}) \) and the **random part** being given by the term \( u_{0j} + u_{1j} \cdot t_{ij} + \varepsilon_{ij} \). Notice that the random part of the model now includes the term \( u_{1j} \). The components \( u_{0j} \) and \( u_{1j} \) are the unexplained level-2 effects. These are assumed to be correlated within the same group. The implications of this assumption will be considered later in this section.

The terms \( u_{0j} \) and \( u_{1j} \) are assumed to be independent between groups and to be identically distributed with zero mean (given the level of the explanatory variable \( t_{ij} \)) and \textit{a priori} unknown but constant variance. In addition, these level-2 random effects are independent of the level-1 residuals \( \varepsilon_{ij} \), which are assumed independent and identically distributed, \( \varepsilon_{ij} \sim N(0, \sigma_\varepsilon^2) \). More formally, we write

\[
\begin{align*}
  \text{Var}(u_{0j}) &= \sigma_{u0}^2, \quad \text{Var}(u_{1j}) = \sigma_{u1}^2, \\
  \text{Cov}(u_{0j}, u_{1j}) &= \sigma_{01}, \quad \text{Var}(\varepsilon_{ij}) = \sigma_{\varepsilon}^2
\end{align*}
\]

In this specification, the total unexplained variance of the \( NMB_{ij} \) conditional on \( t_{ij} \) is

\[
\text{Var}(NMB_{ij}|t_{ij}) = \frac{\sigma_{u0}^2 + 2\sigma_{01} t_{ij} + \sigma_{u1}^2 t_{ij}^2 + \sigma_\varepsilon^2}{\sigma_{u0}^2} (16)
\]

Since \( t_{ij} = 0, 1 \) for all \( i \) and \( j \), then

\[
\text{Var}(NMB_{ij}|t_{ij} = 0) = \frac{\sigma_{u0}^2}{\sigma_{u0}^2} + \frac{\sigma_\varepsilon^2}{\sigma_{u0}^2}
\]

\[
\text{Var}(NMB_{ij}|t_{ij} = 1) = \frac{\sigma_{u1}^2 + 2\sigma_{01} + \sigma_\varepsilon^2}{\sigma_{u0}^2} (17)
\]

and, therefore, we can define an **ICC** for each arm of the trial.

The regression terms \( \beta_0 \) and \( \beta_1 \) have the same interpretation as in the variance component specification, with the addition that, in equation (14), not only are the average \( NMB \) in both arms of the trial allowed to vary by location, but so is the **incremental** net benefit of one treatment relative to the other.

It is worth pointing out that in this case we will have two **ICCs**:

\[
\text{ICC} = \frac{\sigma_{u0}^2}{\sigma_{u0}^2 + \sigma_{u1}^2 + \sigma_\varepsilon^2} \quad (18a)
\]

for the standard treatment arm (i.e. for \( t_{ij} = 0 \)) and the other:

\[
\text{ICC} = \frac{\sigma_{u0}^2 + 2\sigma_{01} + \sigma_{u1}^2 + \sigma_\varepsilon^2}{\sigma_{u0}^2 + 2\sigma_{01} + \sigma_{u1}^2 + \sigma_\varepsilon^2} \quad (18b)
\]

for the new intervention arm (i.e. for \( t_{ij} = 1 \)).

The model assumption that \( u_{0j} \) and \( u_{1j} \) are not independent makes intuitive sense in the context of multicentre/multicountry studies. This is because we can expect that, within the same centre, the net benefits of the two alternative treatments being compared will be correlated. On the cost side, this may be due to the fact that both interventions will be affected by the hospital production function and on the outcome side we can assume that the general level of care in the two arms does not differ apart from the interventions being investigated.

**Advantages of multilevel models**

There are three main advantages of using the MLM approach that need to be distinguished: parameter estimates, the generalisability of results and location-specific cost-effectiveness.

**Parameter estimates**

Compared with the OLS method, if the \( NMB \) of individuals within centres are correlated (i.e. the assumption of independence of observation is violated), multilevel analysis allows more efficient estimates of the \( INMB \) and the correct standard error to be obtained. This is particularly important when CEACs are being presented to
decision-makers to indicate the level of decision uncertainty associated with a particular allocation of resources. It is also important in quantifying the cost of uncertainty and the expected value of perfect information.\textsuperscript{151,153}

The generalisability of results

The estimation process of the multilevel family of models is based on the assumption that the group-level units (here centres/countries) are randomly selected from a population of such units. For this reason, the use of MLM is particularly useful to assess the generalisability by location of the results of economic evaluation studies alongside clinical trials. This can be achieved in two ways. First, MLM can be used to estimate cost-effectiveness results across all locations which allow for the hierarchical nature of the data by adding additional uncertainty to the results. Second, MLM can be used to generate cost-effectiveness estimates which are specific to each location in the study; the extent to which the results of the analysis are consistent across locations can then be established. How MLM is used in a particular study will partly depend on whether the study is a multicentre or multinational trial.

Location-specific cost-effectiveness

Location-specific estimates of cost-effectiveness are facilitated through a feature of MLM. The random effects (or residuals) \( u_0 \) and \( u_j \) in equation (14) are latent variables and not statistical, so they are not obtained as part of the parameter estimation process (the parameters of interest are the fixed part coefficients and the variances of the random components). Nevertheless, it can be useful to quantify the residuals and this can be achieved through what is termed shrinkage estimation.

Consider the raw residual from a variance components model [equation (8)] and calculated as \( r_j = \text{NMB}_{ij} - \text{NMB}_{ij} \) where patients are clustered in centres. The raw residual for the \( j \)th centre, \( r_j \), could then be calculated as the mean of \( r_j \) over all patients within the centre. Shrinkage estimation of centre specific residuals for the intercept term, for patients within the centre. Shrinkage estimation of the raw residual for a specific centre. This multiplier represents the shrinkage factor.

Shrinkage is large when either \( \sigma^2 \) is large relative to \( \sigma^2 \), or when \( n_j \) is small or both. In these circumstances, shrinkage reflects a lack of information about centres and so the raw centre-specific residual is shrunk towards zero. This use of shrunken residuals is useful when calculating centre-specific \( \text{INMB} \), as the less information, or more uncertainty, relating to an individual centre’s results, the more it will be appropriate to rely on the overall mean as the best estimate for that centre.

Case studies

Purpose

In this section, the methods described above are applied to three case studies. First, the results of the analyses conducted using standard economic evaluation methods are presented and discussed. Next, the equivalence of the OLS regression approach to the standard analytical methods is confirmed. Finally, the results obtained using multilevel regression are compared with those obtained with standard analysis and OLS regression. In particular, there will be a demonstration of the use of MLM to obtain (a) more appropriate estimates of the incremental net benefit and of its standard error for the population of groups and (b) centre-specific shrinkage estimates of the incremental net benefits to explore appropriately the variability between centres/countries of the cost-effectiveness results.

There are a number of ways to estimate multilevel models. Perhaps the most common methods are via maximum likelihood (assuming normality of the components of the random part of the model) and the generalised least-squares method (GLS) or an iterative version of it (which is equivalent to maximum likelihood estimation if components of the random part are normally distributed). In this chapter, models are estimated using Bayesian Markov Chain Monte Carlo (MCMC) methods. These methods are easily implemented in the package MLwiN.\textsuperscript{225} An advantage of MCMC in this context is that it provides output in a convenient format for calculating CEACs. For a variance component model, the probability that the intervention is cost-effective is simply the probability that \( \beta_k \) is greater than zero. This can be obtained in a straightforward manner from the posterior distribution of \( \beta_k \). If we wish to derive the CEAC for the \( k \)th centre using a random coefficient model, then we simply derive the posterior distribution for \( (\beta_k + u_{jk}) \) and again
read off the probability that this composite parameter is greater than zero for a given value of the ceiling ratio. To implement MCMC methods, we use uninformative priors and assume that the random components are normally distributed with zero mean and either constant variances (in the variance components model) or variances as a function of the predictor variables (as in the random coefficient model).

The datasets

Three different datasets are employed. Two of these are prospective economic evaluations conducted alongside multicentre trials undertaken wholly or predominantly in the UK. The third study is a cost-effectiveness analysis undertaken as part of a multinational randomised clinical trial.

EVALUATE trial

The EVALUATE trial was a multicentre randomised trial comparing laparoscopic-assisted hysterectomy and standard hysterectomy (vaginal or abdominal). The study enrolled 1380 women who were first allocated by their clinician to one of the two forms of standard treatment on the basis of their clinical condition. Once assigned to one of the two standard procedures, women were randomised between laparoscopic-assisted hysterectomy and the standard procedure. The time horizon for the initial economic analysis was 1 year. Data were collected at baseline, during the main period of hospitalisation and at 6 weeks and 4 and 12 months after discharge. The present analysis uses data up to 6 weeks after discharge to avoid the problem of administrative censoring occurring at follow-up.

The study took a health service perspective and resource use measurements included length of stay in hospital, duration of surgical procedure, drug use, consumables and management of complications. In order to maximise the amount of centre-specific inpatient cost data, only patients recruited in English hospitals are included in this case study (25 out of a total of 30 centres in the UK and South Africa). Detailed hospital-specific ‘hotel costs’ (i.e. ward costs plus nursing) of inpatient stay were obtained from five centres. Data are available for English hospitals on the \( \text{per diem} \) cost of care by specialty – that is, a fully allocated cost per inpatient day. Based on the mean ratio of the daily hospital cost to the full \( \text{per diem} \) cost in the five trial centres from which cost data were collected, it was possible to estimate hotel costs for all other English centres in the trial. National average unit costs at 1999–2000 prices were used to value all the other resource use measured in trial. Therefore, some degree of centre specificity in unit costs has been achieved in the analysis, but it has not been possible to reflect the full variability which would be expected.

Health outcomes were expressed in terms of QALYs based on women’s responses to the EQ-5D at baseline and at each of the follow-up assessments. Given the design of the trial, in effect two separate comparisons were undertaken depending on which standard procedure patients were initially allocated. For the purposes of the present application only the comparison laparoscopic-assisted hysterectomy (\( n = 573 \)) versus abdominal hysterectomy (\( n = 286 \)) is included. In addition, to avoid having to deal with intermittent missing data in the present analysis, we include only observations with complete data on both costs and QALYs. Owing to these simplifications, the specific results of the analyses presented here are not the same as in the main study reports and should not be interpreted as definitive.

MRC laparoscopic hernia repair trial

This was a multicentre trial conducted in 26 hospitals in the UK and Ireland, comparing open versus laparoscopic inguinal hernia repair. Details of the clinical and economic studies have been published elsewhere. A total of 928 patients were randomised between laparoscopic (\( n = 468 \)) and open (\( n = 460 \)) hernia repair. The time horizon of the economic analysis was 1 year after discharge, although outcomes were calculated on a 3-month time horizon. Cost analysis was undertaken from a health service perspective. Patient-level information on resource use included time in theatre, staffing, management of complications and postoperative hospital stay. The authors identified and measured prospectively hospital-specific operative costs (equipment, consumables and sterilisation costs) from a sample of hospitals participating in the trial. These were then used to estimate operative costs in the other centres in the trial. Valuation of resource use was carried out at 1998 prices. Unit costs for consumables were obtained from the manufacturers’ prices, drugs cost were estimated using the BNF and staff time was costed using published statistics. Outcomes were in terms of QALYs as measured by the EQ-5D at baseline, 1 month and 3 months. Because some of the observations in the original trial data set were characterised by missing data, to simplify the analysis only those patients from the trial with complete data on both cost and QALYs were included. This reduced the sample of observations...
used in this application down to 547 patients. Again, owing to these simplifications, the specific results of the analyses presented here are not the same as in the main study reports and should not be interpreted as definitive.233

ATLAS trial
The Assessment of Treatment with Lisinopril and Survival (ATLAS) study was a multicentre and multinational trial, which enrolled 3164 patients in 19 countries, comparing low doses \((n = 1596)\) and high doses \((n = 1568)\) of the angiotensin-converting enzyme (ACE) inhibitor lisinopril in patients with chronic heart failure. As for the previous case studies, details of the economic and clinical analyses have been reported elsewhere.155,236 The study adopted a health service perspective and a time horizon of 4 years. Reflecting the main anticipated cost drivers, patient-level resource use data consisted of days in hospital, day cases (including GP cost) and drugs use. Hospital costs were valued applying 1997–98 UK unit costs237,238 to all patients’ resource use. Mortality data were used to calculate expected survival duration in the two arms of the trial over 4 years of follow-up. Among the 19 countries, the USA alone recruited 38% of the entire study sample. To simplify the analysis, only costs occurring during the first year of the study are included here to avoid the problem of censored cost data. Again, owing to these simplifications, the specific results of the analyses presented here are not the same as in the main study report155 and should not be interpreted as definitive.

Results of case studies
Summary data by centre

If we summarise the data by centre, we can calculate mean costs, outcomes (QALYs or survival) and net monetary benefits \((\lambda = £30,000)\) by centre. Standard deviations are presented in parentheses. The final column of each table presents incremental NMBs. These were obtained by an OLS regression of NMB\((\lambda = £30,000)\) on a

<table>
<thead>
<tr>
<th>Centre</th>
<th>nj</th>
<th>Costs</th>
<th>QALYs</th>
<th>NMB  ((\lambda = £30,000))</th>
<th>INMB  ((\lambda = £30,000))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>110</td>
<td>1358.5 (482.6)</td>
<td>0.0878 (0.0194)</td>
<td>1276.8 (767.9)</td>
<td>238.4 (155.1)</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>1966.0 (1572.4)</td>
<td>0.0923 (0.0101)</td>
<td>802.0 (1829.0)</td>
<td>–1633.1 (1681.6)</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>1669.0 (770.8)</td>
<td>0.0957 (0.0135)</td>
<td>1202.0 (985.6)</td>
<td>–1014.8 (545.6)</td>
</tr>
<tr>
<td>4</td>
<td>71</td>
<td>1171.2 (440.6)</td>
<td>0.0833 (0.0229)</td>
<td>1328.0 (950.7)</td>
<td>296.4 (243.2)</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>2098.0 (676.0)</td>
<td>0.0952 (0.0128)</td>
<td>757.3 (733.3)</td>
<td>–775.6 (275.8)</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>1191.0 (253.4)</td>
<td>0.0785 (0.0238)</td>
<td>1164.7 (708.7)</td>
<td>658.2 (413.6)</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>1609.0 (328.7)</td>
<td>0.0983 (0.0085)</td>
<td>1341.0 (415.9)</td>
<td>–108.9 (245.4)</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>1757.2 (1594.3)</td>
<td>0.0934 (0.0179)</td>
<td>1044.9 (1698.9)</td>
<td>267.9 (558.0)</td>
</tr>
<tr>
<td>9</td>
<td>44</td>
<td>1478.2 (490.3)</td>
<td>0.0834 (0.0221)</td>
<td>1025.3 (921.1)</td>
<td>–117.6 (301.1)</td>
</tr>
<tr>
<td>10</td>
<td>72</td>
<td>1751.1 (1587.7)</td>
<td>0.0862 (0.0214)</td>
<td>835.7 (1924.3)</td>
<td>–1009.4 (469.2)</td>
</tr>
<tr>
<td>11</td>
<td>74</td>
<td>1497.6 (731.9)</td>
<td>0.0917 (0.0198)</td>
<td>1253.1 (959.1)</td>
<td>–628.9 (242.6)</td>
</tr>
<tr>
<td>12</td>
<td>56</td>
<td>1847.2 (701.9)</td>
<td>0.0885 (0.0180)</td>
<td>806.6 (851.5)</td>
<td>–385.0 (240.2)</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>2355.9 (218.5)</td>
<td>0.1095 (0.0101)</td>
<td>930.3 (172.2)</td>
<td>–76.3 (288.3)</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>2101.3 (1053.5)</td>
<td>0.0818 (0.0259)</td>
<td>353.5 (1496.3)</td>
<td>–923.0 (1118.6)</td>
</tr>
<tr>
<td>15</td>
<td>44</td>
<td>1154.2 (784.1)</td>
<td>0.0919 (0.0215)</td>
<td>1604.0 (999.3)</td>
<td>–279.9 (259.7)</td>
</tr>
<tr>
<td>16</td>
<td>52</td>
<td>1510.5 (671.9)</td>
<td>0.0891 (0.0207)</td>
<td>1162.9 (854.4)</td>
<td>–393.9 (242.2)</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>955.7 (137.8)</td>
<td>0.0855 (0.0117)</td>
<td>1609.4 (408.0)</td>
<td>248.0 (265.2)</td>
</tr>
<tr>
<td>18</td>
<td>32</td>
<td>1840.1 (716.9)</td>
<td>0.0931 (0.0175)</td>
<td>952.8 (876.3)</td>
<td>163.0 (330.2)</td>
</tr>
<tr>
<td>19</td>
<td>24</td>
<td>1630.4 (307.5)</td>
<td>0.0995 (0.0370)</td>
<td>1354.3 (1069.1)</td>
<td>269.7 (457.3)</td>
</tr>
<tr>
<td>20</td>
<td>72</td>
<td>2464.0 (1041.4)</td>
<td>0.0943 (0.0141)</td>
<td>364.2 (1150.2)</td>
<td>136.1 (289.1)</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>1754.5 (1270.2)</td>
<td>0.0745 (0.0178)</td>
<td>481.8 (1466.8)</td>
<td>–1155.9 (1599.7)</td>
</tr>
<tr>
<td>22</td>
<td>15</td>
<td>1575.7 (242.3)</td>
<td>0.0860 (0.0189)</td>
<td>1002.9 (634.8)</td>
<td>83.8 (360.1)</td>
</tr>
<tr>
<td>23</td>
<td>18</td>
<td>1658.6 (1633.6)</td>
<td>0.0901 (0.0044)</td>
<td>1045.1 (1626.1)</td>
<td>–620.6 (795.4)</td>
</tr>
<tr>
<td>24</td>
<td>7</td>
<td>1652.2 (455.8)</td>
<td>0.0830 (0.0253)</td>
<td>831.8 (694.4)</td>
<td>289.7 (81.1)</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>1924.5 (951.7)</td>
<td>0.0887 (0.0367)</td>
<td>737.5 (994.2)</td>
<td>–1166.1 (599.7)</td>
</tr>
</tbody>
</table>

\(a\) Incremental NMBs were calculated by regressing NMB on treatment arm using OLS [refer to equation (3)]. The estimated coefficients, \(\hat{\beta}_1\), together with their standard errors (in parentheses), are reported. INMB is laparoscopic minus abdominal hysterectomy.
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treatment dummy [refer to equation 3]); the INMB is simply the estimated coefficient, $\hat{\beta}_1$. The estimated coefficient together with its standard error (in parentheses) are reported.

**EVALUATE trial**

In total, 859 patients were included in the study distributed across the 25 hospitals. The distribution of patients across hospitals is unbalanced, with a minimum of three patients observed in Centre 13 and a maximum 110 in Centre 1. The average number of patients per centre is 34. A simple inspection of the results reveals a great deal of variability in costs and outcomes, both within and across the centres. For example, Centre 10 has a mean cost of £1751 with a standard deviation of £1588 and mean costs range from £956 in Centre 17 to £2464 in Centre 20. This, in turn, relates to variability in NMBs both across and within centres. The minimum INMB is observed for Centre 2 (–£1633) and the maximum for Centre 6 (£658). Indeed, inspection of the results by centre shows that the sign of INMB also varies. Although there is appreciable uncertainty around these centre-specific estimates, they indicate that decisions based on incremental cost-effectiveness may have the potential to vary by centre.

**MRC Hernia Repair trial**

A total of 547 patients with complete observations on both costs and QALYs were included in this analysis. This subsample was unevenly distributed across 13 hospitals, with a minimum of one patient observed in Centre 14 and a maximum of 252 in Centre 26. The average number of patients per centre is 21. As in the EVALUATE trial, there is a great deal of variability in costs and outcomes, both within and across the centres. For example, Centre 21 has a mean cost of £1378 with a standard deviation of £499 and mean costs range from £581 in Centre 3 to £1426 in Centre 4. The

<table>
<thead>
<tr>
<th>Centre</th>
<th>$n_j$</th>
<th>Costs</th>
<th>QALYs</th>
<th>NMB ($\lambda = £30,000$)</th>
<th>INMB ($\lambda = £30,000$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>581.2 (NA)</td>
<td>0.1599 (0.0341)</td>
<td>4216.0 (1025.3)</td>
<td>NA$^a$</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1426.7 (292.62)</td>
<td>0.1732 (0.0293)</td>
<td>3770.0 (910.1)</td>
<td>–1099.7 (988.6)</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>1111.0 (389.2)</td>
<td>0.1673 (0.0444)</td>
<td>3908.0 (1413.7)</td>
<td>226.5 (535.8)</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>1142.0 (326.2)</td>
<td>0.1707 (0.0323)</td>
<td>3980.9 (1015.9)</td>
<td>–359.2 (408.6)</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>1430.9 (283.5)</td>
<td>0.1462 (0.0600)</td>
<td>2956.7 (2000.5)</td>
<td>–489.9 (1921.4)</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>1077.3 (384.8)</td>
<td>0.1750 (0.0362)</td>
<td>4173.5 (1066.9)</td>
<td>–87.7 (542.5)</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1217.6 (300.7)</td>
<td>0.1962 (0.0047)</td>
<td>4670.3 (443.4)</td>
<td>–627.0 (NA)</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>1045.1 (442.2)</td>
<td>0.1487 (0.0593)</td>
<td>3415.9 (2085.0)</td>
<td>–3043.7 (955.1)</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>922.2 (NA)</td>
<td>0.2026 (NA)</td>
<td>5156.5 (NA)</td>
<td>–76.3 (288.3)</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>21</td>
<td>33</td>
<td>1378.9 (499.5)</td>
<td>0.1698 (0.0331)</td>
<td>3717.6 (1095.7)</td>
<td>–759.6 (362.9)</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>1282.9 (348.4)</td>
<td>0.2020 (0.0117)</td>
<td>4778.1 (655.6)</td>
<td>–666.9 (918.9)</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>163</td>
<td>616.1 (172.8)</td>
<td>0.1752 (0.0404)</td>
<td>4640.8 (1244.8)</td>
<td>–96.1 (195.7)</td>
</tr>
<tr>
<td>26</td>
<td>252</td>
<td>654.2 (167.5)</td>
<td>0.1695 (0.0439)</td>
<td>4430.9 (1356.0)</td>
<td>203.7 (170.7)</td>
</tr>
</tbody>
</table>

$^a$ Incremental NMBs were calculated by regressing NMB on treatment arm using OLS [refer to equation (3)]. The estimated coefficients, $\hat{\beta}_1$, together with their standard errors (in parentheses), are reported. INMB is laparoscopic versus open repair.

$^b$ NA, not applicable. INMB could not be calculated for centre 3 because the two patients recruited in this centre were randomised to the same treatment arm.
As in the previous dataset, the sign of \textit{INMB} varies also by centre. One additional problem with this dataset relates to the fact that 76\% of the observations are clustered in two centres, with the remaining 24\% distributed across 11 centres.

\textbf{ATLAS}

Similarly to the previous two datasets, the 3164 patients recruited in the ATLAS trial were unevenly distributed across 19 countries participating in the study. The centre with the minimum number of observations was country 17, which recruited only two patients, and country 19 was the biggest recruiter with 1198 patients. The average number of observations per country was 104. Consistent with the other two case studies, a considerable degree of within- and between-countries variability in costs and outcomes can be observed. For example, country 12 has a mean cost of £4024 with a standard deviation of £11,452. Mean costs range from £217 in Centre 14 to £4204 in Centre 12. The minimum \textit{INMB} is observed for Centre 14 (–£45,234) and the maximum for Centre 2 (£28,504). Again, the sign of \textit{INMB} varies also by country. Finally, 38\% of the total observations are clustered in centre 19 and 73\% of the total sample is distributed between six countries.

\textbf{Ordinary least squares (OLS)}

A comparison of the OLS results in Tables 16–18 with those obtained from the standard analysis reported in Tables 13–15 demonstrates the equivalence of the two approaches. In Tables 16–18 results are expressed in terms of net benefits and are reported for three different values of \(\lambda\) – the value of an additional unit of benefit (i.e. \(\lambda = 0\), \(\lambda = 30,000\), and \(\lambda \to \infty\)).

To interpret the results from the OLS regression, it is perhaps worth revisiting the net benefit equations \([equations (2c) and (2d)]\). In Tables 16–18, the results of the OLS regression reported for the cases in which \(\lambda \to \infty\) refer to the \textit{NHB} \([see \text{ equation (2d)}]\), whereas the results reported for the case \(\lambda \rightarrow \infty\) refer to the \textit{NMB} \([see \text{ equation (2c)}]\). Notice that when \(\lambda = 0\), the \textit{NMB} is equal to the negative of the cost vector. On the other hand, for the case where \(\lambda \to \infty\) the \textit{NHB} is the appropriate expression \([equation (2d)]\) because when \(\lambda \to \infty\) also the \textit{NMB} \(\to \infty\). In this case it is easy to verify that, when \(\lambda \to \infty\), the \textit{NHB} is equal to use the effectiveness measure as dependent variable.

It can be seen that the pooled results indicate that laparoscopic hysterectomy is associated with higher cost and higher QALYs, generating an

\begin{table}[h]
\centering
\caption{Descriptive data by centre in the ATLAS trial: means and standard deviations (in parentheses) for costs, survival and NMBs\textsuperscript{a}}
\begin{tabular}{cccccc}
Centre & \(n\) & Costs & QALYs & \textit{NMB} \(\lambda = 30,000\) & \textit{INMB} \(\lambda = 30,000\) \\
\hline
1 & 91 & 4208.8 (8686.2) & 2.7413 (1.2464) & 78031 (41535) & –1297 (8722) \\
2 & 25 & 3684.0 (6177.6) & 2.4645 (1.5325) & 70252 (48490) & 28504 (18917) \\
3 & 108 & 3479.6 (6614.5) & 2.9794 (1.2921) & 85903 (43164) & 1313 (8009) \\
4 & 290 & 1957.8 (4023.3) & 2.8928 (1.2791) & 84826 (39573) & 7780 (4633) \\
5 & 148 & 2499.4 (5244.5) & 2.8897 (1.3898) & 84192 (43069) & 5251 (7091) \\
6 & 100 & 3265.9 (8944.4) & 2.9004 (1.2649) & 89801 (38314) & 3873 (10718) \\
7 & 52 & 2560.3 (3704.0) & 3.0787 (1.2472) & 83747 (46364) & 13363 (9223) \\
8 & 125 & 2500.4 (4996.0) & 2.9350 (1.2823) & 85551 (39700) & 342 (7136) \\
9 & 151 & 2534.0 (5326.7) & 2.9901 (1.2419) & 87171 (39119) & –4038 (6379) \\
10 & 74 & 1892.2 (3631.3) & 3.0779 (1.1148) & 90446 (35182) & –125 (8239) \\
11 & 72 & 2981.9 (8275.6) & 3.1420 (1.3278) & 91279 (42606) & –15703 (9938) \\
12 & 76 & 4024.1 (11452.2) & 2.9652 (1.1989) & 84934 (40505) & 24073 (8930) \\
13 & 52 & 3573.9 (10046.9) & 2.6926 (1.3035) & 77206 (40845) & 13187 (11296) \\
14 & 6 & 217.5 (202.3) & 2.8228 (1.4832) & 84467 (44424) & –45234 (33660) \\
15 & 72 & 2502.7 (5073.8) & 3.4326 (1.3796) & 100475 (43283) & –4933 (10261) \\
16 & 232 & 3191.8 (6653.7) & 2.8646 (1.4095) & 82748 (44362) & 1012 (5837) \\
17 & 2 & 296.4 (248.3) & 3.8863 (0.2150) & 116292 (6202) & 8772 (NA) \\
18 & 290 & 1811.7 (4160.0) & 2.9719 (1.3175) & 87345 (40385) & 3228 (4748) \\
19 & 1198 & 2129.4 (5184.7) & 3.0002 (1.2287) & 87877 (38509) & 534 (2226) \\
\hline
\textsuperscript{a} Incremental NMBs were calculated by regressing NMB on treatment arm using OLS \cite[refer to equation (3)]. The estimated coefficients, \(\hat{\beta}_1\), together with their standard errors (in parentheses), are reported. INMB is high versus low dose.
\end{tabular}
\end{table}
ICER of £93,783. At $\lambda \rightarrow 30,000$, this is equivalent to an INMB of –£145 (95% CI –£307.6 to £17.0).

Similarly, the results of the OLS regression applied to the MRC Hernia Repair (Table 17) data set suggest that laparoscopic hernia repair was also associated with a higher cost and higher QALY, generating an ICER of £39,460. At $\lambda = 30,000$, this is equivalent an INMB of –£58 (95% CI: –£282.2 to £166.2).

Finally, the OLS regression results applied to the ATLAS trial data set indicate that a high dose of lisinopril increased the mean cost by £91 but produced a mean survival gain of 29 days (ICER = £3.11 per day of life gained). The INMB at $\lambda = 30,000$ amounted to £2312 (95% CI: –£500.2 to £5123.6).

**Multilevel analysis**

The results of the multilevel analyses are reported in Tables 19 and 20 relating to the variance components and random coefficient models, respectively. The estimation of the multilevel model specifications described in this chapter, when applied to the MRC Hernia Repair and ATLAS trials, did not converge and are not considered further in this chapter. Further investigation is required to define alternative model specifications for these two case studies. The implications of these problems is considered further in the Discussion section of this chapter (p. 64). The remainder of this chapter will concentrate on the results of the multilevel analysis of the EVALUATE trial.

**Variance components models**

The results of the analysis of the variance components specification for the EVALUATE trial are reported in Table 19. On the whole, the parameter estimates of $\beta_0$ and $\beta_1$ are similar to those obtained using OLS. However, the multilevel analysis facilitates the decomposition of the level-1 and level-2 variance components and hence the calculation of the ICC. This information is important as it can be employed usefully to explore the extent of the generalisability of economic evaluation results across locations. A high ICC indicates that the level-2 variation is an important component of the total variation and, accordingly, centres differ substantially in measured health outcomes and/or costs. In such circumstances, ignoring the hierarchical structure in the data could lead to misleading results when quantifying the sampling variability around the estimates of interest. Conversely, a near-zero ICC

---

**TABLE 16** Results of standard economic evaluation based on pooled (OLS) analysis for the EVALUATE trial using three different specifications of net monetary benefits (NMBs): coefficients and 95% CI (in parentheses) are reported

<table>
<thead>
<tr>
<th>$n = 859$</th>
<th>NMB $\lambda = 0$</th>
<th>NMB $\lambda = 30,000$</th>
<th>NMB $\lambda \rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant: $\beta_0$</td>
<td>$-1472.1$ ($-1581.5$ to $-1362.7$)</td>
<td>$1166.8$ ($1034.3$ to $1299.3$)</td>
<td>$0.088$ ($0.088$ to $0.092$)</td>
</tr>
<tr>
<td>Treatment: $\beta_1$</td>
<td>$-215.7$ ($-349.6$ to $-81.8$)</td>
<td>$-145.3$ ($-307.6$ to $17.0$)</td>
<td>$0.0023$ ($-0.002$ to $0.006$)</td>
</tr>
</tbody>
</table>

**TABLE 17** Results of standard economic evaluation based on pooled (OLS) analysis for the MRC Hernia Repair trial using three different specifications of net monetary benefits (NMBs): coefficients and 95% CIs (in parentheses) are reported

<table>
<thead>
<tr>
<th>$n = 547$</th>
<th>NMB $\lambda = 0$</th>
<th>NMB $\lambda = 30,000$</th>
<th>NMB $\lambda \rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant: $\beta_0$</td>
<td>$-649.9$ ($-689.4$ to $-610.4$)</td>
<td>$4388.5$ ($4227.5$ to $4549.5$)</td>
<td>$0.1679$ ($0.16291$ to $0.17298$)</td>
</tr>
<tr>
<td>Treatment: $\beta_1$</td>
<td>$-240.7$ ($-295.7$ to $185.7$)</td>
<td>$-58.0$ ($-282.2$ to $166.2$)</td>
<td>$0.0061$ ($-0.0009$ to $0.01310$)</td>
</tr>
</tbody>
</table>

**TABLE 18** Results of standard economic evaluation based on pooled (OLS) analysis for the ATLAS trial using three different specifications of net monetary benefits (NMBs): coefficients and 95% CIs (in parentheses) are reported

<table>
<thead>
<tr>
<th>$n = 3164$</th>
<th>NMB $\lambda = 0$</th>
<th>NMB $\lambda = 30,000$</th>
<th>NMB $\lambda \rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant: $\beta_0$</td>
<td>$-2416.6$ ($-2704.0$ to $-2129.3$)</td>
<td>$85330.4$ ($83350.9$ to $87309.9$)</td>
<td>$1068.3$ ($1045.3$ to $1091.3$)</td>
</tr>
<tr>
<td>Treatment: $\beta_1$</td>
<td>$-91.1$ ($-499.2$ to $317.1$)</td>
<td>$2311.7$ ($-500.2$ to $5123.6$)</td>
<td>$29.2$ ($-3.4$ to $61.9$)</td>
</tr>
</tbody>
</table>
would normally be expected to indicate that the role of level-2 variation is modest and that centres can be assumed to have similar results. The extent of clustering in these data is best observed when considering the two extreme cases of modelling cost (NMB with $\lambda = 0$) data and modelling health outcome (NHB with $\lambda \to \infty$) data. For the EVALUATE trial, the respective ICCs are 11.9 and 27.8%, suggesting that the degree of clustering should not be ignored.

Random coefficient models

Table 20 reports the results of estimating a random coefficient model [equation (14)]. This specification allows the effect of the intervention to vary across centres. In the EVALUATE trial, the estimated coefficients on the intervention fixed-part parameter, $\beta_1$, are similar (given the level of sampling variability evidenced by the width of the credibility intervals) to those reported for the variance coefficient model in Table 19.

As with the variance components specification, the random coefficients analysis confirms that the structure of the dataset is clustered, more so for cost data than health outcome data. For example, for values of $\lambda = 0$, the ICC was 11 and 14% in the abdominal and laparoscopic arms, respectively. The NHB analysis with $\lambda \to \infty$ shows considerable clustering within the laparoscopic arm but much less clustering within the abdominal arm of the trial. However, the estimates of the variance components are close to zero and the ICC here is acutely susceptible to sampling variability. Hence,
although it would appear that greater correlation between patient health outcomes within centres exists for the laparoscopic arm of the trial, the absolute value of the ICC should be interpreted with caution.

**Location-specific cost-effectiveness**

**Shrinkage estimation**

As indicated above, location-specific estimates of cost-effectiveness are facilitated through the residual shrinkage feature of MLM. *Figure 2* illustrates the effect of shrinkage on centre-specific estimates of $NMB$ [with the ceiling ratio ($\lambda$) at £30,000]. The horizontal line represents the mean $NMB$ for the abdominal hysterectomy group obtained by estimating a simple variance components random effects regression model [equation (8)]; its value is simply the resulting estimated coefficient, $\hat{\beta}_0$, and for the EVALUATE trial this is £1166.80. Centre-specific $NMB$s are simply calculated as the mean $NMB$ for each centre independently. These are the values given in column 5 of *Table 13* which are termed naïve centre effects and are displayed as circles.

Centre-specific shrinkage estimates are also calculated using expression equation (19). These are displayed as triangles. The relative size of the symbols is intended to provide a guide to the number of observations within each centre. It is easily seen that the naïve centre-specific estimates of mean $NMB$ are always larger than the corresponding MLM shrunken estimates. Further, in general, the smaller the number of patients within a centre the greater is the discrepancy between the naïve and shrinkage estimates, that is, the greater the shrinkage. This is to be expected, as the smaller the number of patients, the less information is available from which to derive the centre-specific estimate. Accordingly, one would have less confidence in the resulting estimate and this is reflected by applying greater weight to the shrinkage factor that pulls the naïve estimate towards the overall mean. The same process is applied to the calculation of centre-specific $INMB$s.

**Incremental net monetary benefits**

Location-specific cost-effectiveness can also be illustrated using $INMB$ curves as a function of the ceiling ratio, $\lambda$ (*Figure 3*). Several alternative $INMB$ curves are presented. The first was obtained by specifying and estimating the single-level model [equation (5)] where, for a given value of the ceiling ratio, $INMB$ was estimated as $\hat{\beta}_1$ (curve with circles). The second $INMB$ curve was

---

**FIGURE 2** Shrinkage estimation of centre-specific $NMB$s at $\lambda = 30,000$ based on a variance components specification (the size of the objects represents the sample size in each centre)
estimated from the fixed part only (again using estimate $\hat{\beta}_1$ of the random coefficient multilevel model [equation (14)] (curve with triangles). Finally, centre-specific INMB curves were calculated, for selected hospitals, as the sum of the fixed and random INMB coefficients, $\hat{\beta}_1 + \hat{u}_{1j}$, and are denoted by dotted curves. Owing to the figures becoming unwieldy when all centre-specific INMB curves are displayed, the largest centres are shown in the figure since these provide the most robust centre-specific estimates being based on larger numbers of patients.

A couple of points can be made about this analysis. First, the results illustrate the wide variability in hospital-specific INMBs. This is apparent across the full range of values of the ceiling ratio considered. This feature is also apparent for values of $\lambda$ for which the corresponding model ICCs suggest that centre-specific variation is negligible relative to total residual variation. Indeed, the centre-specific estimates reveal that there is at least one centre for which INMB is positive over a wide range of values of the ceiling ratio. This is evident for Centre 1, for which the results are contrary to those obtained by considering only the fixed-part estimate of incremental cost effectiveness $\hat{\beta}_1$, obtained through either the single-level specification or the random coefficient specification, both of which display negative estimates for values of $\lambda$ up to £95,000. Second, the centre-specific curves are a non-linear function of the ceiling ratio. This is due to the non-linear relationship between the ICC and the ceiling ratio. This affects the random part estimate of the INMB ($\hat{u}_{1j}$) through the shrinkage estimation process since this is, in turn, a function of the ICC.

**Cost-effectiveness acceptability curves**

Similar features are revealed in terms of CEACs (Figure 4). Again, circles denote the curve produced from a single-level model specification [equation (3)], while triangles denote the curve obtained from the fixed part only (using estimate $\hat{\beta}_1$) of the random coefficient multilevel model [equation (14)]. Curves are also shown for the same hospitals used in the INMB analysis in Figure 3.

Once again, the curves display great variability across hospitals in cost-effectiveness for given values of $\lambda$. This variability appears greatest at the value of $\lambda$ of around £60,000, although caution is required here as this observation is based on only those selected hospitals displayed. For example, the probability of laparoscopic hysterectomy being cost-effective, with a ceiling ratio of £50,000, is approximately 0.16 applying the results of the single-level model or fixed-part random coefficient model specification. The corresponding probability for Centre 10 is $p = 0.01$ and for
Centre 1 $p = 0.72$. The observed maximum probability that the intervention is cost-effective for Centre 10 is $p \approx 0.1$ (at $\lambda = 100,000$). For Centre 1, the maximum is $p = 0.8$. For values of $\lambda > \£20,000$, laparoscopic hysterectomy would probably be considered cost-effective based on the results of Centre 1. However, for values of $\lambda$ less than at least $\£100,000$, laparoscopic hysterectomy would probably not be considered cost-effective based on patient cost and outcomes reported for Centre 10. Results obtained from the single-level model specification indicate that the probability that the intervention is cost-effective is less than $p = 5$ for the values of $\lambda$ considered.

### Discussion

The use of MLM is a natural extension to the regression framework advocated by Hoch and colleagues. The approach formally segments variation in net benefit into that occurring at the level of individual patients and that occurring at the level(s) of locations such as centre and country. Where costs and/or outcomes data are clustered by location, these methods facilitate correct estimates of the uncertainty in cost-effectiveness results. MLM also provides a means of estimating location-specific cost-effectiveness. Here ‘location’ could mean centres (e.g. hospitals) within a jurisdiction or countries. In the past, this has been attempted in various ways, including the application of location-specific unit costs to all resource use and outcome data and analysing only data relating to patients randomised in the location of interest (see Chapter 5). More recent methods have used multiple regression and modelled location, and its interaction with treatment, as fixed effects. The MLM framework presented here, however, uses MCMC estimation methods to predict location-specific estimates of cost-effectiveness. As part of this, location-specific estimates are shrunk back to the overall mean, with the degree of shrinkage depending on the sample size in a centre and the level of variability in net benefits between and within centres. In other words, using these methods, a location-specific estimate of cost-effectiveness is a combination of the overall mean across patients in all location, and the mean in patients within that location.

The extent to which the use of MLM is crucial in a particular study depends on the proportion of overall variability in net benefit that takes place between locations. Although, with relatively small values of the ICC, reasonably good agreement between the multilevel and the OLS estimates can be expected, in practical terms it is impossible to establish a rigid threshold value of the ICC above.
which the use of MLM should be recommended. Given this, there is an argument for starting any CEA alongside a multilevel trial with a multilevel regression to understand the data structure in more depth.

It is recognised that, if MLM is to be used routinely for CEA, additional methods research will be required. In particular, the results of the MLM estimation applied to the MRC Hernia Repair and ATLAS case studies have not been presented because of problems in identifying an appropriate model specification and further analysis of these types of datasets is necessary.

The clustering structure of the dependent variable (net benefit) is affected by the structures of costs and outcome data. For larger values of $\lambda$, the outcome data (e.g. QALYs) will be progressively more important in the net benefit expression. In the EVALUATE trial here, it was found that cost data tended to be more clustered by location than outcome data. Consequently, for $\lambda$ values close to zero where the clustering structure of the net benefits is mainly affected by the cost data, MLM is particularly important to analyse these data. On the other hand, when $\lambda$ values tend to be large and the structure of the net benefit data is influenced mainly by outcomes, MLM is perhaps less important for these datasets. However, it would be premature to generalise from the case studies here to all economic evaluations. Further research is planned using MLM to analyse patient-level datasets with longer follow-up in costs and outcomes and in disease areas where QoL weights may be more different between the treatment groups.

An important policy issue is raised by this work, that is, the extent to which location-specific estimates of incremental net benefit are useful to decision-makers. In the context of multinational trials, the ability to generate estimates of cost-effectiveness by country would seem potentially useful to country-level decision-makers. In the case of multicentre trials in a single country, however, this may not be so straightforward. The implication of generating centre-specific estimates is that the decision-maker may be willing to fund a particular intervention in one centre, but not another. Alternatively, the analysis might be useful to centre-level decision-makers. The use of location-specific covariates in MLM to explain variation in cost-effectiveness between centres and countries may have more direct policy relevance. For example, an intervention might be cost-effective in centres with high levels of patient throughput, but not in centres treating fewer patients. This might provoke policy makers to reassess the appropriate organisation of services. Although the implications of this need further consideration, it remains the case that the multilevel population average from a random effects model (e.g. see Figure 4) remains the most appropriate way of estimating average cost-effectiveness (i.e. across centres), given clustered data, if the decision-maker is not interested in implementing different decisions in different centres.

The analyses presented here can be extended in two important ways. The first would be to include location-specific unit cost data to value resource use measured in that location. Given the difficulty in acquiring these data in all locations, the case studies presented here use fixed unit costs for most resources. This has the effect of constraining the degree of variation between locations as a proportion of this will be generated by differences in unit costs. Furthermore, as described in Chapter 3, economic theory would suggest that unit costs and resource use will be related by location-specific production functions. For example, if medical staff are very costly in one location (perhaps due to shortages), there may be a substitution of medical inputs by other professionals with different costs. In future research where it is possible to identify location-specific unit costs, MLM can be used to explore this type of substitution more formally.

The second extension to the MLM framework presented here is the use of additional covariates within the regression analysis. For ease of exposition, the only covariate included in the methods described here [equation (14)] is the treatment arm to which a patient was randomised. The inclusion of additional covariates at hospital and patient level may help to reduce the estimated variability in the model. The net benefit regression approach outlined by Hoch and colleagues describes the value of including patient-level variables in these models (e.g. baseline clinical variables, socio-demographic characteristics). Their inclusion offers a way of explaining a greater proportion of the overall variation in net benefit (i.e. more precise estimates of incremental net benefit). Through the use of interactions between these level-1 covariates and treatment, it is also possible to undertake subgroup analysis, that is, to estimate incremental net benefit in subgroups of patients (e.g. defined by age and/or gender).
Within the framework of MLM, it is also possible to include covariates which explain some of the variation between the higher level groups in the model (e.g. hospitals or countries). These covariates might include factors such as patient throughput and experience of clinical staff. The rationale is the same as for patient-level covariates: their inclusion can allow more efficient estimates of cost-effectiveness, and it is possible to explore cost-effectiveness in subgroups of locations. Further research is required to identify higher level covariates which are empirically useful in these models, theoretically well founded in terms of explaining differences in efficiency between locations and useful for policy-making purposes.

In the case of multinational trials, MLM facilitates the prediction of country-specific costs and effects, which can then be used to generate better parameter estimates for decision models.

**Conclusions**

This chapter has introduced an analytical framework – MLM – which has potential to facilitate estimates of cost-effectiveness which both reflect the variation in costs and outcomes between locations and also enable the consistency of cost-effectiveness estimates between locations to be assessed directly. Through the use of data from three RCTs as case studies, the chapter has shown the importance of establishing, through the ICC, the proportion of overall variability in cost-effectiveness (net benefit) which is between locations. It has also illustrated how the uncertainty in cost-effectiveness results will be potentially misleading if standard methods are used with datasets with clustered data. Finally, the value of shrinkage estimators using MCMC estimates location-specific cost-effectiveness has been shown.
Chapter 7
Assessing generalisability in model-based economic evaluation studies: a structured review in osteoporosis

Decision analytic modelling is widely used in health technology assessment to evaluate the effectiveness and cost-effectiveness of alternative options under conditions of uncertainty.239,240 This form of modelling is necessary in situations where a single primary source of data (e.g. a randomised trial) does not wholly satisfy the data needs of a decision problem and additional data sources and assumptions are needed. These situations include synthesising information when a number of estimates of a particular parameter exist, extending the results of a short-term trial over a long-term time horizon, increasing the range of alternative options being compared and adapting the results of a study undertaken in one location to be relevant to another jurisdiction.

In the context of this report’s focus on issues of variability and generalisability in cost-effectiveness between locations, the use of decision models is of interest for two reasons. First, models are often used to take the results of a particular patient-level study, such as a randomised trial, which was undertaken in one location, and make them relevant to one or more alternative locations. Chapter 4 reviewed several studies of this type and Chapter 8 describes a modelling case study with the objective of adjusting the results of trials in unstable angina to a UK context.

The second area of interest in model-based economic studies is to assess how geographical variability is dealt with in published modelling studies. The general purpose of models is to identify optimal solutions to specific policy problems as faced by particular decision-makers or jurisdictions. For example, NICE’s technology appraisal process often includes decision models submitted by manufacturers and/or developed by the academic Technology Assessment Team (see www.nice.org.uk). In each case, the decision-maker (the NICE Appraisal Committee) and the jurisdiction (NHS) is explicit. Therefore, it is of value to review published modelling studies to assess how clearly the authors have identified the decision-making ‘target’ of their work, the extent to which the data incorporated into these models are the most appropriate for that decision-maker, the degree to which they have assessed the importance of any variability between locations within a particular jurisdiction and the generalisability of their results to other decision-makers.

Rather than select a sample of model-based studies across a range of diseases and interventions, the particular clinical area of osteoporosis has been selected for the review. This clinical area has been selected for two important reasons. First, the area has a large number of cost-effectiveness models – indeed, the large majority of cost-effectiveness studies in osteoporosis are model-based. Second, there is likely to be pronounced variability between countries and other locations in many of the parameters going into these models. This variability potentially relates to baseline event rates, resource use, cost and utility.

The advantage of focusing on one clinical area is that it is possible to remove some of the variation between models which would be expected when comparing analyses in different diseases and which is not really relevant to the purpose of this report (e.g. different outcomes, treatment options, sources of uncertainty). In a review of economic evaluations in this field undertaken in 1998, a total of 16 studies were identified, all of which were based on decision analytic models.241 Osteoporosis is characterised by low bone mineral density (BMD) and deterioration of bone tissue, leading to enhanced bone fragility and consequent increase in fracture risk. The disease is manifested in terms of a high occurrence of hip, wrist and vertebral fractures and is most prominent in postmenopausal women. Development of fractures is a complex function of osteoporosis, age and other risk factors which evolve over time. The majority of trials in this area have evaluated the impact of osteoporosis treatments on the intermediate end-point of BMD.242 Historically, there has been a scarcity of literature evaluating
The need to estimate links between intermediate end-points and ultimate measures of health gain, together with the requirement to synthesise results from several studies and extrapolate over a long-term time horizon, are the main reasons for the preponderance of decision models in osteoporosis.

Methods

Aims and objectives

The aim of the review was to assess how published model-based economic evaluations in the field of osteoporosis deal with variability in results by location.

The systematic review set out to address the following specific objectives:

1. To assess whether the study clearly defines the decision-making audience for the model.
2. To establish whether the model was transparently reported in terms of study question, structure and data inputs.
3. To assess the relevance of the data inputs used in the model to the stated decision-maker or jurisdiction.
4. To assess how fully the robustness of the model’s results to variation in data inputs between locations was assessed.

Inclusion and exclusion criteria

The inclusion criteria were full economic evaluation models evaluating therapeutic interventions in osteoporosis. Only studies reporting a summary measure of cost-effectiveness (e.g. cost-effectiveness ratio) were included in the review, as these studies combine an estimate of both costs and effectiveness and present an overall assessment of the value for money of the alternative interventions of interest to decision-makers. Since this was a review where methodology rather than results was of primary interest, only studies published in English were included. Economic evaluations which did not describe the structure and assumptions underlying a model were excluded from the assessment, as were simple cost analyses, secondary reviews of economic evaluation models and studies that did not present a summary measure of cost-effectiveness.

Search strategy

A search strategy was devised to retrieve published papers reporting economic evaluation models of interventions for osteoporosis. The searches were conducted using the following bibliographic databases: MEDLINE, EMBASE, EconLit, HEED, the internal catalogue of the CRD/CHE information service, the Health Technology Assessment (HTA) Database and the administration version of the NHS EED held at the CRD. The databases were searched from 1980 onwards, or from the earliest publication in the relevant database after that date, and searches were restricted to English-language documents. All the references from the database searches were imported into an Endnote Library and de-duplicated. The search strategies are detailed in Appendix 4. Searches were extended to bibliographies of retrieved articles, and reference lists of key review articles in the area were scrutinised. Papers that appeared relevant to the review were retrieved and assessed according to the inclusion criteria.

Review process

A data extraction tool was developed specifically for the purpose of this review. For included studies, information relevant to the review was extracted into a data extraction form by one of the authors (HU). The information was summarised in data tables, which provided the basis for assessment of the studies. Key characteristics of the models presented in each publication were recorded, as was information on interventions studied and results of the evaluations. The four numbered sections of the data extraction form addressed the four research questions of the review, and further details are provided below.

Definition of target decision-maker or jurisdiction

Being aware of the target decision-making audience for a model is important to a judgement about the appropriateness of the model and its inputs. An attempt was therefore made to elicit the target decision-making audience or jurisdiction of the model. In some instances, where models did not explicitly state the target decision-maker, it was possible to infer a decision-maker from the perspective taken and the data incorporated. Related to this, the studies were assessed according to whether the study question was clearly stated or not or whether the study question could be easily inferred.

Transparent reporting of model specification

Transparent reporting of a model is a prerequisite to understanding the relevance of the model to the target decision-maker and also to assessing its generalisability to other decision-makers and jurisdictions. The specification of study setting
(e.g. country and primary or secondary care) and patient population was therefore extracted. In addition, the description and justification of alternative interventions were considered and an assessment of transparent reporting of the model structure and key assumptions was made.

**Relevance of data inputs to target decision-maker or jurisdiction**

The ease with which model inputs can be traced and the relevance of those inputs to the stated decision-maker will influence the degree to which a model is considered applicable in the target setting. The reporting of sources and the relevance of key data inputs to the model were therefore assessed, covering clinical data and their valuation, resource use and unit costs. Models that reported and referenced both baseline risks and risk reductions were considered as having provided sources of clinical data, whereas models that only reported references for risk reduction were assessed as having partially provided sources of clinical data.

**Assessment of robustness of model to variation in data inputs within and between jurisdictions**

The use of sensitivity analysis to explore the robustness of model results to variation in data inputs that may exist within and between jurisdictions was assessed. As discussed in earlier chapters, resource use estimates and their valuation, and also health state estimates and their valuation, may vary across settings. This variation may exist between units within a given decision-maker’s jurisdiction and, to provide information to the decision-maker, the implications of this variation should be assessed. The authors may also choose to assess the robustness of their model’s results to the level of variation that might be expected between jurisdictions. For example, the average length of stay in hospital for patients with hip fracture has been reported to be 29.6 days in Aberdeen and 41.7 days in Peterborough, whereas the national average in Denmark has been reported to be 21 days.

Similarly, the estimate of clinical effect incorporated into a model may depend on the study population and target population of the model. The robustness of the model’s results under a range of clinical effectiveness estimates from different studies could, therefore, be explored in sensitivity analysis. Models may also undertake adjustments to translate the results of explanatory trials that may not hold in routine clinical practice. For example, as discussed in Chapter 3, compliance is generally acknowledged to be higher within the context of randomised trials than in clinical practice, and this may contribute substantially to the reduction in efficacy when an intervention is used in a non-trial environment. Reduced compliance in a clinical practice setting may result in reduced effectiveness of the drug, so models that evaluate the population-based impact of a strategy in clinical practice may provide a more representative estimate by factoring in the reduced compliance in the analysis.

Finally, a straightforward check can be made for generalisability of a model’s results, both within and between jurisdictions, by comparing the results with those of related studies reported in the literature focusing on the same or other jurisdictions.

**Results**

**Summary of included papers**

A total of 18 publications reporting economic evaluation models satisfied the inclusion criteria (Table 21). These included four Markov state transition models, and four simple decision trees. Nine studies were CUAs. Of the studies published in the 1980s, six were from the USA. Eight studies were from European countries, all of which were published in the 1990s. The studies covered the following countries: Australia, Canada, Denmark, UK, USA and Italy. Apart from the Italian study, all results were presented in local currencies. Many models based the evaluation on a time horizon spanning the lifetime from the onset of treatment at menopause, usually assumed to be 45 or 50 years of age. Others evaluated a more limited time horizon, for example 2 years in Francis and colleagues, 3 years in Rosner and colleagues, and 1 year in Torgerson and Kanis and 1 year in Visentin and colleagues.

Overall, the main base-case results of the studies did not reveal any systematic differences across the studies that might be explained by location (Table 21). Neither systematic variation in cost-effectiveness estimates within countries or systematic changes over time were apparent from the review. Despite focusing on the osteoporosis area, the models compared a range of interventions and presented results using a variety of outcomes. For example, Ankjaer-Jensen and Johnell reported average cost per hip fracture avoided in screened and unscreened populations, comparing three different interventions. In contrast, Tosteson and colleagues compared...
TABLE 21 Studies included in the review and the base-case results of the evaluations

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Interventions evaluated</th>
<th>Incremental cost-effectiveness ratio</th>
<th>Incremental cost per QALY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Screening or not followed by calcium supplementation, etidronate, calcitonin or HRT</td>
<td>Cost per hip fracture avoided: population based vs screening; Calcitonin: 1,136,200 DKK; Etidronate: 77,567 DKK; Calcium: 522,300 DKK</td>
<td>NA</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Calcitonin was compared with alendronate and etidronate</td>
<td>Cost per life-year gained (10 years of treatment): ORT: £2900 in women with no uterus ORT: £8300 in women with uterus CRT: £14,400 in women with uterus</td>
<td>5-year treatment in 65 year old: Alendronate dominant strategy ICER for nasal calcitonin vs no therapy: Can$63,500 ICER for nasal calcitonin vs etodronate: Can$42,300</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>Oestrogen only vs no treatment (no uterus) and oestrogen vs oestrogen + progestin (uterus)</td>
<td>Cost per life-year gained (10 years of treatment): ORT: £2900 in women with no uterus ORT: £8300 in women with uterus CRT: £14,400 in women with uterus</td>
<td>10 years of treatment in mildly symptomatic women ORT: £1700 in women with no uterus ORT: £4400 in women with uterus CRT: £6200 in women with uterus</td>
</tr>
<tr>
<td>Daly, 1996</td>
<td>Oestrogen only vs no treatment (no uterus) and oestrogen vs oestrogen + progestin (uterus) vs no treatment</td>
<td>Cost per vertebral fracture avoided, treatment vs no therapy: HRT: £138–680 Etidronate: £1880 Calcitonin: £9075–25,013</td>
<td>Mildly symptomatic women ORT: £310 (5 years of treatment) to £660 (20 years of treatment) CRT: £530 (5 years of treatment) to £1250 (20 years of treatment)</td>
</tr>
<tr>
<td>Francis, 1995</td>
<td>Calcitonin vs no treatment, estrogen + progestin vs no treatment, etidronate vs no treatment</td>
<td>Cost per fracture prevented HRT vs no therapy; Screening: £1000–4200 Universal treatment: £1200</td>
<td>NA</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>Interventions (screening vs no screening) clear but not justified A strategy of oestrogen + progestin with screening vs a strategy of oestrogen + progestin without screening (universal)</td>
<td>Cost per fracture prevented HRT vs no therapy; Screening: £1000–4200 Universal treatment: £1200</td>
<td>NA</td>
</tr>
</tbody>
</table>
### TABLE 21  Studies included in the review and the base-case results of the evaluations (cont’d)

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Interventions evaluated</th>
<th>Incremental cost-effectiveness ratio</th>
<th>Incremental cost per QALY</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTA, 1995</td>
<td>Estrogen (ERT) vs estrogen + progestin (PERT) following different screening + treatment strategies</td>
<td>Mean cost per life-year gained: ORT (screening): US$22,431–151,392 depending on duration of therapy and screening threshold; ORT (population-based): US$23,334–126,876 depending on duration of therapy. Life-long therapy most cost-effective</td>
<td>NA</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>Compares a strategy of estrogen only in high-risk patients (screening) vs estrogen + progestin in population-based treatment</td>
<td>Cost per averted hip fracture: Universal treatment for 10 years: £40,080; Screening, then treatment: £34,971</td>
<td>NA</td>
</tr>
<tr>
<td>Torgerson, 1995</td>
<td>Vitamin D and calcium vs no treatment and vitamin D vs no treatment</td>
<td>Cost per averted hip fracture: Oral vitamin D + calcium: £17,379 in community (low BMI); £4735 in nursing homes; cost saving overall in nursing homes (low BMI); Vitamin D injection: all options cost saving overall</td>
<td>NA</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>Screening vs no screening No intervention, screening followed by HRT (estrogen + progestin) and universal HRT (estrogen + progestin)</td>
<td>NA</td>
<td>Screening and then treatment (15 years): US$4200–37,800 depending on treatment threshold; Universal treatment (15 years): US$144,000</td>
</tr>
<tr>
<td>Weinstein, 1980</td>
<td>Estrogen vs no treatment</td>
<td>NA</td>
<td>ORT in women with uterus: US$7420–18,160; ORT in women with osteoporosis: US$5460–15,100</td>
</tr>
</tbody>
</table>

Continued
costs and QALYs of two different interventions in patient populations with different life expectancy.

**Target decision-maker**

None of the studies evaluated cost-effectiveness from a broader perspective than that of the health service sector. The target decision-making audience was only explicitly stated in three (16%) of the included studies (Table 22). Specifically, Coyle and colleagues stated the decision maker to be “a Canadian provincial Ministry of Health”\(^{261}\), OTA stated that the report was commissioned by the US Senate Special Committee on Aging\(^{243}\) and Visentin and colleagues commented that the evaluation was targeting the Italian Health Service.\(^{253}\)

It was possible, however, to infer a target decision-maker for many of the remaining studies. For example, Ankjaer-Jensen and Johnell commented that the analysis was “carried out in a Danish context”\(^{245}\) and the study by Cheung and Wren seemed to target a decision-making body in New South Wales, Australia.\(^{254}\) Similarly, Daly and colleagues\(^{255}\) and Torgerson and Reid\(^{251}\) appeared to tailor their analyses to be applicable in British context without explicitly stating this. However, it was not possible to infer a decision-making audience in eight studies.

The research question was explicitly stated in seven studies (39%) (Table 22). For example, Coyle and colleagues expressed the economic study question as “to assess the cost-effectiveness of nasal calcitonin compared with no therapy, alendronate or etidronate in the treatment of postmenopausal women with previous osteoporotic fracture.”\(^{261}\) It was possible to infer the study question for those studies that explicitly stated the strategies under comparison and outcome at the outset. For example, Torgerson and Reid did not explicitly state a research question but compared the (average) cost-effectiveness of screening followed by hormone replacement therapy (HRT) treatment versus no screening and universal treatment.\(^{251}\)

**Transparency of reporting**

Several aspects of transparency of reporting the models were explored (Table 23). Most of the studies specified that the target population was women living in the community, though one study specifically considered women in nursing homes,\(^{251}\) and the target country could be inferred for all studies. The target populations of all models were also indicated. Gender, postmenopausal status or age above 50 years were used in most studies to identify the study population. Susceptibility to osteoporosis, either via previous fracture\(^{261}\) or low BMD,\(^{252}\) were also used as descriptive factors. Some models evaluated hysterectomised women separately from those with uterus in situ.\(^{247,251,255,256,259}\) Two studies restricted the analysis to apply to Caucasian women only\(^{247,250}\) owing to an underlying difference in baseline hip fracture risk.

The model structure was described in most of the studies through an outline of all clinical outcomes incorporated into the structure or, where relevant,
# TABLE 22 Target decision-maker and study question

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Q1.1 Decision-maker</th>
<th>Q1.2 Economic study question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Inferred</td>
<td>Inferred Cost-effectiveness of population-based treatment programme compared with that of screening programme</td>
</tr>
<tr>
<td>Cheung, 1992</td>
<td>Inferred</td>
<td>Explicit Cost-effectiveness of population-based treatment programme compared with that of screening programme</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Explicit</td>
<td>Explicit The economic study question was clearly outlined as “to assess the cost-effectiveness of nasal calcitonin compared with no therapy, alendronate or etidronate in the treatment of postmenopausal women with previous osteoporotic fracture”</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>Inferred</td>
<td>Inferred Three explicit treatment strategies were compared</td>
</tr>
<tr>
<td>Daly, 1996</td>
<td>Inferred</td>
<td>Explicit Costs to the NHS …</td>
</tr>
<tr>
<td>Francis, 1995</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>No</td>
<td>Inferred Bone mass measurement compared with no measurement (i.e. screening)</td>
</tr>
<tr>
<td>Geelhoed, 1994</td>
<td>Inferred</td>
<td>Inferred Four strategies were compared</td>
</tr>
<tr>
<td>OTA, 1995</td>
<td>Yes</td>
<td>Yes Strategies of screening and HRT treatment compared</td>
</tr>
<tr>
<td>Rosner, 1998</td>
<td>Inferred</td>
<td>Yes Four explicit strategies compared</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>Inferred</td>
<td>Inferred Screening vs no screening followed by HRT</td>
</tr>
<tr>
<td>Torgerson, 1995</td>
<td>No</td>
<td>Yes Estimate cost per averted fracture for two interventions</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>Inferred</td>
<td>Yes</td>
</tr>
<tr>
<td>Tosteson, 1991</td>
<td>Inferred</td>
<td>Inferred</td>
</tr>
<tr>
<td>Visentin, 1997</td>
<td>Yes</td>
<td>Inferred</td>
</tr>
<tr>
<td>Weinstein, 1980</td>
<td>No</td>
<td>Inferred</td>
</tr>
<tr>
<td>Weinstein, 1983</td>
<td>No</td>
<td>Yes “To synthesize the available evidence in comparing the costs, risks and benefits of estrogen–progestin therapy and estrogen-only therapy in postmenopausal women”</td>
</tr>
<tr>
<td>Weinstein, 1990</td>
<td>No</td>
<td>Inferred</td>
</tr>
</tbody>
</table>
health states and transitions. One study did not present the structure adequately; it was, for example, unclear how this model estimated hip fracture risk reduction.

The main assumptions were clearly stated and justified in most studies (Table 23). For example, Coyle and colleagues, OTA and Tosteson and Weinstein clearly presented all assumptions in the model as well as omissions from the models. The study by Visentin and colleagues was not entirely transparent – for example, it was not clear which trials were used to populate the model.

Model input and relevance to stated decision-maker

**Clinical data and health state valuation**

A common feature of the models in this review was the use of epidemiological studies to estimate the relative hip fracture risk reduction in the treated populations. Three models based the hip fracture risk reduction estimates on individual clinical trial data, whereas two models based the effect estimates for one of the therapies on meta-analyses of several trials. Of these studies, only two provided information about the clinical characteristics of the population of the trials (Table 24).

The remaining studies based the effect estimate primarily on observational studies. One of these studies provided details of patient characteristics in the studies on which the effectiveness estimate was based and two further studies presented patient characteristics only in terms of age range.

Since the majority of studies provided only limited patient information, the scope for assessing the applicability of the results to the target population – and indeed other populations – was constrained. Only two studies failed to provide any basis for the assumption on clinical effect. In spite of the fact that limited information was provided on the population sample, the majority of the studies provided references to primary studies that are likely to have given a more comprehensive description of the relevant patient sample. Only one study adjusted the risks measured in the trials to the target population for the modelling exercise. In spite of this, most studies appeared to use the best available data relevant to the stated or inferred decision-maker (Table 25).

Of the nine cost–utility studies that were included in the review, only two used utilities derived from patients. Rosner and colleagues used a Canadian Delphi panel and the Health Utilities Index as a basis for the utilities used in their model. All the other authors based their utility weights on those assumed by Weinstein either implicitly or explicitly (Table 24). With the exception of the three studies mentioned above which used sample-based utility weights, it was difficult to assess the relevance of the utilities assumed by Weinstein to particular healthcare decision-makers or jurisdictions (Table 25).
Resource use data and unit costs
The sources of resource use were explicit for the majority of the studies included in the review (Table 24). For example, resource use estimates and assumptions were explicit in the study reported by Ankjaer-Jensen and colleagues and Rosner and colleagues used a Delphi panel to estimate resource use. Some studies included drug costs only in the estimate of resource use. Sixteen studies in the review reported most sources of unit costs incorporated in the analyses whereas the remaining two studies did not report any sources for unit cost data.

### TABLE 24 Information on sources for the model inputs

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Q3.1a Sources of clinical data provided?</th>
<th>Q3.2b Sources of resource use provided?</th>
<th>Q3.1c Sources of unit costs provided?</th>
<th>Q3.1d Sources of preferences/utilities provided?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Cheung, 1992</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Daly, 1996</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Francis, 1995</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Geelhoed, 1994</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>OTA, 1995</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Rosner, 1998</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>NA</td>
</tr>
<tr>
<td>Torgerson, 1995</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Tosteson, 1991</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Visentin, 1997</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Weinstein, 1990</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Weinstein, 1990</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

NA, not applicable.

### TABLE 25 Relevance of the model input to the stated decision-maker

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Q3.2a Clinical data sources relevant to decision-maker?</th>
<th>Q3.2b Resource use data relevant to decision-maker?</th>
<th>Q3.2c Unit costs relevant to decision-maker?</th>
<th>Q3.2d Preferences/utilities relevant to decision-maker?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Cheung, 1992</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Daly, 1996</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Francis, 1995</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Not clear</td>
<td>NA</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Not clear</td>
<td>NA</td>
</tr>
<tr>
<td>Geelhoed, 1994</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>OTA, 1995</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Rosner, 1998</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Not clear</td>
<td>NA</td>
</tr>
<tr>
<td>Torgerson, 1995</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Yes</td>
<td>NA</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>Not clear</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Tosteson, 1991</td>
<td>Not clear</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Visentin, 1997</td>
<td>In part</td>
<td>Not clear</td>
<td>Not clear</td>
<td>NA</td>
</tr>
<tr>
<td>Weinstein, 1980</td>
<td>Yes</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Not clear</td>
</tr>
<tr>
<td>Weinstein, 1983</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
<tr>
<td>Weinstein, 1990</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Not clear</td>
</tr>
</tbody>
</table>

NA, not applicable.
Not surprisingly, it was difficult to judge whether the estimates of resource use and unit costs were relevant to the decision-maker for those studies that did not explicitly state the decision-making audience for the study (Table 25). For those studies for which a decision-maker was explicit or could otherwise be inferred, the sources of resource use were largely judged to be relevant. The target decision-maker was not clear in the studies by Tosteson and colleagues\textsuperscript{248,249} and Weinstein\textsuperscript{,258} however, the resource use would have been relevant provided that the target decision-maker was Medicare. It was not clear whether resource use was relevant to the decision-maker in four studies.\textsuperscript{250,251,253,257}

**Sensitivity analysis on context-specific factors**

**Clinical estimate and health state valuation**

The studies were also reviewed to assess whether they had considered the implications of variation in input parameters using sensitivity analysis. Ten studies (55\%) explored alternative assumptions of effect estimate in sensitivity analyses. Ankjaer-Jensen and colleagues\textsuperscript{245} used “best case” and “worst case” scenarios in their analysis of effectiveness, and Rosner and colleagues\textsuperscript{260} explored the 95\% CI boundaries for vertebral fracture rates in the model. Similarly, Cheung and Wren\textsuperscript{254} varied the risk of death from myocardial infarction (MI) over a range and the OTA\textsuperscript{243} varied the risk of all clinical parameters (bone loss, cancer and heart attack) in its model. Daly and colleagues\textsuperscript{255,256} varied both the magnitude and the duration of effect estimates in their sensitivity analysis, whereas Geelhoed and colleagues\textsuperscript{247} explored the impact of HRT on different body systems (e.g. breast cancer) in the sensitivity analysis. The study by Coyle and colleagues\textsuperscript{261} based its effect estimate on a meta-analysis of several trials and found that the cost-effectiveness estimate was highly sensitive to the inclusion of one particular study.

These sensitivity analyses were largely undertaken to explore parameter uncertainty (e.g. due to sampling uncertainty) rather than explicitly to consider possible variability in clinical effects within or between jurisdictions. In part, this comment also applies to the two models which estimated hip fracture rates from BMD\textsuperscript{248,262}.

However, in varying the population baseline hip fracture risk in these studies (for example, baseline hip fracture risk was increased by 100\% and decreased by 50\% in Tosteson and colleagues’ study\textsuperscript{248}), this would have been of interest to decision-makers as adjustment of baseline risk is often used to adapt the results of models between geographical areas (see Chapter 4).

Assumptions of compliance and duration of treatment were made without adjustment to clinical practice circumstances in the majority of studies in the review. For example, the OTA\textsuperscript{243} assumed 100\% compliance over 10, 20, 30 and 40 years; Daly and colleagues\textsuperscript{256} assumed 100\% compliance over 5, 10, 15 and 20 years. The definition of compliance differed between the eight studies which took this into consideration, but often it meant simply that patients “declined to accept” therapy\textsuperscript{254} or that patients “accepted but discontinued” therapy\textsuperscript{255} (Table 26). Generally, the cost-effectiveness estimates were found to be sensitive to the assumption of compliance, but the recommended policy-decision of the studies remained unchanged (Table 26). For example, Tosteson and colleagues\textsuperscript{248} assumed 100\% compliance over 15 years in the base case model, but varied compliance to 30\% in the sensitivity analysis and found that cost-effectiveness estimates were sensitive to assumption of compliance.

One study\textsuperscript{261} explored the sensitivity of health state valuation. Alternative utilities that assigned a 0.1 higher utility weight to the postfracture health state for women receiving nasal calcitonin were identified. The estimates of ICER increased as a result of the alternative utilities. Again, however, this sensitivity analysis was associated more with parameter uncertainty than geographical variation.

Only five studies contrasted their findings with other economic evaluation studies in the area (Table 27). For example, the report by the OTA\textsuperscript{243} provided a comprehensive discussion of methodology, costs, clinical assumptions and results in relation to other cost-effectiveness analyses. In principle, this would have allowed decision-makers to assess whether other studies in the field had incorporated more appropriate data inputs for their jurisdiction.

**Resource use and unit costs**

Most studies applied unit cost data to the analysis relevant to the country for which the study was targeted (Table 28). Three studies used regional cost estimates.\textsuperscript{247,254,260} None of the models accommodated differences in treatment patterns within regions or across countries. Furthermore, none of the investigators attempted to use cost estimates applicable to a broader audience of decision-makers within or between countries by using a range of costs or treatment patterns representing geographical differences. The
sensitivity of the study results to national variation in cost per fracture was only explored in the study reported by Coyle and colleagues, who found that their cost-effectiveness estimate was markedly reduced when using cost calculations from an alternative cost-of-illness study.

**TABLE 26** Definition of patient compliance and impact on compliance on the results of the cost-effectiveness analysis

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition of compliance</th>
<th>Result of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Compliance was % of patients attending BMD screening. Compliance of 100% and 50% was explored</td>
<td>Screening was more cost-effective than population-based approach under both assumptions of compliance (attendance)</td>
</tr>
<tr>
<td>Cheung, 1992</td>
<td>Compliance was % of patients completing 15 years of treatment. Model base-case was 90% compliance for high-risk patients and 70% compliance for mid-risk patients. Explored impact of reduced compliance at 10% intervals</td>
<td>The estimate of cost savings was more sensitive to compliance in high-risk group. “Break even” (cost of savings = cost of intervention) was reached at compliance of 77% in high-risk only or 70% in high-risk and 40% in mid-risk group</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Compliance was proportion of patients taking medication after 1 year. Base-case was 50% after 1 year. The impact of 25% and 75% compliance was tested in addition to 10% superior compliance with calcitonin</td>
<td>Analysis was sensitive to the assumption about compliance with therapy. However, the overall results of the analysis did not change</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>Compliance was % of patients continuously taking the drug. Compliance of 100% in the first 5 years falling to 50% (oestrogen only, ORT) and 67% falling to 33% (oestrogen and progestin)</td>
<td>Cost-effectiveness increased with reduced compliance over all treatment strategies. The overall results of the analysis did not change</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>Compliance rate used implied % patients initiating therapy and continuing beyond year 1 to complete a course of 10 years of treatment. Compliance of 10, 30 and 50% were explored</td>
<td>Universal HRT was more cost-effective than screening strategy both under high and low compliance. However, if screening could increase compliance then screening could prove more cost-effective</td>
</tr>
<tr>
<td>Geelhoed, 1994</td>
<td>Assumed that patients who fill prescriptions but do not take the drug incur costs but gain no benefits. Explored scenario where 70% of prescriptions are filled but only 30% are taken as directed</td>
<td>The net cost per QALY would increase (“more than double”) under a scenario of reduced compliance</td>
</tr>
<tr>
<td>Rosner, 1998</td>
<td>Different rates of willingness of patients to initiate (WTI) and continue (WTC) treatment were incorporated in the model ranging from 18.1 to 100%. These were based on epidemiological studies</td>
<td>The model was “moderately sensitive” to changes in WTI and WTC. One strategy was particularly sensitive but it remained cost-effective under the assumption that public willingness to pay for a QALY is &gt;Can$100,000</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>Compliance rates were defined as ‘willingness to initiate’ therapy. Once therapy initiated, 100% compliance assumed in 30 years. Different rates of willingness of patients to initiate and continue treatment were varied from 18.1 to 100% and based on epidemiological studies</td>
<td>The outcome of the evaluation was sensitive to the assumption of compliance. More than 50% need to initiate therapy (&quot;be compliant&quot;) in order that targeted intervention is cost-effective</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>Assumed 100% compliance with treatment varied from 5 years to lifetime use (baseline model 15 years). Explored 30% compliance in sensitivity analysis</td>
<td>Results were “sensitive”, but compliance did not change the main conclusion of the model: screening remained more cost-effective than universal treatment</td>
</tr>
</tbody>
</table>

*Only studies explicitly considering compliance are included in the table.*

**Authors’ comments on generalisability**

Overall, four studies explicitly commented on the issue of the generalisability of their analysis to other settings in their presentation or discussion of results (Table 29). For example, Coyle and colleagues commented...
that the results were sensitive to the baseline population hip fracture risk, and for that reason the generalisability of the results were unclear.

**Discussion**

This chapter has reviewed the use of decision analytic cost-effectiveness models, in a specific
clinical area, to assess a range of factors associated with the potential relevance of an analysis to a particular decision-maker and the extent to which its results might be transferable to other jurisdictions. Although, as part of this process, there has been a consideration of how models are presented, this is not a general critical review of modelling methods. More general issues of good methods in decision analytic cost-effectiveness modelling have been considered elsewhere. A general critical review of cost-effectiveness models in osteoporosis has also been published.

The purpose of cost-effectiveness decision models is to aid decision-makers to make appropriate resource allocation decisions given available data. As such, it would seem reasonable for any analysis to be clear about the jurisdiction and specific decision maker for which the model is designed. However, only 3 (16%) of the studies in this review provided these details explicitly, although it was possible to infer the decision context from other information provided. Similarly, authors frequently report the methods and results of studies for which a firm research question has not been stated. To aid decision-making, models also need to be clear about the decision problem(s) being addressed. The majority of reports in the review defined the study setting, patient population, model structure and key assumptions in a transparent manner.

Once the target decision-maker/jurisdiction and decision problem have been established, the former will need to decide whether the data inputs and assumptions in the model are the best available for their context. The majority of the reports provided sources for clinical and economic data and their valuation. The data inputs to those models for which a decision-maker was stated or could be inferred appeared to be relevant and, as far as could be judged from only the study report, were the ‘best available’ for the decision context. As mentioned in earlier chapters, there is often an implicit assumption in models that estimates of clinical effectiveness are transferable between locations in a way that resource use and cost data are not. Perhaps reflecting this assumption, the papers in the review generally made more effort to ensure (and to be seen to ensure) that their cost inputs (at least unit costs) were specific to their

---

**TABLE 29** Authors’ comments on the generalisability of the results

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Did the author explicitly address the issue of transferability of the results to other jurisdictions?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankjaer-Jensen, 1996</td>
<td>Yes. The authors commented that the results are limited to a Danish context, considering wide variability in drug costs across countries. For example, they comment that drugs cost 50% less in Sweden and that this would influence the results.</td>
</tr>
<tr>
<td>Cheung, 1992</td>
<td>No</td>
</tr>
<tr>
<td>Coyle, 2001</td>
<td>Yes. The authors commented that the results are sensitive to baseline risks of fracture in the population and that the generalisability to other jurisdictions therefore was unclear.</td>
</tr>
<tr>
<td>Daly, 1992</td>
<td>No</td>
</tr>
<tr>
<td>Daly, 1996</td>
<td>No</td>
</tr>
<tr>
<td>Francis, 1995</td>
<td>No</td>
</tr>
<tr>
<td>Garton, 1997</td>
<td>No</td>
</tr>
<tr>
<td>Geelhoed, 1994</td>
<td>No</td>
</tr>
<tr>
<td>OTA, 1995</td>
<td>No</td>
</tr>
<tr>
<td>Rosen, 1998</td>
<td>No</td>
</tr>
<tr>
<td>Torgerson, 1993</td>
<td>No</td>
</tr>
<tr>
<td>Torgerson, 1995</td>
<td>Yes. The authors commented that the cost of hip fracture was excluded because the hospital length of stay varies between UK regions and therefore an estimate based on a region with long stay would not apply to an estimate in a region with short stay.</td>
</tr>
<tr>
<td>Tosteson, 1990</td>
<td>No. However, the authors acknowledged that baseline fracture risk in the population is important to the cost-effectiveness ratio.</td>
</tr>
<tr>
<td>Tosteson, 1991</td>
<td>No</td>
</tr>
<tr>
<td>Visentin, 1997</td>
<td>No. However, the authors noted that the high cost-effectiveness ratio may have been due to relatively low incidence of hip fracture in the Italian population compared with other populations.</td>
</tr>
<tr>
<td>Weinstein, 1980</td>
<td>No</td>
</tr>
<tr>
<td>Weinstein, 1983</td>
<td>Yes. The authors stated that the cost advantage of the estrogen–progestin alternative would have been even greater if British recommendations on more frequent endometrial monitoring had been adopted.</td>
</tr>
<tr>
<td>Weinstein, 1990</td>
<td>No</td>
</tr>
</tbody>
</table>
target jurisdiction. Most papers were prepared to use clinical data from studies undertaken outside their context. As in other clinical areas (see Chapter 4), an exception to this assumption of the transferability of clinical data is the adjustment of baseline risks to make them specific to a particular jurisdiction (usually country) whilst assuming that the relative treatment effect is exchangeable geographically. This adjustment of baseline risks was undertaken rarely in the sample of papers reviewed, although the effect of variation in these parameters for the generalisability of analyses was discussed in another paper.

Little attempt was made to justify the particular utilities used in those cost–utility models in the sample with respect to the target decision-maker. In part, this probably reflects the limited amount of utility data available relating to osteoporosis. In other words, the authors often used any utility data which were available – in the majority of studies this was the assumptions (rather than empirical elicitation) made by Weinstein. Increasingly, decision-makers will be specific about the type of health state utility data they wish to see in economic evaluations. For example, NICE has indicated that it wishes to see the use of public preferences relating to the English and Welsh population in cost–utility analyses submitted to its technology assessment programme. There are two aspects to this decision maker preference. The first is the position a given decision-maker takes on the most appropriate utility estimation methods (e.g. use of patient or public preferences). The second is the issue of whether the preferences of individuals outside the particular jurisdiction of interest are acceptable.

One aspect of the review was to assess the extent to which studies had assessed the impact of variability in parameter estimates associated with location using sensitivity analysis. In principle, this sort of analysis might be undertaken for two reasons. Firstly, there may be variability in clinical and/or cost parameters within a given jurisdiction. If there was good reason to think that this level of variability might impact on the conclusions of the analysis, sensitivity analysis would be strongly indicated. The second way in which sensitivity analysis could be used is to assess whether the results of the model, as they apply to the target jurisdiction, would also apply to other locations by appropriate variation in parameter values. If it is accepted that the purpose of decision models is to address decision problems for particular jurisdiction/decision-makers, then this process of generalisation should probably not be seen as an essential element of model-based economic analysis.

Although most of the studies in the review undertake extensive sensitivity analysis, few explicitly do this to explore variation between locations/jurisdictions. Only one of the models is probabilistic, that is, reflecting the uncertainty in parameters as random distributions and propagating that uncertainty through the model, to be jointly reflected in the results, using Monte Carlo simulation. Therefore, most of the standard one-way or two-way sensitivity analysis was undertaken to assess the importance of parameter uncertainty to the results, rather than variability between locations. The failure to assess variability within and between locations may have reflected the view that parameter uncertainty dwarfed variability within the target jurisdiction, and generalising their results across locations was not a primary concern.

One area of interest in the review was how the models dealt with the issue of patients’ compliance with therapy. This is important in terms of generalisability in that compliance is expected to vary between research (e.g. trial) settings and routine practice (see Chapter 3). Different definitions were used by the authors in this review, but for the most part, the assumption of compliance was based on the fraction of patients which initiates therapy. The overall results of the analysis were sometimes substantially influenced by the assumption of patient compliance.

Conclusions

This chapter has looked at how issues of variability in cost-effectiveness across locations is handled in modelling studies in the field of osteoporosis. The review found that most studies either stated their target decision-maker/jurisdiction or provided sufficient information from which this could be inferred. There was a greater tendency to ensure that cost (resource use and unit cost) inputs were specific to the target jurisdiction than clinical parameters. Although there was extensive sensitivity analysis undertaken in most studies to assess parameter uncertainty, there was little use of these methods to explore the implications of variability within or between locations in parameter inputs. Only four studies explicitly commented on the issue of the generalisability of their analysis to other settings in their presentation or discussion of results.
Chapter 8

Case study II: making economic evaluation results specific to a target jurisdiction using decision modelling. The case of glycoprotein IIb/IIIa antagonists for acute coronary syndrome

As discussed in earlier chapters, the purpose of economic studies based on decision analytic models is to generate estimates of cost-effectiveness, based on available (uncertain) data, to inform resource allocation decisions. Given their focus on particular decision problems, decision models would be expected to be specific to a target decision-maker or jurisdiction. These would typically be at a national (or health care system) level (e.g. NICE in the UK), but they could also focus on a more specific decision-making body such as a hospital formulary committee. These models may then seek to generalise from the particular target decision-maker, but this is not their primary purpose, and Chapter 7 showed that this was rarely undertaken, at least in the field of osteoporosis.

The review in Chapter 7 also assessed the extent to which applied modelling studies in osteoporosis incorporated data inputs which were appropriate for the target jurisdiction or decision-maker as stated or inferred from each study. It was found that studies tended to be more assiduous in selecting cost inputs which were specific to their target decision-maker than they were in identifying appropriate clinical inputs. This is likely to reflect an implicit assumption that parameters relating to clinical effectiveness, although needing to be specific to the relevant patient group defined in the decision problem, are inherently more transportable geographically. Although this assumption may be justified within healthcare systems and countries, the factors reviewed in Chapter 3 suggest that this will not necessarily be so between systems and countries.

Chapter 3 shows that conceptually – and to some extent empirically – it would be expected that both the effectiveness and the cost side of economic evaluations will be affected by location. Therefore, model-based economic studies need to be able to show that best available clinical and cost inputs have been used for the target decision-maker or jurisdiction. In many instances the data which are available to model decision problems will come partly or wholly from sources outside the target decision-maker’s location. This raises questions about the most appropriate methods for adapting the model and its data inputs to be most relevant for the particular decision problem and decision-maker. The aim of this chapter is to address some of these issues using the case study of a recent model developed for resource allocation decisions by NICE relating to the NHS. In particular, the chapter describes approaches that can be adopted to adjust rates of baseline clinical events and to assess whether to adjust relative treatment effect. It also illustrates the use of sensitivity analysis to assess the implications of possible changes in clinical practice in the target jurisdiction, hence addressing the issue of variability in cost-effectiveness results over time.

Methods

Summary of the case study and decision problem

The case study relates to a decision model developed to assess the cost-effectiveness of glycoprotein IIb/IIIa antagonists (GPAs) in the management of non-ST-elevation acute coronary syndromes (ACSs). It is not the purpose of the chapter to provide full details of the clinical context or of the decision model, which can be found elsewhere. The following provides a brief summary with the aim of providing a sufficient background to the consideration of the main issues relating to the use of models to apply international data to a specific jurisdiction.

Non-ST-elevation ACS includes either unstable angina or non-Q-wave MI. Non-Q-wave MI is the term used when the cardiac enzymes are elevated to the range indicating that MI has occurred, but a Q-wave does not develop on ECG tracings. Unstable angina itself represents a spectrum of
clinical states that falls between stable angina and acute MI. It includes new onset angina and angina occurring >24 hours post-MI.

GPAs are a new class of drugs that may be more effective in preventing the platelet aggregation associated with ACS than existing therapies such as aspirin and heparin. Two broad groups of GPAs are licensed in the UK: abciximab (ReoPro®, Eli Lilly) is a monoclonal antibody targeted at the receptor (also known as a ‘large molecule’ GPA), whereas eptifibatide (Integrilin®, Schering Plough) and tirofiban (Aggrastat®, MSD) are more conventional pharmacological receptor antagonists (also known as ‘small molecule’ GPAs).

The potential cost-effectiveness of GPAs relies on the extent to which, by reducing rates of mortality and MI, they are able to generate enough gain in quality-adjusted survival for the average patient and/or to reduce ‘downstream’ healthcare costs sufficiently to justify their acquisition cost. GPAs are used in two general ways to manage ACS patients. First, as an adjunct to percutaneous coronary interventions (PCIs) (e.g. coronary angioplasty) for those patients who undergo such a procedure – abciximab is the GPA which is mainly used for this purpose. Second, GPAs can be used as a form of medical management for non-ST-elevation ACS patients regardless of whether or not they subsequently undergo a PCI – tirofiban and eptifibatide are mainly used for this indication.

The evidence base relating to the clinical efficacy of GPAs is extensive, albeit partial. Trials of medical management have randomised over 30,000 patients, and typically compare GPAs with standard management. Overall, these trials have shown a reduction in the risk of non-fatal MI or death – an odds ratio of 0.91 (95% CI 0.84 to 0.98) in a recent patient level meta-analysis. Trials of the use of GPAs alongside PCI have been more heterogeneous in their intake, with only one trial focusing solely on non-ST-elevation ACS patients. Overall, studies recruiting some patients with ACS (10 trials randomising over 15,000 patients) have shown the use of GPAs to generate a relative risk of non-fatal MI of 0.68 (95% CI 0.57 to 0.80) and of death of 0.80 (95% CI 0.60 to 1.00) by between 30 days and 6 months. Some economic evidence exists on GPAs, part of which is based on the analysis of patient-level data alongside specific RCTs. However, none of these studies has adopted a long-term time horizon, expressed outcomes in terms of generic measures of health gain such as QALYs or compared a full range of feasible strategies for the use of GPAs in ACS. Most important for the purposes of this case study, none has focused on UK costs and clinical practice. As such, these studies provide minimal assistance for UK decision makers concerned with the reimbursement of GPAs.

Hence a decision model was developed to assess the cost-effectiveness of the four strategies detailed above in the context of NHS practice. Adopting a 50-year time horizon and health outcomes in terms of QALYs, the model was made up of two parts: a short-term element, which related to a period of 6 months after a patient presents with non-ST-elevation ACS, and a long-term element, which estimated a patient’s lifetime costs and outcomes conditional on surviving the first 6 months after the acute episode. The model was probabilistic, and Monte Carlo simulation was used to propagate second-order uncertainty in input parameters through the model to be reflected in decision uncertainty. A 2000–01 price base was used and annual discount rates of 6% for costs and 2% for benefits were adopted based on UK guidance.

Relating the model to UK practice

The reason for selecting the GPA model as a case study is that, in building the model, a number of issues relating to the transferability of data across international boundaries had to be addressed. In particular, the principle source of data for clinical effectiveness and resource use was a set of randomised trials which were undertaken largely or wholly outside the UK. In identifying data inputs to incorporate into the model, it was necessary to balance the strengths and weaknesses of the available trial data. It was important for the selection of data in the model to exploit the internal strengths of the trial data stemming from the studies’ experimental design and large sample sizes (about 50,000 patients in total in relevant trials). However, it was also essential to recognise the fact that data on resource use and clinical effects gathered in the trial may not reflect routine practice in the NHS. The following sections describe the limitations of the trial data and how these were addressed in the decision model. Table 30 summarises the limitations of the data from the trials for a UK-focused analysis and the methods used to overcome these.

Does the use of GPAs in trials reflect their use in routine NHS practice?

In developing the UK model, an important consideration was how GPAs would be used in routine clinical practice. As described above, the
The evidence base contains two types of GPA trial: those comparing the drugs with standard practice (i.e. management without GPAs) in all patients with non-ST-elevation ACS regardless of whether PCI was subsequently undertaken (medical management); and those looking at GPAs as an adjunct to PCI. However, it was possible to identify four strategies relating to how these drugs were being used in clinical practice in the UK, as outlined below:

- **Strategy 1:** GPA as part of initial medical management. This involves patients with ACS receiving an infusion of GPA as soon as their ‘high-risk’ nature has been established.
- **Strategy 2:** GPA in patients with planned PCIs. GPA is started once a decision to undertake PCI (or angiography with a view to proceeding to PCI) has been made.
- **Strategy 3:** GPA as adjunct to PCI. GPA is used at the time of PCI or is started up to 1 hour before the procedure in those patients undergoing such a procedure.
- **Strategy 4:** no use of GPA. With this strategy, patients are assumed to receive standard therapies (e.g. heparin, aspirin, nitrates and analgesia), without the use of GPA.

The model was, therefore, structured directly to compare these four strategies. Given that none of the trials directly compared all of these strategies, however, it was necessary to restructure the effectiveness data to reflect the nature of the indirect clinical comparison which was needed to populate the decision model. This was achieved by separating out the baseline event rates measured in the standard therapy control groups in the trials from the treatment effect observed in the GPA arms relative to the control group. The relative treatment effect for Strategy 1 was based on seven medical management trials randomising a total of 30,280 patients; the relative risk reduction for Strategy 2 was taken from a single trial of 1265 patients; and the treatment effect of Strategy 3 was based on 10 trials randomising a total of 15,951 patients. In principle, the baseline event rates of interest (i.e. rates of death, MI and revascularisation) could have been taken from pooled control group data. This could have been taken as representing event rates in Strategy 4 (no use of GPAs). For reasons described below, however, baseline event rates were actually taken from another source.

### TABLE 30 Summary of the limitations of the GPA trials for a cost-effectiveness model for the UK and approaches taken to overcome these

<table>
<thead>
<tr>
<th>Limitation with trial data</th>
<th>Methods used to overcome limitations</th>
<th>Additional data source used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of GPAs in the trials does not reflect their range of possible uses in the UK</td>
<td>Four strategies relating to how GPAs are being used in the UK were identified with clinical collaborators</td>
<td>UK-specific baseline event rates taken from (PRAIS-UK) and a specific survey of patients undergoing acute PCI at Leeds General Infirmary</td>
</tr>
<tr>
<td>Baseline event rates in trials are unlikely to reflect UK practice owing to differences in management of ischaemic heart disease</td>
<td>Separate out baseline event rates in trial control groups from relative treatment effects</td>
<td></td>
</tr>
<tr>
<td>The relative treatment effect may also vary by location. In particular, the relative risk may be related to the baseline risk in a location</td>
<td>Undertake a meta-regression to relate the baseline (control group) risks with those in the experimental (GPA) groups. If a clear relationship is identified, this can be used to adjust the relative risks used for a UK analysis to a level commensurate with UK baseline event rates</td>
<td></td>
</tr>
<tr>
<td>Recent changes in clinical practice in the UK include the increased use of PCI and use of clopidogrel as part of standard management. However, the UK data sources may not reflect these changes, and their implications for the cost-effectiveness of GPAs are unclear</td>
<td>Use of sensitivity analysis to assess the effect on the models’ results of using baseline event rates from the trials instead of the UK observational study. Also modelling a strategy of using clopidogrel as a fifth strategy in the model</td>
<td></td>
</tr>
<tr>
<td>No data from the trials (UK-specific or otherwise) to extrapolate short-term clinical results to long-term QALYs</td>
<td>Use of a long-term Markov model populated using UK-specific observational data</td>
<td>Transition probability and longer term resource use data taken from NHAR275</td>
</tr>
</tbody>
</table>
Are baseline event rates in the trials relevant to UK practice?
Given that the trials were undertaken largely outside the UK, the baseline event rates in patients not having GPAs in the UK may be different to those patients randomised to the control groups in the trials. This could reflect differences in the epidemiology of the disease or, more probably, differences in overall management of patients with ischaemic heart disease in the UK. Traditionally, the principal difference in the management of ischaemic heart disease in the UK, compared with that in other developed countries, is that fewer patients are considered for PCI.\(^{267}\) This is important for two reasons. First, early use of PCI in ACS patients has been shown to reduce rates of death and MI in recent randomised trials,\(^{268}\) hence lower rates of PCI in the UK may have the effect of generating higher baseline event rates than seen in the GPA trials. Second, the limited availability of 'acute' PCI (i.e. percutaneous procedures undertaken in non-ST-elevation patients shortly after presentation) in the NHS may cause clinicians to select ACS patients for acute PCI in a different way than clinicians in the GPA trials.

Therefore, in developing the decision model, baseline event rate data which were specific to UK practice were sought. These data were taken from the Prospective Registry of Acute Ischaemic Syndromes in the UK (PRAIS-UK).\(^{269}\) This is an observational cohort registry of 1046 patients admitted to 56 UK hospitals with ACS in 1999. Patients were followed up for 6 months after their index hospital admission and the hospitals included in PRAIS-UK served 24% of the UK population. For the purposes of the study, patients who received GPA in PRAIS-UK (\(n = 13; 1\%\)) were excluded from the analysis. The parameter estimates from PRAIS-UK relating to patients who received a PCI during the acute phase of their ACS were based on a relatively small number of patients (\(n = 53\)). For this reason, an audit of unstable angina patients undergoing acute PCI at a large UK cardiac centre (Leeds) was undertaken to supplement data from PRAIS-UK (\(n = 231\)).

Are the relative risk reductions estimated from the trials related to baseline risks?
One way of adapting the clinical results from international trials to the UK setting is by separating out the baseline event rates associated with standard management (without GPAs), estimating those parameters from UK-specific data and applying the pooled relative treatment effects, for Strategies 1–3 relative to Strategy 4, from the trials. This approach effectively assumes that baseline risks are not transferable internationally, but relative risk reductions are. It may be, however, that the relative treatment effect is itself related to baseline risk – for example, the higher the baseline risk, the lower is the treatment effect – in which case the assumed independence between the two components of clinical effectiveness would not be sustainable.

In order to investigate whether the log relative risk in the individual trials varied with log baseline risk (i.e. the log event rate in the control group), a random effects meta-regression model was used.\(^{270}\) Initially this was performed using the metareg macro in STATA but, in order to adjust for regression to the mean associated with the dependent variable being a function of the independent variable, the method advocated by Sharp and Thompson was used.\(^{271}\) implemented in WinBUGS.\(^{272}\) In other contexts, this form of analysis has been used to look at the generalisability of the absolute treatment effect identified in trials across a range of clinically defined patient subgroups where the same separation of baseline risks and relative treatment effect can be employed.\(^{19}\)

In effect, this form of meta-regression works by fitting a regression line between the event rates measured in the control groups of the trials and those of the experimental (i.e. GPA) groups, with the number of points from which the estimate is made being the number of available trials. This function characterises the relationship between the baseline risks and the relative risks, and this can be either positive or negative. This can then be used in the decision model to adjust the relative risk estimates according to the baseline risk employed in the model. In the context of the GPA trial, the value of this approach relates to the potentially different baseline risk in patients presenting with non-ST elevation ACS in the UK compared with those randomised into the international trials. Once the function has been estimated in the meta-regression, the pooled relative risk estimates from the trials could be adjusted according to the point on the regression line which accords with the UK baseline risk.

How can recent and possible future changes in UK practice be reflected in the model?
In developing cost-effectiveness models to inform UK decision-making, an important consideration is the need to try to reflect the speed with which clinical practice changes. Given the time necessary to analyse and publish trials and observational
studies, the data sources which are available for models are likely to reflect clinical practice which is at least 2 years old and may no longer accurately reflect contemporary clinical practice. This is a particularly important issue in the management of ischaemic heart disease in the UK. Although practice in the UK has been characterised by a low rate of revascularisation, routine data suggest this is changing. In particular, PCI rates in the UK have sharply increased in recent years.\textsuperscript{267} Although the PRAIS-UK dataset which was used to generate UK-specific baseline data for the model was published as recently as 2000, the relevant data were taken from 1999, and these may be somewhat out of date.

To assess the likely importance of these developments to the cost-effectiveness of the alternative GPA strategies, therefore, sensitivity analysis was undertaken which explored how the results of the model varied when UK-specific baseline risks were exchanged for the baseline risks from the clinical trials which were taken from a patient-level meta-analysis.\textsuperscript{265} The implicit assumption with this sensitivity analysis was that the baseline event rates in the clinical trials represent the sort of clinical practice towards which the UK is moving, so it was important to consider whether it was possible that the optimal decision suggested by the model would change as practice altered.

Another aspect of clinical practice that is likely to change in the near future is what constitutes ‘standard practice’ against which the strategies using GPAs should be compared. In the trials, patients in the control groups typically received heparin and aspirin as ‘standard’. One possibility is that another medication – clopidogrel – will become widely used in the UK. Clopidogrel is an alternative antiplatelet agent, with a different mechanism of action to the GPAs. The CURE trial\textsuperscript{273} indicated that clopidogrel was effective in combination with aspirin and guidelines are being modified accordingly.\textsuperscript{274} Clopidogrel is also cheaper than the GPAs, although it is taken over a longer period. If clopidogrel becomes widely used as ‘standard practice’ in the UK, this may affect the cost-effectiveness of the GPAs. Therefore, a sensitivity analysis was undertaken to assess these implications using relative risk results from the CURE\textsuperscript{273} trial to model a fifth strategy based in clopidogrel plus standard management.

What other UK-specific data need to be incorporated into the model?

An important function of many decision models is to extrapolate from effectiveness data available in trials. In the context of the GPA model, this extrapolation had two elements. The first was to extrapolate from the short-term effectiveness data in the trials, which typically had follow-up of no more than 6 months and frequently as short as 30 days, to the lifetime time horizon which is more appropriate for a potentially life-saving intervention used in patients with a chronic disease. The second form of extrapolation was in order to relate short-term data in terms of clinical effects (deaths, non-fatal MIs) to generic measures of health gain, necessary for resource allocation decision making, such as QALYs.

Therefore, a long-term (extrapolation) model was developed to estimate the future prognosis for patients who finish the short-term (6-month) model in one of two disease states: those having experienced a non-fatal MI and those who have not but remain alive. That prognosis will include the possibility of patients experiencing further non-fatal MIs in addition to dying for any reason. Hence the extent to which the use of GPAs reduces the risk of death and non-fatal MI, relative to baseline, during the initial 6-month period was translated into differences in long-term costs and QALYs on the basis of the long-term model.

The long-term model took the form of a four-state Markov process with states of ischaemic heart disease (that is, patients who had not experienced a non-fatal MI), non-fatal MI (where patients spend a single cycle of 1 year), post-MI (which surviving patients entered after 1 year following an MI) and death. In populating this model, it was necessary to be aware of the variation between countries in long-term survival following cardiac events. Transition probabilities were, therefore, taken from a UK-specific observational study – the Nottingham Heart Attack Register (NHAR).\textsuperscript{275} Two cohorts of patients (total \( n = 1279 \)) from the NHAR were used, with a diagnoses indicative of ACS, which had follow-up data for up to 5 years. It was not possible, however, to identify UK-specific quality-adjustment data in the literature. US data were used for this purpose.\textsuperscript{276} with a constant decrement applied to all living patients in the model. Extensive sensitivity analysis was necessary to assess the extent to which the value of this ‘QoL decrement’ was crucial to the optimal management strategy identified by the model.

As indicated in the review of applied decision models in Chapter 7, it would be expected in most models that estimated costs would be based wholly or partly on data specific to the target decision—
maker or jurisdiction. With decision models, the process of estimating overall costs typically involves attaching cost weights to particular events, where the latter may actually be based on clinical data from outside the jurisdiction. Costing events requires a combination of information on resource use and unit costs (prices). For example, a model may generate estimates of the rate of MI, to which costs are then attached. In costing an MI, it would be necessary to estimate resource use such as days in hospital, use of medications and selection of diagnostic tests; then each of these items would need to be appropriately costed. In the context of the GPA model, the relevant 'events' estimated in the short-term model included revascularisation rates and days in hospital. For the longer term model, these events included MIs, revascularisations and days in hospital. In both cases, these estimates of event rates were based on data from the UK observational studies – PRAIS-UK for the short-term model and NHAR for the long-term model. All estimates of the costs of these events were then taken from UK sources.263

**Results**

**Base-case results**

Full details of the results of the GPA model and all sensitivity analyses can be found elsewhere.263 Here we provide details of the base-case results of the study and of the sensitivity analyses which relate specifically to the methods which were used to make the model inputs specific to the UK.

The base-case analysis implemented all the methods discussed in the previous section to reflect UK data as fully as possible. This included the use of UK-specific baseline risks, costs and data relating to long-term extrapolation. The meta regression examining the relationship between the relative risks and baseline risks in the trials was undertaken, and an example is shown in Figure 5 based on the estimate of mortality rates at 30 days in the four Strategy 1 trials for which data were available. This suggests a negative relationship between the log baseline and log relative risks – that is, the higher the log baseline (control group)
risk, the lower are the log relative risks. However, the results of these meta-analyses were not implemented in the model for two reasons. First, none of the estimated relationships reached statistical significance. Second, and more importantly, the small number of trials (seven for 30 days event rates for Strategy 1) made the estimated relationship potentially unreliable.

The base-case results shown in Table 31 indicate that, under base-case assumptions, Strategy 1 – the use of GPAs as a medical management early in presentation regardless of whether the patient subsequently went on to have a PCI – was the most cost-effective strategy assuming that the UK health service is willing to pay at least £5667 per additional QALY. Strategy 2 was dominated (lower effects and higher costs than other strategies) and Strategy 3 is subject to extended dominance277 – that is, a higher incremental cost-effectiveness ratio than a more effective strategy. The uncertainty in this decision is presented in the table in terms of the probability that a strategy will be the most cost-effective given the decision-maker’s willingness to pay for a QALY gained in these patients.206 At a willingness to pay £30,000, for example, Strategy 1 has a 94% probability of being the most cost-effective.

**Sensitivity analysis I: changes in baseline data**

New baseline event probabilities were derived from the control group data of Boersma and colleagues’ patient level meta-analysis of Strategy 1 trials.205 Since the meta-analysis only reported event rates at 30 days, an extrapolation was required in order to apply these data to our short-term decision model since the model requires event rates at 6 months. This used the predicted hazard of these events estimated from the Strategy 1 trials reporting at both time intervals.

In the meta-analysis, patients were categorised into those who underwent acute PCI, acute coronary artery bypass graft (CABG) and no acute intervention depending on whether patients had undergone an intervention within 5 days of randomisation. Using these data, the baseline rate of PCI increases from 5%, in the base-case model based on UK observational data, to approximately 15% using the data from the trial control groups. The rate of acute CABG increased only marginally from 4.5% to 4.9%.

**Table 32** summarises the baseline event rates for death and non-fatal MI using the alternative data sources for the three patient groups considered in the short-term model. Both the 30-day event data reported by Boersma and colleagues and the extrapolated event data at 6 months have been provided to illustrate the impact of the assumptions used in the extrapolation on each of the relevant events. The effect of changing the source of baseline event data appears to have the largest impact on the event rates reported in the acute PCI group: the rate of death increases from 3.3% using the UK specific baseline data to 5.62% using the meta-analysis. Similarly, the rate of non-fatal MI rises from 3.6% to 19.27%. In both data sources the death rate in the acute PCI group at 6 months is lower than that in patients who do not undergo acute revascularisation (although this differential is reduced using the new baseline data). However, the rate of non-fatal MI is now higher in the acute PCI group using the new baseline data (19.27% versus 13.43% compared with 3.6% versus 4.7%).

Two separate sensitivity analysis have been undertaken using the new baseline event data. The first analysis applies the same relative risks as in the base case based on a non-patient-level meta-analysis undertaken on all trials (i.e. relating to Strategies 1, 2 and 3).205 The second analysis

---

**Table 31** Base-case estimates of mean lifetime costs and QALYs for the four strategies, together with incremental analysis

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cost (£)</th>
<th>QALY</th>
<th>ICER</th>
<th>Probability cost-effective for maximum WTPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>£10,000</td>
<td>£30,000</td>
</tr>
<tr>
<td>1</td>
<td>12,688</td>
<td>7.7875</td>
<td>£5738</td>
<td>81.67</td>
</tr>
<tr>
<td>2</td>
<td>12,207</td>
<td>7.6839</td>
<td>D</td>
<td>0.48</td>
</tr>
<tr>
<td>3</td>
<td>12,188</td>
<td>7.6910</td>
<td>ED (£25,811)b</td>
<td>1.03</td>
</tr>
<tr>
<td>4</td>
<td>12,119</td>
<td>7.6883</td>
<td></td>
<td>16.82</td>
</tr>
</tbody>
</table>

---

*a* The probability that each strategy is more cost-effective than the others conditional on different maximum willingness to pay for an additional QALY.

*b* ICER Strategy 3 versus Strategy 4.

D, dominated; ED, option ruled out by extended dominance.
applies the relative risks reported in Boersma and colleagues’ paper, which relates to Strategy 1 trials only. The reason for this is that Boersma and colleagues’ meta-analysis was able to estimate separate relative risks for those patients undergoing/not undergoing acute PCI (i.e. PCI within 5 days) and the baseline probabilities of an acute PCI varies between UK data sources and the trials (see above). Table 33 provides details of the relative risks used in the two separate analyses for Strategy 1.

Table 34 shows that neither of the two additional sensitivity analyses using the revised baseline event data results in a change of the relative ordering of the strategies in terms of mean costs and QALYs. As before, in each of the analyses, Strategy 2 is dominated and Strategy 3 is ruled out because of extended dominance. The impact of changing the baseline event rates from UK-specific to trial sources, but not the relative risks, reduces the ICER of Strategy 1 from £5738 to £5753. The slight increase in uncertainty surrounding this decision is reflected in the lower probability that Strategy 1 is cost-effective in comparison to the base-case estimates. Although the revised baseline event rates have minimal impact on the ICER of Strategy 1 and do not appear to alter the optimal adoption decision, they do have a significant impact on the comparison between Strategies 3 and 4. The ICER of Strategy 3 relative to Strategy 4 falls from £25,811 in the base-case model to £11,160 using the revised baseline event data. However, Strategy 3 is still ruled out by Strategy 1 on the basis of extended dominance.

The impact of changing both the baseline event rates and using separate relative risks for acute PCI/no acute PCI for Strategy 1 has a greater impact on the results (Table 34). The ICER for Strategy 1 increases from £5667 to £9609. There is also greater uncertainty associated with the optimal decision. Since the revised assumptions for this sensitivity analysis only alter the relative risks applied to Strategy 1, the ICER for Strategy 3 in comparison with Strategy 4 remains the same.

### Table 32 Comparison of baseline event rates between UK-specific sources used in the base-case model and control group data from the trials derived from Boersma and colleagues

<table>
<thead>
<tr>
<th>Revascularisation group</th>
<th>Event</th>
<th>Source of baseline event for the trial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base-case model – 6-month event rates from UK-specific sources (%)</td>
<td>Boersma meta-analysis of trials – 30-day event rates (%)</td>
</tr>
<tr>
<td>Acute PCI</td>
<td>Death</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>3.6</td>
</tr>
<tr>
<td>Acute CABG</td>
<td>Death</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>6.4</td>
</tr>
<tr>
<td>No acute revascularisation</td>
<td>Death</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>4.7</td>
</tr>
<tr>
<td>NFMI</td>
<td>non-fatal myocardial infarction</td>
<td></td>
</tr>
</tbody>
</table>

### Table 33 Relative risk reductions relating to Strategy 1 used in sensitivity analysis I

<table>
<thead>
<tr>
<th>Revascularisation group</th>
<th>Event</th>
<th>Base-case RR</th>
<th>Sensitivity analysis: separate RR for acute PCI/no acute PCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute PCI</td>
<td>Death</td>
<td>0.84 (0.71–0.98)</td>
<td>0.83 (0.53–1.29)</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>0.94 (0.87–1.02)</td>
<td>0.80 (0.65–0.95)</td>
</tr>
<tr>
<td>Acute CABG</td>
<td>Death</td>
<td>0.84 (0.71–0.98)</td>
<td>0.91 (0.81–1.04)</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>0.94 (0.87–1.02)</td>
<td>0.95 (0.86–1.03)</td>
</tr>
<tr>
<td>No acute revascularisation</td>
<td>Death</td>
<td>0.84 (0.71–0.98)</td>
<td>0.91 (0.81–1.04)</td>
</tr>
<tr>
<td></td>
<td>NFMI</td>
<td>0.94 (0.87–1.02)</td>
<td>0.95 (0.86–1.03)</td>
</tr>
</tbody>
</table>

RR, relative risk.
However, as in the previous sensitivity analysis, Strategy 3 is still ruled out by Strategy 1 by extended dominance.

**Sensitivity analysis II: increased use of clopidogrel**

The second sensitivity analysis assessed whether likely changes in UK practice involving use of clopidogrel would impact on the cost-effectiveness of GPAs. The relative risks applied in the model based on the CURE trial\(^\text{273}\) were as follows: all-cause death 0.92 (95% CI 0.79 to 1.05); non-fatal MI 0.77 (95% CI 0.67 to 0.89); all revascularisation 0.92 (95% CI 0.85 to 0.98); and major bleeding 1.38 (95% CI 1.13 to 1.67). The results of this analysis are shown in Table 35. Using the same assumptions as applied in the base-case model, clopidogrel is ruled out through extended dominance by Strategy 1. However, when the more conservative relative risk estimates derived from Boersma and colleagues’ patient-level meta-analysis\(^\text{265}\) are applied to Strategy 1, clopidogrel now appears to be the optimal strategy, ruling out Strategies 1 and 2 by dominance and Strategy 3 by extended dominance. The resulting ICER for clopidogrel in comparison to Strategy 4 is £6978.

### Discussion

The purpose of this case study has been to show some of the methods that can be employed to make the results of decision analytic cost-effectiveness models as specific as possible to a particular decision-maker or jurisdiction. The case study presented here relates to a decision analysis of the cost-effectiveness of GPAs, where the jurisdiction was the UK NHS and the decision-maker was NICE. The starting point of the case study is that the purpose of decision models in this context is to help decision-makers identify the most cost-effective intervention for a given group of patients. Models are of particular value when a range of sources of data inputs need to be brought to bear on a decision problem and when those data inputs are subject to uncertainty. In practice, this is likely to be the case with the majority of decision problems.\(^\text{12}\) Furthermore, the expectation with decision models is that part of the process of defining a decision problem is to specify the decision-maker or jurisdiction on whom the analysis is targeted. This requirement to make models specific to jurisdiction requires careful selection of model structure and data inputs. In many cases, it will be necessary to adapt parameter estimates identified in the literature to make them specific to a jurisdiction.

As the review of applied models in osteoporosis in Chapter 7 reveals, analysts will invariably ensure that cost inputs into models are specific to the target decision-maker. This is paralleled in this case study with the use of UK-specific data on resource use and unit costs. However, it is typically the case that models assume that effectiveness data are transportable across locations – particularly between countries. This case study has taken the example of the management of ischaemic heart disease where UK practice is known to differ from that in other developed countries, particularly with respect to revascularisation rates.\(^\text{207}\) It was, therefore, inappropriate to use the absolute effectiveness measures estimates in relevant clinical trials. Rather, the model was populated by
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separating the absolute effects into baseline event rates and a relative treatment effect. Given the differences in UK practice with respect to the management of non-ST-elevation ACS, it was assumed that the baseline data from the non-UK trials would not be directly relevant to the NHS. Instead, baseline data were taken from available observational sources, in particular PRAIS-UK.\textsuperscript{269} However, unbiased estimates of relative treatment effect (i.e. relative risk) rely on experimental design, so available trial evidence is always likely to be the main source of this information.

In the case study, therefore, a random effects meta-analysis was employed to pool the estimates of relative treatment effect. However, as for more general methods for assessing the generalisability in clinical results between patient subgroups,\textsuperscript{19} the assumption of independence between baseline and relative risks should be tested where possible. This was explored in this case study using meta-regression. No strong statistical relationship was identified in these analyses, but the successful implementation of the approach relies on there being a reasonable number of trials which represent the ‘observations’ in the analysis. In the case of Strategy 1 trials in the case study, only seven trials were available and for Strategy 3 six trials. Fitting a line between a small number of points in this way is likely to be unreliable. The case study model therefore assumes an independence between baseline risks (taken from UK-specific sources) and relative treatment effect (taken from the international trials).

One of the implications of the methods presented in the case study is the potential importance of observational data in assessing the cost-effectiveness of healthcare technologies. These sources are valuable not for their estimate of relative treatment effect, but to provide information on baseline event rates and also relating to long-term extrapolation.

The process of decision modelling involves the synthesis of available data in the knowledge that decisions have to be taken (implicitly or explicitly) regardless of the quality of the data inputs.\textsuperscript{19} In seeking data inputs which are specific to the target jurisdiction, there is also a need to judge how adequately those inputs reflect the trend in practice in the relevant location given that published data are likely to reflect clinical practice in the past and this may be consistent with present practice. In the case study here, sensitivity analysis was used to assess the implications of two trends in clinical practice in the UK which were probably not reflected in the observational data: the increasing use of PCI and the use of clopidogrel as another management option in non-ST-elevation ACS. The results of the case study suggest that the first of these has little impact of the optimal strategy but, under some conditions, the latter will.

In many instances it will not be possible to identify data sources which relate directly to the target jurisdiction, and using estimates from other locations will be the only option. In these circumstances, there are several possible

---

### TABLE 35 Results of sensitivity analysis including clopidogrel as a fifth management strategy

<table>
<thead>
<tr>
<th>Sensitivity analysis</th>
<th>Strategy</th>
<th>Cost (£)</th>
<th>QALY</th>
<th>ICER</th>
<th>Probability cost-effective for maximum WTP\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>£10,000</td>
</tr>
<tr>
<td>(a) Add clopidogrel as a fifth option</td>
<td>1</td>
<td>12,723</td>
<td>7.7862</td>
<td>£5750</td>
<td>61.04</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12,244</td>
<td>7.6825</td>
<td>D</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>12,223</td>
<td>7.6896</td>
<td>ED (£6978)\textsuperscript{b}</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>12,152</td>
<td>7.6869</td>
<td>D</td>
<td>0.2</td>
</tr>
<tr>
<td>(b) Add clopidogrel as a fifth option</td>
<td>5 (clopidogrel)</td>
<td>12,526</td>
<td>7.7405</td>
<td>£6978</td>
<td>30.85</td>
</tr>
<tr>
<td>plus use patient-level meta-analysis</td>
<td>2</td>
<td>12,244</td>
<td>7.6879</td>
<td>D</td>
<td>0.44</td>
</tr>
<tr>
<td>for RR for Strategy I</td>
<td>3</td>
<td>12,223</td>
<td>7.6946</td>
<td>ED (£26,296)\textsuperscript{c}</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>12,152</td>
<td>7.6923</td>
<td>D</td>
<td>0.31</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The probability that each strategy is more cost-effective than the others conditional on different maximum willingness to pay for an additional QALY.

\textsuperscript{b} ICER clopidogrel versus Strategy 4.

\textsuperscript{c} ICER strategy 3 versus Strategy 4.
approaches. One is to use expert opinion and information from other disease areas and technologies to assess the extent to which a particular parameter is likely to vary between locations. Using this information, adjustments could be made to the mean estimates of that parameter in the model or to the uncertainty around that mean represented by its distribution. An alternative is to assess how important the particular parameter is to the decision about the optimal form of management. This can be undertaken using threshold analysis,\textsuperscript{16} which asks how much that parameter needs to change in order for the optimal decision to alter and a judgement can then be made regarding the likelihood that the parameter would take that ‘threshold value’.

Another approach is to use formal value of information analysis,\textsuperscript{15}\textsuperscript{3} where the contribution of the uncertainty in the parameter of interest to the overall uncertainty in the optimal decision is quantified and valued in monetary terms. The advantage of this method is that it can potentially indicate how sensitive the optimal decision is to whether jurisdiction-specific data are used and also show the potential value of additional research to estimate a particular parameter for a specific jurisdiction. In short, the importance of the absence of appropriate data which are taken directly from the target jurisdiction to a particular analysis is an empirical issue and depends on the sensitivity of the choice of optimal strategy to the uncertainty in that parameter.

Conclusions

This case study has sought to illustrate how decision analytic modelling can be used to pool available evidence to inform particular decision-makers about the most appropriate allocation of resources relating to a particular healthcare intervention. Part of the modelling process is to establish how appropriate the decisions about model structure, the assumptions which underly it and the data inputs are to the particular decision-maker and jurisdiction. This process will often require additional analysis and data to adjust available estimates.
Summary of findings

Variability in cost-effectiveness by time and place

Several studies were identified that considered factors that may generate variability in cost and/or cost-effectiveness between settings (Chapter 3). The most cited factor in the literature is the unit costs associated with particular resources. Both between centres (within country) and between countries, it would be expected that variations may exist in the unit cost of resources such as hospital stay, clinical staff and outpatient attendances. A number of factors cited in the literature as independent sources of variation in economic results may also partly determine differences in unit costs (e.g. economies of scale and case mix). Some of the most frequently cited factors are as much associated with the measurement of effectiveness as with cost-effectiveness. These include the artificial characteristics of centres undertaking research (e.g. randomised trials), patient case mix and clinical practice variation. No studies were identified which considered explicitly possible factors causing variability in the results of economic studies over time. However, there is a strong degree of consistency in the principles that can explain variability in costs and effectiveness between locations and across time.

A large number of studies have been identified which have sought to quantify variability using either trials or decision models as the ‘vehicles’ for the evaluation. These include studies which have taken an existing trial or model focused on a specific location and incorporated a different set of unit costs. Some studies have collected resource use data in a number of centres and countries (often from clinical experts rather than direct observation) and then explored variation in those measures between locations. Not surprisingly given the large number of factors which can, in principle, lead to variation in economic variables, several authors have shown important differences in the volume and cost of resource use between locations. Relatively few studies have considered variability in outcomes as assiduously as costs, reinforcing the view that most authors implicitly consider that clinical effectiveness measures are more exchangeable across locations than cost data.

Again, few studies were identified looking at variability in the results of economic evaluation over time. Indeed, only one study was identified which explicitly considered this type of variation (since the review in this report was undertaken, a paper has been published which considers a range of issues regarding variability in cost-effectiveness over time). Methods to assess variability in cost-effectiveness by time and place

The methods literature in economic evaluation contains a range of approaches to quantifying variation by time and place (Chapter 4). In the context of studies based on patient-level data (e.g. randomised trials) undertaken in single locations, one way in which this issue has been addressed is in terms of the design and reporting of studies (e.g. more careful thought about the selection of the location for trials). Although design and reporting of these single-location studies is a necessary part of assessing likely generalisability, it is unlikely to be sufficient. In many cases, there will be good reasons to think that factors such as patient mix, resource use or unit costs are different in other locations to that chosen for the primary study. The decision analytic model is the main means by which this sort of adaptation has been undertaken. Usually, the focus is taking the results of a trial undertaken in one country and extrapolating to another, but the principles apply also to extrapolation between centres within a single country. Although most of the extrapolation models reviewed in this chapter focus on changes to the cost side of the evaluation, it is clear that there is a range of reasons why the effect side may also need to be adapted from one setting to another. Methods identified in this review involve the view that baseline event rates in studies tend to be location-specific, whereas the relative treatment effect is more exchangeable across subgroups and locations. It is important to note, of course, that the assumption about the exchangeability of relative treatment effects should, as far as possible, be tested.

The multinational trial has emerged as an important vehicle for clinical evaluation in recent years, particularly for pharmaceuticals. An important premise of such trials is that the
treatment effects of the technologies being evaluated will be fairly generalisable across locations. There has also been a growth of multicentre trials within single countries, again in an attempt to recruit sufficient patients most rapidly. The starting point for the papers reviewed here is that variables within an economic evaluation are likely to vary between locations. However, a further factor is that basic economic theory would suggest that these local variables are related through the production function. The challenge for economic evaluation alongside multilocation trials is how best to reflect this interdependence between costs, resource use and outcomes and the likely variation between locations. Much of the literature ignores this interdependence by applying unit costs from one or a few centres/countries to pooled resource use, and to relate to pooled outcome data. An emerging methods literature is seeking appropriate forms of analysis (usually based on regression models) which accept that some components of resource use and outcomes are exchangeable across locations whereas some are not.

There will always be a need to extrapolate cost-effectiveness results from multilocation trials to one or more locations which did not recruit patients. Future development of regression methods may allow this to be undertaken more systematically using covariates to characterise centres. There is also a key role for the decision analytic model as a vehicle for adjusting the cost-effectiveness estimates in primary studies, such as randomised trials, to locations which did not recruit to those studies. When deciding which data to use to populate a model, the extent to which they are directly applicable to the particular decision-maker who is the target of the analysis needs to be considered. As discussed above, adjustments will be necessary if data are not considered exchangeable between locations.

The review failed to identify a major literature on variability in cost-effectiveness over time. There is a growing literature, however, on the use of iterative methods to evaluate healthcare technologies, which was considered outside the scope of this review. These methods are based on the premise that the cost-effectiveness of a technology will vary over time as new research data emerge about its use. More fundamentally, formal economic analysis and statistical decision theory is used to identify the priorities for additional research. A dynamic process emerges whereby a common decision analytic framework is used to inform decision-making about the use of particular technologies based on existing information and about the needs for future research and its optimal design.

**Dealing with variability by location in economic studies alongside multicentre trials**

The review of applied economic evaluations alongside multilocation trials identified some important features of the methods which are actually being used to assess variability by location (Chapter 5). This provides a useful counterpoint to the methods literature summarised above and the case studies. The purpose of the review was not to judge whether the studies in the review were generalisable in themselves, but rather to establish whether enough information was provided for a given decision-maker to assess their relevance to their own jurisdiction. The review indicated that some of the general features of good reporting are not being widely adhered to. The study perspective was defined in only 42 studies (42%). If analysts neglect to provide this sort of information, the onus is on the decision-maker to interpret the perspective from available information on costs and effects. A further surprising result was that only 25 studies (25%) reported resource use and unit costs separately, with the rest of the sample reporting them partially separate ($n = 31$) or combined ($n = 45$). The lack of separate reporting prevents the decision-maker from assessing the extent to which the vector of unit costs used in a particular study is relevant to his/her jurisdiction.

Some other aspects of the observed reporting provide further barriers to the assessment of a study’s generalisability and relevance to particular jurisdictions, but these have not been so widely reflected in general reporting guidelines for economic evaluation. First, only two studies assessed the representativeness of the study’s sample with respect to the study population in the trial centres. Second, in 91 articles, a definition of the study setting was provided, but only three papers described the characteristics of the healthcare system(s) where the economic analysis was conducted. In addition, only seven studies reported one or more centre-specific characteristics such as the volume of cases they treat.

The sample of applied studies alongside multilocation trials showed little use of the statistical approaches identified in the methods review to assess variability by location. There may be a number of reasons for this. First, a large
proportion of the studies included in this review were published between 1995 and 1998 and, at that point, some of the methodological contributions in this field were still to be published. Second, it is likely that editorial needs may have limited the scope for exploratory work within the main economic paper. Finally, the focus of the paper may have been clinical and the economic analysis was a secondary consideration. The review found no studies which had used analytical methods to extend the within-trial results to other locations. The review did show the use of sensitivity analysis to assess a range of different uncertainties in trial-based studies. Although these rarely set out to assess variability between locations, decision-makers may be able to interpret them in this manner.

In the case studies reported in Chapter 6, the regression-based approaches to quantifying variability by location identified in Chapter 4 have been taken a step further using MLM. The approach formally segments variation in net benefit into that occurring at the level of individual patients and that at the level(s) of locations such as centre and country. Where cost and/or outcome data are clustered by location, these methods facilitate correct estimates of the uncertainty in cost-effectiveness results. MLM also provides a means of estimating location-specific cost-effectiveness. Here ‘location’ could mean centres (e.g., hospitals) within a jurisdiction or countries. In the past, this has been attempted in various ways, including the application of location-specific unit costs to all resource use and outcome data, and the analysis of data only relating to patients randomised in the location of interest (see Chapter 5). The MLM framework uses empirical Bayes estimation to predict location-specific estimates of cost-effectiveness. As part of this, location-specific estimates are shrunk back to the overall mean, with the degree of shrinkage depending on the sample size in a centre and the level of variability in net benefits between and within centres. In other words, using these methods, a location-specific estimate of cost-effectiveness is a combination of the overall mean across patients in all location, and the mean in patients within that location.

The extent to which the use of MLM is crucial in a particular study depends on the proportion of overall variability in net benefit that takes place between locations. Although, with relatively small values of the intra-class correlation coefficient (ICC), reasonably good agreement between multilevel models and standard methods (using or equivalent to OLS regression) can be expected, in practical terms it is impossible to establish a rigid threshold value of the ICC above which the use of MLM should be recommended. There is a strong basis for starting the analysis with a multilevel regression to understand the data structure in more depth. However, in two of the three case studies considered in Chapter 6, it has not yet been possible to identify an appropriate specification of an MLM, so additional research is required in this area.

An important policy issue is raised by this work: the extent to which location-specific estimates of incremental net benefit are useful to decision-makers. In the context of multinational trials, the ability to generate estimates of cost-effectiveness by country would seem potentially useful to country-level decision-makers. In the case of multicentre trials in a single country, however, this may not be so straightforward. The implication of generating centre-specific estimates is that the decision-maker may be willing to fund a particular intervention in one centre but not another. Alternatively, the analysis might be useful to centre-level decision-makers. The use of location-specific covariates in MLM to explain variation in cost-effectiveness between centres and countries may have more direct policy relevance. For example, an intervention might be cost-effective in centres with high levels of patient throughput but not in centres treating fewer patients. This might provoke policy makers to reassess the appropriate organisation of services. However, the relevance, in policy terms, of centre-level estimates of cost-effectiveness requires more exploration.

Although the implications of this need further consideration, it remains the case, in principle, that the multilevel population average from a random slope model remains the most appropriate way of estimating average cost-effectiveness (i.e., across centres), given clustered data, if the decision-maker is not interested in implementing different decisions in different centres.

**Use of decision analytic models to provide location-specific estimates of cost-effectiveness**

Chapter 7 detailed a review of decision analytic cost-effectiveness models applied to the area of osteoporosis. The aim of this chapter was to see whether analysts had identified a target decision-maker or jurisdiction, whether their data were appropriate for that decision-maker and what methods had been used to adapt data from one...
location to another. The purpose of cost-effectiveness decision models is to aid decision-makers regarding appropriate resource allocation given available data. As such, it would seem logical for any analysis to be clear about the jurisdiction and specific decision-maker for which the model is designed. However, only three (16%) of the studies in this review provided these details explicitly, although it was possible to infer the decision context from other information provided. Similarly, authors frequently report the methods and results of studies for which a firm research question has not been stated.

Once the target decision-maker/jurisdiction and decision problem have been established, the former will need to decide whether the data inputs and assumptions in the model are the best available for their context. The majority of the reports provided sources for clinical and economic data and their valuation. The data inputs to those models for which a decision-maker was stated or could be inferred appeared to be relevant and, as far as could be judged from only the study report, ‘best available’ for the decision context. The studies in the review generally made more effort to ensure (and to be seen to ensure) that their cost inputs (at least unit costs) were specific to their target jurisdiction. Most papers were prepared to use clinical data from studies undertaken outside their context. As in other clinical areas (see Chapter 4), an exception to this assumption of the transferability of clinical data is the adjustment of baseline risks to make them specific to a particular jurisdiction. As noted above, within a modelling framework, cost data are usually tailored to the targeted jurisdiction, but effectiveness data are often assumed to be transportable across locations – particularly between countries. The case study has taken the example of the management of ischaemic heart disease where UK practice is known to differ markedly from that in other developed countries, particularly with respect to revascularisation rates. The model was populated by separating the absolute effects into baseline event rates and a relative treatment effect. Given the differences in UK practice with respect to the management of the disease, it was expected that the baseline data from the non-UK trials would not be directly relevant to the NHS. Instead, baseline data were taken from available observational sources, However, unbiased estimates of relative treatment effect (i.e. relative
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variability might impact on the conclusions of the analysis, sensitivity analysis would be strongly indicated. The second way in which sensitivity analysis could be used is to assess whether the results of the model, as they apply to the target jurisdiction, would also apply to other locations by appropriate variation in parameter values.

If it is accepted that the purpose of decision models is to address decision problems for particular jurisdiction/decision-makers, then this process of generalisation should probably not be seen as an essential element of model-based economic analysis. Although most of the studies in the review undertake extensive sensitivity analysis, few explicitly do this in order to explore variation between locations/jurisdictions. Only one of the models used probabilistic sensitivity analysis and most of the standard sensitivity analysis was undertaken to assess the importance of parameter uncertainty to the results, rather than variability between locations. The failure to assess variability within and between locations may have reflected the view that parameter uncertainty dwarfed variability within the target jurisdiction and generalising their results across locations was not a primary concern.

The purpose of the case study in Chapter 8 was to show some of the methods that can be employed to make the results of decision analytic cost-effectiveness models as specific as possible to a particular decision-maker or jurisdiction. The case study related to the cost-effectiveness of GPAs for non-ST-elevation acute coronary syndrome, where the jurisdiction was the UK NHS and the decision-maker was NICE.

As noted above, within a modelling framework, cost data are usually tailored to the targeted jurisdiction, but effectiveness data are often assumed to be transportable across locations – particularly between countries. The case study has taken the example of the management of ischaemic heart disease where UK practice is known to differ markedly from that in other developed countries, particularly with respect to revascularisation rates. The model was populated by separating the absolute effects into baseline event rates and a relative treatment effect. Given the differences in UK practice with respect to the management of the disease, it was expected that the baseline data from the non-UK trials would not be directly relevant to the NHS. Instead, baseline data were taken from available observational sources, However, unbiased estimates of relative treatment effect (i.e. relative
risk) rely on experimental design, so available trial evidence is always likely to be the main source of this information.

In the case study, therefore, a random effects meta-analysis was employed to pool the estimates of relative treatment effect. However, the assumption of independence between baseline and relative risks should be tested where possible. This was explored in this case study using meta-regression. No strong statistical relationship was identified in these analyses, but the successful implementation of the approach relies on there being a reasonable number of trials which represent the ‘observations’ in the analysis. The case study model therefore assumed an independence between baseline risks (taken from UK-specific sources) and relative treatment effect (taken from the international trials). One of the implications of the methods presented in the case study is the potential importance of observational data in assessing the cost-effectiveness of healthcare technologies. These sources are valuable not for their estimate of relative treatment effect, but to provide information on baseline event rates, and also relating to long-term extrapolation.

The process of decision modelling involves the synthesis of available data in the knowledge that decisions have to be taken (implicitly or explicitly) regardless of the quality of the data inputs.12 In seeking data inputs which are specific to the target jurisdiction, there is also a need to judge how adequately those inputs reflect the trend in practice in the relevant location given that published data are likely to reflect clinical practice in the past and this may be inconsistent with present practice. In the case study, sensitivity analysis was used to assess the implications of two trends in clinical practice in the UK which were probably not reflected in the observational data: the increasing use of PCI and the use of clopidogrel as another management option in non-ST-elevation ACS. The results of the case study suggest that the first of these has little impact on the optimal strategy but, under some conditions, the latter will.

In many instances, it will not be possible to identify data sources which relate directly to the target jurisdiction and using estimates from other locations will be the only option. In these circumstances, there are several possible approaches. One is to use expert opinion, or information from other disease areas and technologies, to assess the extent to which a particular parameter is likely to vary between locations. Using this information, adjustments could be made to the mean estimates of that parameter in the model or to the uncertainty around that mean represented by its distribution. An alternative is to assess how important the particular parameter is to the decision about the optimal form of management. Another approach is to use the formal value of information analysis,153 where the contribution of the uncertainty in the parameter of interest to the overall uncertainty in the optimal decision is quantified and valued in monetary terms. The advantage of this method is that it can potentially indicate how sensitive the optimal decision is to whether jurisdiction-specific data are used, and also show the potential value of additional research to estimate a particular parameter for a specific jurisdiction. In short, the importance of the absence of appropriate data taken directly from the target jurisdiction to a particular analysis is an empirical issue, and depends on the sensitivity of the choice of optimal strategy to the uncertainty in that parameter.

Recommendations and future research

In this section, some of the implications of the research project are identified, distinguishing those that are relevant to researchers, decision-makers and research funders. These implications are considered separately for economic studies based on patient-level datasets (e.g. randomised trials) and for decision analytic models. Where it is considered appropriate, recommendations for future research are also included here.

Economic evaluation using patient-level data

The economic analyst has three opportunities to increase the generalisability of his or her study. First, at the design stage, the need for generalisability of findings can be anticipated. Second, in the analysis of results, qualitative and quantitative approaches can be used to produce findings relevant to a range of settings. Finally, in the reporting of results, attempts can be made to accommodate the needs of users/decision-makers in different geographical locations. This section discusses these issues in the context of patient-level data, with a focus on trial-based studies, and makes several recommendations for improved practice. In doing so, it draws on the review of trial-based studies (Chapter 5) and the case study on multilevel modelling (Chapter 6).
Recommendations in relation to design, analysis and reporting are given separately below, whilst recognising that these issues are often interlinked.

**Recommendations in relation to design of studies**
Clinical trials are primarily designed to estimate clinical parameters, for which generalisability has traditionally been considered less of an issue. Therefore, the economist seeking design changes for the purposes of increased generalisability will probably have to compromise on the range of changes sought. Nevertheless, several changes are possible and it may be argued that some serve the clinical objectives of the trial, in addition to the economist’s need for increased generalisability of findings (e.g. the selection of a comparator that is widely used in a number of countries). Much depends on the body funding the study and its objectives. For example, a pharmaceutical company may be seeking to appeal to several jurisdictions, whereas NHS R&D may only be interested in implications for the NHS.

**Selection of study sites (i.e. centres)**
- For purposes of generalisability, selection of study sites would ideally focus on those that are representative of the jurisdiction(s) for which economic data are required. In principle, this could be a single site, but is more likely to be several sites, in order to reflect the variation in healthcare provision within and between different jurisdictions.
- If the intention is to apply multilevel modelling techniques in the analysis of the economic data, it would be useful to collect data on centre characteristics that could be used as covariates in the multilevel model. The same would apply to jurisdiction characteristics if the trial were being performed in more than one jurisdiction. These covariates will increase the efficiency of average cost-effectiveness estimates and, by looking at interactions with treatment, facilitate subgroup analysis by location characteristics.
- A statistical analysis plan should define covariates at all levels for which data are to be collected and proposed analytical methods should be clearly stated.
- More research is required to determine which characteristics are most useful as covariates in such a multilevel model, so initially it would be wise to collect a wide range of data. Some initial suggestions are given in Table 36.
- It would improve the efficiency of the model if the centres were selected randomly from the relevant population and a reasonable number (i.e. 15–20) were included in the trial. It would also be ideal to have a minimum number of observations (patients) in each centre, in order to make sure that the cluster characteristics are adequately represented.

**Inclusion/exclusion of patients**
- It is typical, in clinical trials, to have criteria for inclusion and exclusion of patients. In order for an economic evaluation based on the trial to be generalisable, the patients included should reflect the normal clinical caseload. Therefore, there would be concerns if a large percentage of patients were excluded from the trial.
- Another threat to generalisability would be present if the ‘normal’ caseload varies from place to place. This could arise if participating centres differ in respect of their catchment populations. In such situations it would be important to have a wide range of centres in the trial.
- It would also be important to collect a number of patient-level variables that could be used as covariates in a multilevel model. These covariates could include age, gender, socio-economic status and previous medical history. This would facilitate more efficient estimates of average treatment cost-effectiveness and allow the estimation of cost-effectiveness relating to subgroups based on patient characteristics.156

Patient-level variables are typically collected in trials already, in order to check for imbalance at

---

**TABLE 36 Possible higher-level covariates to use in a multilevel model**

<table>
<thead>
<tr>
<th>Jurisdiction level</th>
<th>Centre levela</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of GDP spent on healthcare</td>
<td>Volume of relevant cases treated</td>
</tr>
<tr>
<td>Reimbursement system for hospitals</td>
<td>Bed occupancy</td>
</tr>
<tr>
<td>Payment method for physicians</td>
<td>Hospital type (e.g. teaching or non-teaching)</td>
</tr>
<tr>
<td></td>
<td>Range of clinical specialties</td>
</tr>
<tr>
<td></td>
<td>Geographical location (e.g. large city or small town)</td>
</tr>
</tbody>
</table>

GDP, gross domestic product.

a These covariates would be relevant if the ‘centre’ were a hospital. However, in principle, the ‘centre’ could be a region, health authority or individual clinician.
baseline, so this should not impose any additional data collection burden.

- There may also be instances where centres’ characteristics determine their typical caseload. For example, centres of excellence typically treat more serious cases than normal general hospitals. In these situations there is likely to be an interrelationship between centre characteristics and patient characteristics. Hence it becomes crucial to collect both patient-level and centre-level variables.

Selection of comparator therapy
- The comparator selected needs to be relevant to the jurisdictions in which the study is going to be used. Therefore, a threat to generalisability could exist if ‘current practice’ varies from place to place.
- In some cases it may be possible to agree on one or more compromise comparator(s) which reflect(s) normal practice in a wide range of settings.
- The alternative approach would be to let the clinician or centre select their own comparator therapy. In this case it would be important to ensure that the trial includes a representative sample of centres and/or physicians, and again there is value in using MLM to explore variation in cost-effectiveness by location.

Perspective of the study
- The various international guidelines for economic evaluation have differences with respect to study perspective. Some recommend adopting a societal perspective, whereas others focus on government expenditure or a particular budget (e.g. the drugs budget). Therefore, the recommended approach, bearing in mind the need for generalisability, would be to adopt a broad societal perspective whilst retaining the capability to present costs and benefits by a range of different perspectives. There are also strong normative reasons for adopting the societal perspective.

Collection of resource use and cost data
- The main recommendation here is to collect resource use data (e.g. hospital days, intensive care unit days, district nurse visits) separately from the unit costs or prices of those resources. The reasons for this are obvious. First, decision-makers considering a study undertaken in another location need to assess whether the practice patterns (and resulting resource use) observed in the study apply in their own setting. Second, decision-makers may wish to apply their own prices to the units of resource use.

Health state preference values
- Health state preference values can be obtained from the literature, estimated directly on patients in the trial, or derived by using a generic instrument (e.g. EQ-5D, Health Utilities Index). The generic instruments use a questionnaire, administered during the trial, to classify patients into health states. The set of values for states (i.e. the tariff) is then provided with the instrument, having been obtained from a community survey. For the purposes of generalisability, the health state valuations would ideally be relevant to the population(s) under study. For example, the NICE guidance to manufacturers and sponsors of health technologies states that “the most relevant values are those of the general population of England and Wales” (p. 17). In most cases the use of a generic instrument is recommended, although the tariffs for EQ-5D and the Health Utilities Index are not available for many different populations.

Recommendations in relation to analysis of results
- Two approaches to the analysis of variability in cost-effectiveness by location, using data from multicentre or multinational trials, have been reported in the literature (these were reviewed in Chapter 4). First, Cook and colleagues recommended a test of interaction approach, to explore the level of homogeneity in the data. This mirrors the approach frequently followed in the analysis of clinical data from multicentre trials. Namely, if no interaction exists between centre and treatment effect the data can be pooled, thereby giving a more precise estimate of treatment effect. Second, Willke and colleagues used a fixed-effect regression approach, based on separate regressions for cost and outcomes, whereby country dummy variables are introduced alongside other explanatory variables. The further development proposed here is to use MLM (Chapter 6) and, although further methods research is needed to identify the best way of applying these methods, this approach should be considered as part of the analysis of multilocatior trials.
- The advantage of the use of MLM is that, if patient-level data are clustered by location, it will provide more appropriate estimates of the uncertainty around an intervention’s cost-effectiveness; it can also facilitate location-specific estimates of cost-effectiveness. At the least, the approach can be used to consider the degree of clustering in data and hence the extent to which this should be reflected in the full analysis.
A number of further research issues arise in the context of MLM. These include the overall specification of the models; selection of patient- and location-level covariates and the specification of their interaction with treatment; the appropriate MLM approach when there are a number of levels in the data hierarchy (e.g. patients, surgeons, centres, countries); appropriate methods when there are few locations in the trial; and the use of Bayesian approaches to multilevel modeling.

Although the greater use of formal statistical methods, such as MLM, is warranted in trial-based studies, there will remain an important role for sensitivity analysis in exploring the implications of variation in some parameters (e.g. unit costs and preference values).

There has been some use of econometric methods, such as selection models and instrumental variables, to adjust observational datasets for selection bias, and some consideration of those methods to increase the generalisability of randomised trials, perhaps in the context of comprehensive cohort analysis. Further research is justified in the principles and application of these methods.

Recommendations in relation to the reporting of results

Even if it has not been possible to address fully all the issues of generalisability at the design or analysis stage, the needs of study users can still be partly accommodated during the reporting of results. The recommendations are summarised in Table 37. The general objective is to help the users of studies decide whether a given study is relevant to their own setting.

Clearly, these additional reporting suggestions will be constrained by the limitations of space, particularly by journals. There is, therefore, an argument for greater use of more detailed technical reports to be made available as supporting documents, perhaps on journal websites.

An important area of further research relates to the policy relevance of the location-specific estimates of cost-effectiveness which MLM facilitates. Although the value of these results may be clear for individual countries in a multinational trial, the decisions which might be taken given centre-specific estimates of cost-effectiveness are less obvious.

Economic evaluation using decision analytic modelling

As described in Chapters 7 and 8, the use of a single patient-level dataset, such as a randomised trial, as a vehicle for economic evaluation frequently has a number of limitations. These include the partial nature of the comparisons undertaken, short-term follow-up, use of intermediate rather than ultimate measures of health outcomes and unrepresentative patients, clinicians and locations. Given the increasing need for policy-relevant cost-effectiveness research to inform particular decisions about the funding and reimbursement of healthcare interventions, these shortcomings of trial-based analyses will need to be addressed. The decision model represents an important analytic framework to
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**TABLE 37 Recommendations for reporting the results of economic clinical trials**

<table>
<thead>
<tr>
<th>Study element</th>
<th>Reporting recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study sites (centres)</td>
<td>Describe the characteristics of the centres participating in the trial. If these are from</td>
</tr>
<tr>
<td></td>
<td>different countries, also report the relevant features of the various healthcare systems</td>
</tr>
<tr>
<td>Patient enrolment</td>
<td>Report the types of patients excluded from the trials and the percentage of the normal</td>
</tr>
<tr>
<td></td>
<td>caseload that these represent. Comparison with the relevant patient population outside</td>
</tr>
<tr>
<td></td>
<td>the trial centres</td>
</tr>
<tr>
<td>Treatment alternatives</td>
<td>Describe the alternatives in detail, so that study users can assess the relevance to their</td>
</tr>
<tr>
<td></td>
<td>own setting</td>
</tr>
<tr>
<td>Perspective(s)</td>
<td>Report costs and benefits by each relevant perspective</td>
</tr>
<tr>
<td>Resource use and costs</td>
<td>Report quantities separately from prices/unit costs</td>
</tr>
<tr>
<td>Health state preference values</td>
<td>Report the source of the values and any instrument used</td>
</tr>
<tr>
<td>Analysis of variability</td>
<td>Provide details of quantitative analysis of variability by location. Ideally, this will be</td>
</tr>
<tr>
<td></td>
<td>based on statistical analysis (such as multilevel modelling), but should at least incorporate</td>
</tr>
<tr>
<td></td>
<td>standard sensitivity analysis</td>
</tr>
<tr>
<td>Other analytical issues</td>
<td>Provide details on the extent of incomplete observations (i.e. missing and censored data)</td>
</tr>
<tr>
<td></td>
<td>Detail the characteristics of patients with incomplete data</td>
</tr>
<tr>
<td></td>
<td>Describe the methods used to address the problem</td>
</tr>
</tbody>
</table>
generate estimates of cost-effectiveness based on a synthesis of available data and the explicit representation of uncertainty. The extent to which decision models can and should consider variability by location, and their use as a means of adjusting clinical and economic results between locations, were considered in Chapters 7 and 8. A number of recommendations for decision model-based economic evaluation and suggestions for further research flow from this. Again, these points are arranged under design, analysis and reporting.

**Recommendations in relation to design of studies**

- Given the focus on a decision, any analysis should be clear about two important features of the research. The first is the specification of the decision problem, that is, the explicit statement of the options the cost-effectiveness of which is being compared and the patient group(s) for which the options are relevant. This key feature of the design of a decision model is a feature of most general guidelines in the area.

- The second important feature is less frequently identified in these guidelines, and it relates to the decision-maker(s) and jurisdiction(s) whose decision the model is designed to inform. In some cases, a specific decision-maker might be specified, such as NICE. For other decision models, a more general focus may be suitable, such as Primary Care Trusts in England and Wales.

- Once these features have been defined, an important next stage is to ensure that the overall analytical approach and structure are appropriate to the relevant decision-maker(s). This will rely on the latter having made a clear statement about factors such as the perspective of the analysis (e.g. health service or societal) and the relevant objective function (e.g. generic health gain such as quality-adjusted survival or disease-specific outcomes). Sometimes there will be a lack of clarity about these factors, or they will vary between decision-makers when the model is targeted on more than one. In these circumstances, there is value in adopting the broadest perspective and objective function which will allow the results to be presented in several different ways.

**Recommendations in relation to analysis of results**

- The data which are used to populate a decision model should be justified given the stated target decision-maker(s) or jurisdiction(s). This will apply not just to unit costs, but to resource use, effectiveness and preference value data.

- Where several appropriate sources of data exist for a particular parameter, these should be appropriately pooled in such a way that the uncertainty relating to their precision and their possible heterogeneity is reflected in the model. This will involve standard meta-analysis or more advanced methods of multiparameter synthesis.

- When sources of evidence are available from within the target jurisdiction as well as from outside, an important issue is whether and how the latter should be incorporated. Further research is needed to develop methods of evidence synthesis which combine data from a range of jurisdictions and allow for the additional uncertainty in this process.

- When only data from outside the target jurisdiction are available, it is important to assess whether these can be assumed to be exchangeable across locations. In both the clinical and economic evaluation fields, relative treatment effectiveness is often assumed to be exchangeable across locations and patient subgroups, whereas baseline event rates are not. Given available data, the reliability of this assumption can be assessed empirically (see Chapter 8).

- For preference values, available evidence (Chapter 3) suggests little systematic variation between locations (e.g. countries) in mean values, indicating that location-specific estimates may not be essential. In the case of resource use and costs, it would be expected that location-specific data would be required, given their known variability (Chapter 3). Further research would be valuable to look at the issues around using the same approach for resource use, costs and preference values as for effectiveness data, that is, taking a relative treatment effect as exchangeable across locations and the baseline as location-specific. An important feature of such research would again be to reflect the uncertainty associated with the assumptions regarding the location-related exchangeability in the decision model.

- In any decision model, there will be a range of different types of uncertainty to deal with explicitly and to reflect in the overall results and interpretation of the analysis. In this process, it is important to distinguish parameter uncertainty, which relates to the imprecision with which a parameter is estimated due to there being a finite sample, from variability or heterogeneity which is concerned with how parameter estimates vary across contexts. These ‘contexts’ could be patient subgroups or, as is the focus here, locations. As suggested above,
parameter uncertainty may need to include the implications of taking data from sources other than the main jurisdiction of interest – further research will illuminate how this might be implemented. Probabilistic models, where data inputs are incorporated as random variables, are the appropriate means of handling parameter uncertainty.

- When a model is targeted at more than one decision-maker/jurisdiction, an important aspect of the analysis will be to assess the variability in results between locations. This is feasible, using sensitivity or scenario analysis, as long as alternative parameter estimates exist for individual locations. These methods will be important for both multinational analyses and multilocation studies within a given country.

**Recommendations in relation to the reporting of results**

- The level of detail and complexity involved with many decision models means that communicating all aspects of model structure, assumptions and data inputs can be a major task. Some general guidelines for this process have been published elsewhere.\(^{280,281}\) As noted above, the more extensive use of technical reports, to support journal articles, is likely to be very important for comprehensive communication.

- A key feature of reporting models is to be able to establish that each parameter input is appropriate for target decision-maker(s)/jurisdiction(s). This is part of the more general reporting task of justifying all assumptions and parameter values, but it is recommended that this is clearly related to the target customer.

- Again, explaining the methods which have been used to ‘preanalyse’ data inputs so they are suitable for incorporation into models (e.g. meta-analysis), is part of the general reporting process for decision models. This should include any preanalysis which was undertaken to adjust parameters estimated from the location in which they are measured to that which is relevant to the model.

**Increasing the generalisability of economic evaluations**

Based on the above, those commissioning, undertaking or using economic evaluations require a framework for increasing the generalisability of studies. Therefore, two checklists are presented in Tables 38 and 39 for trial-base and modelling studies, respectively. If those planning new research studies (or those reviewing existing studies) apply the checklists, it is likely that, over time, more studies will produce generalisable results.

**TABLE 38** Checklist for assessing the generalisability of trial-based studies

1. Are study sites representative of the jurisdiction(s) for which data are required?
2. Is it possible to select the sites (centres) at random?
3. Can data on centre characteristics be collected (e.g. bed occupancy levels)?
4. Does the trial include a high proportion of the normal clinical caseload?
5. Does the comparator therapy (to the technology of interest) represent current practice in the settings concerned?
6. Is a wide range of user perspectives represented in the study?
7. Are prices (unit costs) being collected separately from resource use data?
8. Is a widely used generic instrument being used for QoL (e.g. utility) measurement?
9. Can regression-based techniques be used to obtain centre-specific cost-effectiveness ratios?
10. Are the reporting recommendations in Table 37 being followed?

**TABLE 39** Checklist for assessing the generalisability of modelling studies

1. Are the decision problem, the relevant settings and audiences (i.e. decision-makers) clearly specified?
2. Does the overall analytical approach incorporate the relevant perspectives (e.g. health service or societal) and relevant objective functions (e.g. maximising health gain)?
3. Are the data used to populate the model relevant to the target audiences (i.e. decision-makers) and settings?
4. Where data from different sources are pooled, is this done in such a way that the uncertainty relating to their precision and possible heterogeneity is adequately reflected?
5. If data from other settings are used, have these been assessed for relevance in the settings of interest?
6. Is uncertainty (i.e. parameter uncertainty and heterogeneity) adequately reflected in the model?
7. Are results reported in such a way that allows the assessment of the appropriateness of each parameter input and each assumption in the target settings?
Relevance of findings to the NHS

The objective of conducting economic evaluations is to improve healthcare decision-making. For economic evaluations to improve decision-making they need to be relevant to the decision-maker’s setting, in this case the NHS. The issue addressed by this report is that many economic evaluations are not generalisable to other settings.

The reviews of the literature contained in the report assessed the extent of the problem and outlined the main causes of lack of generalisability. The case studies explored approaches to increasing the generalisability of trial-based and modelling studies.

This concluding chapter summarises the findings and presents recommendations for the design, analysis and presentation of economic evaluations in the future. If these recommendations are followed, it is likely that the results of economic evaluations will be more relevant to NHS decision-makers in the future.

Summary of recommendations for further research

Drawing on the material in this chapter, it is possible to summarise some important areas for further research. As far as possible, these have been placed in priority order.

- The development of methods of evidence synthesis which model the exchangeability of data across locations and allow for the additional uncertainty in this process. These methods should relate to all parameters relevant to economic evaluation.
- Assessment of alternative approaches to specifying multilevel models to the analysis of cost-effectiveness data alongside multilocation randomised trials.
- Identification of a range of appropriate covariates relating to locations (e.g. hospitals) in multilevel models.
- Further assessment of the role of econometric methods (e.g. selection models) for CEA alongside observational datasets and to increase the generalisability of randomised trials.

Conclusions

A large number of factors are mentioned in the literature that might be expected to generate variation in the cost-effectiveness of healthcare interventions across locations. Several papers have demonstrated differences in the volume and cost of resource use between locations, but few studies have looked at variability in outcomes.

In applied trial-based cost-effectiveness studies, few studies provide sufficient evidence for decision-makers to establish the relevance or to adjust the results of the study to their location of interest. Very few studies were utilising statistical methods formally to assess the variability in results between locations. In applied economic studies based on decision models, most studies either stated their target decision-maker/jurisdiction or provided sufficient information from which this could be inferred. There was a greater tendency to ensure that cost inputs were specific to the target jurisdiction than clinical parameters.

Methods to assess generalisability and variability in economic evaluation studies have been discussed extensively in the literature relating to both trial-based and modelling studies. Regression-based methods are likely to offer a systematic approach to quantifying variability in patient-level data. In particular, MLM has the potential to facilitate estimates of cost-effectiveness, both of which reflect the variation in costs and outcomes between locations, and also enable the consistency of cost-effectiveness estimates between locations to be assessed directly. Decision analytic models will retain an important role in adapting the results of cost-effectiveness studies between locations.
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Appendix 1

Search strategies employed for electronic databases relating to the reviews detailed in Chapters 2–4

**MEDLINE**

Original search: SilverPlatter on ARC:
16 August 2000 1980–August 2000
Update search one: SilverPlatter on ARC:
Update search two: SilverPlatter on ARC:
5 February 2002 January 2001–November 2001

1. explode "Costs-and-Cost-Analysis"/ all subheadings
2. economic value of life in mesh
3. explode "Economics-Dental"/ all subheadings
4. explode "Economics-Hospital"/ all subheadings
5. explode "Economics-Medical"/ all subheadings
6. "Economics-Nursing"/ all subheadings
7. "Economics-Pharmaceutical"/ all subheadings
8. "Economics"/ all subheadings
9. explode "Fees-and-Charges"/ all subheadings
10. explode "Budgets"/ all subheadings
11. (cost or costs or costed or costly or costing) in ti ab
12. (economic* or pharmacoeconomic* or price* or pricing) in ti ab
13. #1 or #2 or #3 or #4 or #5 or #6 or #7 or #8 or #9 or #10 or #11 or #12
14. letter in pt
15. editorial in pt
16. historical article in pt
17. #14 or #15 or #16
18. #13 not #17
19. animal in tg
20. human in tg
21. #19 not (#19 and #20)
22. #18 not #21
23. generalisability in ti ab
24. generalizability in ti ab
25. generalisable in ti ab
26. generalizable in ti ab
27. generalising in ti ab
28. generalizing in ti ab
29. external validity in ti ab
30. transportable in ti ab
31. transportability in ti ab
32. portable in ti ab
33. portability in ti ab
34. generalised in ti ab
35. generalized in ti ab
36. transferability in ti ab
37. transferable in ti ab
38. transferrable in ti ab
39. standardisation in ti ab
40. standardization in ti ab
41. adapted in ti ab
42. extrapolation in ti ab
43. extrapolated in ti ab
44. (applicable or applicability) in ti ab
45. (valid or validity) in ti ab
46. modelling in ti ab
47. modeling in ti ab
48. analysis in ti ab
49. hierach* in ti ab
50. hierarch* in ti ab
51. differ* in ti ab
52. assessment* in ti ab
53. (variance or variation) in ti ab
54. cross-national* in ti ab
55. crossnational* in ti ab
56. multicountry in ti ab
57. multi-country in ti ab
58. multinational in ti ab
59. multi-national in ti ab
60. multi-centre in ti ab
61. multicentre in ti ab
62. multicenter in ti ab
63. multi-center in ti ab
64. multilevel in ti ab
65. multi-level in ti ab
66. location* in ti ab
67. (country or countries) in ti ab
68. setting* in ti ab
69. health care systems in ti ab
70. locally in ti ab
71. (regions or regional or regionally) in ti ab
72. (hospitals or institutions) in ti ab
73. results in ti ab
74. (district or districts) in ti ab
75. nation wide in ti ab
76. geographical area in ti ab
77. nationwide in ti ab
78. global* in ti ab
79. world* in ti ab
80. europe in ti ab
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81. (socio cultural or sociocultural) in ti ab
82. (socioeconomic or socio economic) in ti ab
83. (population* or nations) in ti ab
84. (context or contexts) in ti ab
85. future in ti ab
86. new drug* in ti ab
87. new technolog* in ti ab
88. trends in ti ab
89. new development* in ti ab
90. over time in ti ab
91. (clinical trials or study or research or theory) in ti ab
92. (health care or patient care or practice) in ti ab
93. #91 near #92
94. #23 or #24 or #25 or #26 or #27 or #28 or #29
95. #30 or #31 or #32 or #33 or #34 or #35 or #36 or #37 or #38 or #39 or #40 or #41 or #42 or #43 or #44
96. #45 or #46 or #47 or #48 or #49 or #50 or #51 or #52 or #53
97. #54 or #55 or #56 or #57 or #58 or #59 or #60 or #61 or #62 or #63 or #64 or #65
98. #66 or #67 or #68 or #69 or #70 or #71 or #72 or #73 or #74 or #75 or #76 or #77 or #78 or #79 or #80 or #81 or #82 or #83 or #84
99. #85 or #86 or #87 or #88 or #89 or #90
100. #98 or #99 or #93
101. #95 near #100
102. #96 near #97
103. #94 or #101 or #102
104. #103 and #22
105. PY >= "1985"
106. #104 and (PY >= "1985")

PREMEDLINE

Original search: SilverPlatter on ARC:
7 February 2002 up to 4 February 2002

1. (cost or costs or costed or costly or costing)
2. (economic* or pharmacoeconomic* or price* or pricing)
3. #1 or #2
4. generalisability
5. generalizability
6. generalisable
7. generalizable
8. generalising
9. generalizing
10. external validity
11. transportable
12. transportability
13. portable
14. portability
15. generalised
16. generalized
17. transferability
18. transferable
19. transferrable
20. standardisation
21. standardization
22. adapted
23. extrapolation
24. extrapolated
25. applicable or applicability
26. valid or validity
27. modelling
28. modeling
29. analysis
30. hierach*
31. hierarch*
32. differ*
33. assessment*
34. variance or variation
35. cross-national*
36. crossnational*
37. multicountry
38. multi-country
39. multinational
40. multi-national
41. multi-centre
42. multicentre
43. multicenter
44. multi-center
45. multilevel
46. multi-level
47. location*
48. country or countries
49. setting*
50. health care systems
51. locally
52. regions or regional or regionally
53. hospitals or institutions
54. results
55. district or districts
56. nation wide
57. geographical area
58. nationwide
59. global*
60. world*
61. europe
62. socio cultural or sociocultural
63. socioeconomic or socio economic
64. population* or nations
65. context or contexts
66. future
67. new drug*
68. new technolog*
69. trends
70. new development*
71. over time
72. clinical trials or study or research or theory
73. health care or patient care or practice
74. #72 near #73
75. #4 or #5 or #6 or #7 or #8 or #9 or #10
76. #11 or #12 or #13 or #14 or #15 or #16 or
#17 or #18 or #19 or #20 or #21 or #22 or
#23 or #24 or #25
77. #26 or #27 or #28 or #29 or #30 or #31 or
#32 or #33 or #34
78. #35 or #36 or #37 or #38 or #39 or #40 or
#41 or #42 or #43 or #44 or #45 or #46
79. #47 or #48 or #49 or #50 or #51 or #52 or
#53 or #54 or #55 or #56 or #57 or #58 or
#59 or #60 or #61 or #62 or #63 or #64 or
#65
80. #66 or #67 or #68 or #69 or #70 or #71
81. #79 or #80 or #74
82. #76 near #81
83. #77 near #78
84. #75 or #82 or #83
85. #84 and #3

EMBASE

Original search: SilverPlatter on ARC:
16 August 2000
Update search one: SilverPlatter on ARC:
16 January 2001
Update search two: SilverPlatter on ARC:
5 February 2002

1. explode "economic-evaluation"/ all
subheadings
2. cost effect* in ti ab
3. cost benefit* in ti ab
4. economic evaluation* in ti ab
5. pharmacoeconomic* in ti ab
6. cost util* in ti ab
7. #1 or #2 or #3 or #4 or #5 or #6
8. generalisability in ti ab
9. generalizability in ti ab
10. generalisable in ti ab
11. generalizable in ti ab
12. generalising in ti ab
13. generalizing in ti ab
14. external validity in ti ab
15. transportable in ti ab
16. transportability in ti ab
17. portable in ti ab
18. portability in ti ab
19. generalised in ti ab
20. generalized in ti ab

21. transferability in ti ab
22. transferable in ti ab
23. transferrable in ti ab
24. standardisation in ti ab
25. standardization in ti ab
26. adapted in ti ab
27. extrapolation in ti ab
28. extrapolated in ti ab
29. (applicable or applicability) in ti ab
30. (valid or validity) in ti ab
31. modelling in ti ab
32. modeling in ti ab
33. analysis in ti ab
34. hierach* in ti ab
35. hierarch* in ti ab
36. differ* in ti ab
37. assessment* in ti ab
38. (variance or variation) in ti ab
39. cross-national* in ti ab
40. crossnational* in ti ab
41. multicountry in ti ab
42. multi-country in ti ab
43. multinational in ti ab
44. multi-national in ti ab
45. multi-centre in ti ab
46. multicentre in ti ab
47. multi-center in ti ab
48. multicenter in ti ab
49. multilevel in ti ab
50. multi-level in ti ab
51. location* in ti ab
52. (country or countries) in ti ab
53. setting* in ti ab
54. health care systems in ti ab
55. locally in ti ab
56. (regions or regional or regionally) in ti ab
57. (hospitals or institutions) in ti ab
58. results in ti ab
59. (district or districts) in ti ab
60. nation wide in ti ab
61. geographical area in ti ab
62. nationwide in ti ab
63. global* in ti ab
64. world* in ti ab
65. europe in ti ab
66. (socio cultural or sociocultural) in ti ab
67. (socio economic or socioeconomic) in ti ab
68. (population* or nations) in ti ab
69. (context or contexts) in ti ab
70. future in ti ab
71. new drug* in ti ab
72. new technolog* in ti ab
73. trends in ti ab
74. new development* in ti ab
75. over time in ti ab
76. (clinical trials or study or research or theory)
in ti ab
77. (health care or patient care or practice) in ti ab
78. #76 near #77
79. #8 or #9 or #10 or #11 or #12 or #13 or #14
80. #15 or #16 or #17 or #18 or #19 or #20 or #21 or #22 or #23 or #24 or #25 or #26 or #27 or #28
81. #39 or #40 or #41 or #42 or #43 or #44 or #45 or #46 or #47 or #48 or #49 or #50
82. #51 or #52 or #53 or #54 or #55 or #56 or #57 or #58 or #59 or #60 or #61 or #62 or #63 or #64 or #65 or #66 or #67 or #68 or #69
83. #70 or #71 or #72 or #73 or #74 or #75
84. #78 or #83 or #82
85. #30 or #31 or #32 or #33 or #34 or #35 or #36 or #37 or #38
86. #80 near #84
87. #85 near #81
88. #86 or #87 or #79
89. #7 and #88
90. #89 and (PY >= "1985"

---

**EconLit**


1. generalisability in ti ab
2. generalizability in ti ab
3. generalisable in ti ab
4. generalizable in ti ab
5. generalising in ti ab
6. generalizing in ti ab
7. external validity in ti ab
8. transportable in ti ab
9. transportability in ti ab
10. portable in ti ab
11. portability in ti ab
12. generalised in ti ab
13. generalized in ti ab
14. transferability in ti ab
15. transferable in ti ab
16. transferrable in ti ab
17. standardisation in ti ab
18. standardization in ti ab
19. adapted in ti ab
20. extrapolation in ti ab
21. extrapolated in ti ab
22. (applicable or applicability) in ti ab
23. (valid or validity) in ti ab
24. modelling in ti ab
25. modeling in ti ab
26. analysis in ti ab
27. hierach* in ti ab
28. hierarch* in ti ab
29. differ* in ti ab
30. assessment* in ti ab
31. (variance or variation) in ti ab
32. cross-national* in ti ab
33. crossnational* in ti ab
34. multicountry in ti ab
35. multi-country in ti ab
36. multinational in ti ab
37. multi-national in ti ab
38. multi-centre in ti ab
39. multicentre in ti ab
40. multi-center in ti ab
41. multilevel in ti ab
42. multi-level in ti ab
43. location* in ti ab
44. (country or countries) in ti ab
45. setting* in ti ab
46. health care systems in ti ab
47. locally in ti ab
48. (regions or regional or regionally) in ti ab
49. (hospitals or institutions) in ti ab
50. results in ti ab
51. (district or districts) in ti ab
52. nation wide in ti ab
53. geographical area in ti ab
54. nationwide in ti ab
55. globally in ti ab
56. world* in ti ab
57. (socio cultural or sociocultural) in ti ab
58. (socio economic or socioeconomic) in ti ab
59. (population* or nations) in ti ab
60. (context or contexts) in ti ab
61. future in ti ab
62. new drug* in ti ab
63. new technolog* in ti ab
64. trends in ti ab
65. new development* in ti ab
66. over time in ti ab
67. (clinical trials or study or research or theory) in ti ab
68. (health care or patient care or practice) in ti ab
69. #1 or #2 or #3 or #4 or #5 or #6 or #7
70. #8 or #9 or #10 or #11 or #12 or #13 or #14 or #15 or #16 or #17 or #18 or #19 or #20 or #21 or #22
71. #23 or #24 or #25 or #26 or #27 or #28 or #29 or #30 or #31
Health Economic Evaluation Database (HEED) – CD-ROM

Original search: Issue: August 2000
17 August 2000
Update search one: Issue: January 2000
17 January 2001
Update search two: Issue: January 2002
6 February 2002

The following terms were searched in all data fields:

generalisability or generalizability or generalisable or generalizable or
generalising or generalizing or external validity or
generalised or generalized or applicability

CRD/CHE (University of York) Catalogue – CAIRS Internal software

Original search: 17 August 2000
Update search one: 17 January 2001
Update search two: 5 February 2002

The following terms were searched in all data fields:

S generalisability or generalizability or generalisable or generalizable or
generalising or generalizing or external validity or
generalised or generalized or applicability

Working Papers Database – Internet

http://econwpa.wustl.edu:80/ months/hew
http://ideas.uqam.ca/
http://netec.mcc.ac.uk/BibEc.html

Original search 16 August 2000

Update search one: 16 January 2001
Update search two: 6 February 2002

The following terms were searched in all data fields:

generalisability or generalizability or generalisable or generalizable or
generalising or generalizing or external validity or
generalised or generalized or applicability

NHS Economic Evaluations Database (NHS EED) – Administration version of the database at CRD using CAIRS software

Original search: Issue: August 2000
16 August 2000
Update search one: Issue: January 2000
16 January 2001
Update search two: Issue: January 2002
5 February 2002

The following terms were searched in all data fields:

S generalisability or generalizability or generalisable or generalizable or
generalising or generalizing or external validity or
generalised or generalized or applicability

Conference Papers Index (CPI) – Dialog dialup service

Original search: 1973–August 2000
16 August 2000
19 January 2001
Update search two: 1973–February 2002
5 February 2002

1. COST(W)BENEFIT(W)ANALYS?
2. COST(W)EFFECTIVENESS(W)ANALYS?
3. COST(W)UTILITY(W)ANALYS?
4. PHARMACOECONOMIC?
5. ECONOMIC(W)EVALUATION?
6. GENERALISABILITY
7. GENERALIZABILITY
8. GENERALISABLE
9. GENERALIZABLE
10. GENERALISING
| 11. GENERALIZING | 26. EXTRAPOLATED  |
| 12. EXTERNAL(W)VALIDITY | 27. APPLICABLE OR APPLICABILITY |
| 13. TRANSPORTABLE | 28. VALID OR VALIDITY  |
| 14. TRANSPORTABILITY | 29. MODELLING |
| 15. PORTABLE | 30. MODELING  |
| 16. PORTABILITY | 31. ANALYSIS |
| 17. GENERALISED | 32. HIERARCH? |
| 18. GENERALIZED | 33. HIERARCH? |
| 19. TRANSFERABILITY | 34. VARIANCE OR VARIATION |
| 20. TRANSFERABLE | 35. S1:S5  |
| 21. TRANSFERRABLE | 36. S6:S12 |
| 22. STANDARDISATION | 37. S13:S34 |
| 23. STANDARDIZATION | 38. S35(3W)S37 |
| 24. ADAPTED | 39. S35 AND S36 |
| 25. EXTRAPOLATION | 40. S38 OR S39 |
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Summary tables of papers included in the review of methodological literature detailed in Chapters 3 and 4
## (A) Conceptual factors affecting generalisability

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Factors</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carr-Hill61</td>
<td>To review well-known problems of the classic evaluation model, in particular the difficulty of generalising findings of an RCT to real clinical situations and the concentration of CEA on the margins of the health sector where criteria and objectives can be debated or where there is a question of relative exposure and power</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, E</td>
<td>1</td>
</tr>
<tr>
<td>Glasser113</td>
<td>To describe the process of technology assessment as a sequence of steps and the practical requisites of the diversity of questions, the economic and study design considerations are addressed in a systems analysis model of input–process–outcome</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>D, P, Q, W</td>
<td>1</td>
</tr>
<tr>
<td>Stason36</td>
<td>To point to several real-world considerations for the application of CEA and to special challenges of international comparisons</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>E, H, V, W, X</td>
<td>1, 2</td>
</tr>
<tr>
<td>Drummond109</td>
<td>To discuss issues in trial design, collection of resource use data, collection of outcome data and interpretation and extrapolation of results</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, N</td>
<td>1</td>
</tr>
<tr>
<td>Bonser45</td>
<td>To describe theoretical aspects and practical aspects surrounding economic evaluations alongside cancer clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, F, G, P, Q, W</td>
<td>1</td>
</tr>
<tr>
<td>Drummond32</td>
<td>To review arguments for and against standardisation in economic evaluation and make recommendations for further work</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, P, Q</td>
<td>1</td>
</tr>
<tr>
<td>Mason54</td>
<td>To examine a recently reported league table and to identify methodological deficiencies</td>
<td>No</td>
<td>Not specific</td>
<td>Yes</td>
<td>A, E, M, P</td>
<td>1, 2</td>
</tr>
<tr>
<td>Tolley47</td>
<td>To review several European HIV–AIDS cost studies and outline the differences in methods used and where better approaches to cost estimation can be adopted</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, F, P, Q, X</td>
<td>1</td>
</tr>
<tr>
<td>Bennett35</td>
<td>To summarise key methodological and practical issues associated with Phase 3 clinical trials that include clinical and economic outcomes</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, Q, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Briggs16</td>
<td>To review types of uncertainty that exist in economic evaluation and argue that some forms of uncertainty are not amenable to statistical methods</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, B, C, D, E, O</td>
<td>1</td>
</tr>
<tr>
<td>Drummond31</td>
<td>To examine, with particular reference to the treatment of acid-related diseases, the reasons why cost-effectiveness data may vary by setting, to review the published literature to assess the comparative cost-effectiveness of products across countries and to provide some recommendations about the conduct and interpretation of economic studies on the international level</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>A, E, H, L, P, S</td>
<td>1</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Factors</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baker</td>
<td>To address several important issues in the measurement of medical resource utilisation or direct medical costs when incorporating such measurements into clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, H, J, N, T, W, Z</td>
<td>1</td>
</tr>
<tr>
<td>Bennett</td>
<td>To describe the clinical and economic analysis of Phase 3 trials of GM-GSF as adjunct therapy in conjunction with high-dose chemotherapy and autologous stem cell transplantation for haematological malignancies</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, E, Q, T</td>
<td>1</td>
</tr>
<tr>
<td>Glick</td>
<td>To consider issues in the design and planning of an economic assessment, including factors that influence the generalisability of the study’s findings</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, N</td>
<td>1</td>
</tr>
<tr>
<td>O’Brien</td>
<td>To review seven threats to the validity of pharmacoeconomic studies based on RCT data for both retrospective and prospective study designs</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, D, J, N, W, Z</td>
<td>1, 2</td>
</tr>
<tr>
<td>Powe</td>
<td>To describe reasons why economic data collection and analysis are being considered in clinical trials, identify and discuss various strengths and limitations of different methods for gathering economic trial data for decision-making on appropriate use of healthcare interventions</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, E, K, N, Q, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Baltussen</td>
<td>To show that age can have an important impact on the cost-effectiveness of medical interventions and to demonstrate that decision-makers’ expectations concerning the effects of population ageing will be seriously impaired if this relationship is ignored</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>H</td>
<td>1, 2</td>
</tr>
<tr>
<td>Baltussen</td>
<td>To discuss the ‘real world’ relevance of results from economic evaluation as an additional step towards making results more useful to decision-makers</td>
<td>No</td>
<td>Trial (but relevant for other research designs)</td>
<td>No</td>
<td>B, C, D, F, I, J, K, U, P, Q, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Drummond</td>
<td>To discuss issues facing the science, practice and future of pharmacoeconomics</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, H, L, P, S</td>
<td>1</td>
</tr>
<tr>
<td>Drummond</td>
<td>To discuss why economic data may not be easily transferable between countries or locations</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, C, E, H, L, P, Q, S, Z</td>
<td>1</td>
</tr>
<tr>
<td>O’Brien</td>
<td>To discuss the threats to transferring cost-effectiveness data from one country to another</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, H, L, O, Q, S, Z</td>
<td>1</td>
</tr>
<tr>
<td>Rittenhouse</td>
<td>To question whether conventional efficacy measurements in the form of premarketing, RCTs are appropriate for answering questions of interest to economists and to ask whether alternatives are available</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>H, Y, Z</td>
<td>1</td>
</tr>
<tr>
<td>Rutten</td>
<td>To discuss specific problems with the use of cost-effectiveness information in health policy such as the use of cost-effectiveness profiles based on prospective clinical trials and the need to extrapolate from such information</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, Q</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Factors</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fayers</td>
<td>To discuss the extent to which treatment effects, QoL findings and costs that are observed in an RCT can be generalised</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, B, W</td>
<td>1</td>
</tr>
<tr>
<td>Haycox</td>
<td>To discuss implications of incorporating economic evaluation into the design, implementation and interpretation of clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, E, J, Q, Y, Z</td>
<td>1, 2</td>
</tr>
<tr>
<td>Mason</td>
<td>To discuss the topic of generalisability in the light of three questions: (i) is the study technically good; (ii) do the results apply to my local decision-making context; and (iii) will the results apply generally in different jurisdictions with different perspectives?</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, P, S, V, Z</td>
<td>1</td>
</tr>
<tr>
<td>Bryan</td>
<td>To discuss issues in the application of cost-effectiveness information to the local population for which the provider or purchaser of healthcare is responsible</td>
<td>No</td>
<td>Not specific</td>
<td>Yes</td>
<td>A, L, Z</td>
<td>1</td>
</tr>
<tr>
<td>Coyle</td>
<td>To discuss issues and, where appropriate, to provide recommendations for future studies of economic evaluations alongside clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, D, F, I, Q, R</td>
<td>1, 2</td>
</tr>
<tr>
<td>Neymark</td>
<td>To report in the proceedings of a symposium concerned with methodological issues in economic evaluation</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>E, G, J, N, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Tonkin</td>
<td>To discuss issues in extrapolating from clinical trials to clinical practice</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, D, E, G, P</td>
<td>1</td>
</tr>
<tr>
<td>Dixon</td>
<td>To illustrate how an economic evaluation alongside TARGET has been designed in order to avoid the threats to external validity that an awareness of clinical, operational and economic aspects of a service can reveal</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, J, N, W</td>
<td>1</td>
</tr>
<tr>
<td>Goeree</td>
<td>To develop a conceptual framework for selecting hospitals for unit cost estimates in national and international multicentre trials and to test the impact of alternative hospital selection on the cost results</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>A, C, N, P, U, W, X</td>
<td>1</td>
</tr>
<tr>
<td>Goodman</td>
<td>To assess the range and quality of the evidence base on the cost-effectiveness of malaria prevention and treatment in sub-Saharan Africa</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, E, F, G, H, L, N, Q, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Revicko</td>
<td>To summarise the key advantages and disadvantages of effectiveness or ‘real world’ trials relative to RCTs for evaluating pharmacoeconomic outcomes and for decision-making</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>B, C, E, F, H, K, P, Q, W</td>
<td>1</td>
</tr>
<tr>
<td>Rizzo</td>
<td>To discuss 10 methodological hurdles of pharmacoeconomic analyses which researchers must overcome to perform successful analyses</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, D, E, F, P, W</td>
<td>1, 2</td>
</tr>
<tr>
<td>Greiner</td>
<td>To describe the economically relevant parameters that differ according to place and country of origin and to discuss current practice in order to solve these problems</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>A, C, D, L, K, V, Q, S</td>
<td>1</td>
</tr>
<tr>
<td>Hughes</td>
<td>To consider the effect of differences in compliance rates between normal clinical settings and the controlled environment of clinical trials on the cost-effectiveness of different drug therapies</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>F</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle specific</th>
<th>NHS-specific</th>
<th>Factors</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neymark64</td>
<td>To examine extent of variation in current approaches in Europe to peripheral blood stem cell transplantation in breast carcinoma caused by differences in determining factors including: the type of institution, the centre cumulative experience with performing stem cell transplantations and the budget mechanisms of hospitals</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>E, P</td>
<td>I</td>
</tr>
</tbody>
</table>

1, Location; 2, time.
A, absolute/relative costs (prices); B, artificial study conditions; C, capacity utilisation; D, case mix; E, clinical practice variation; F, compliance; G, culture/attitudes; H, demography; I, disease interaction; J, opportunity cost; K, economies of scale; L, epidemiology; M, exchange rates; N, geographical setting; O, health state valuations; P, healthcare resources; Q, healthcare system; R, historical differences; S, incentives; T, industry-related bias; U, joint production; V, perspective; W, skills/experience; X, technological innovation; Y, timing of assessment; Z, treatment of comparators.
### (B) Empirical papers estimating variability in results between location and across time

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 4</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anikian91</td>
<td>To determine the most cost-effective treatment of fingernail and toenail onychomycosis</td>
<td>Onychomycosis (Griseofulvin, itraconazole, ketoconazole, terbinafine)</td>
<td>A, B, CA, CH, D, E, F, GR, NL, IT, P, SF, UK</td>
<td>Cost per DFD</td>
<td>Cost per DFD</td>
<td>A, E, N</td>
<td>Model</td>
<td>Relative C/E of terbinafine versus other griseofulvin, itraconazole and ketoconazole varied by country. Terbinafine is associated with the lowest cost per DFD for all countries in the treatment of both fingernail and toenail infections. A ratio of 1 was used to describe the C/E of terbinafine. For fingernail, griseofulvin varied from 3.3/DFD (A) to 1.4/DFD (GR), itraconazole varied from 2.6/DFD (CH) to 1.4/DFD (UK), ketoconazole varied from 3.3/DFD (CA/SP) to 1.6/DFD (B). For toenail, griseofulvin varied from 3/DFD (A) to 1.5/DFD (I), itraconazole varied from 2.5/DFD (CA) to 1.05/DFD (UK), ketoconazole varied from 2.8/DFD (SF) to 1.55/DFD (P)</td>
<td>Multinational nature of the model is addressed using input from expert dermatologists and economists in each country providing input on clinical and cost parameters. The model is flexible in that it is able to accommodate the different reimbursement systems worldwide</td>
<td>1</td>
</tr>
</tbody>
</table>

---

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>To assess the cost-effectiveness of breast cancer screening</td>
<td>Breast cancer screening</td>
<td>E, F, N, L, UK</td>
<td>Cost per screen</td>
<td>A, E, N, P, Q, W</td>
<td>The effectiveness data (incidence, mortality) were based on clinical trials in Sweden. Resource utilisation data (diagnosis, treatment, care) were established by expert opinion. Resources were valued using country-specific costs and standardised to UK sterling using healthcare-specific PPPs</td>
<td>Model</td>
<td>Differences between countries might include (i) the distinction between a specialised and an additive organisation of screening, (ii) the baseline in stage-specific survival, (iii) prognosis and attendance rates, (iv) false-positive rates, single- or dual-screening policy, (v) training of radiographers, radiodagnosts, pathologists, (vi) equipment</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Van Ineveld 96</td>
<td>To assess the cost-effectiveness of breast cancer screening</td>
<td>Breast cancer screening</td>
<td>E, F, N, L, UK</td>
<td>Cost per screen</td>
<td>A, E, N, P, Q, W</td>
<td>The effectiveness data (incidence, mortality) were based on clinical trials in Sweden. Resource utilisation data (diagnosis, treatment, care) were established by expert opinion. Resources were valued using country-specific costs and standardised to UK sterling using healthcare-specific PPPs</td>
<td>Model</td>
<td>Differences between countries might include (i) the distinction between a specialised and an additive organisation of screening, (ii) the baseline in stage-specific survival, (iii) prognosis and attendance rates, (iv) false-positive rates, single- or dual-screening policy, (v) training of radiographers, radiodagnosts, pathologists, (vi) equipment</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>To assess the cost-effectiveness of misoprostol for the prophylaxis of gastric ulcers in patients on long-term NSAID use</td>
<td>Gastric ulcers (Misoprostol, placebo)</td>
<td>B, F, UK, US</td>
<td>Cost</td>
<td>A, E, F, J, N</td>
<td>The effectiveness data (ulcer rates) were taken from a clinical trial. Resource utilisation data (diagnostic work-up, hospitalisations, surgery, hospital stay) were established by expert opinion, epidemiological surveys and routine hospital statistics. Resources were valued using country-specific costs and standardised to US dollars</td>
<td>Model</td>
<td>In the USA where the acquisition cost of misoprostol is highest, the overall economic results are most favourable. This is probably because of the relatively higher cost of other resources in the US healthcare system, especially surgery</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/ (technology)</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>--------------------</td>
<td>-----------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>De Jonghe98</td>
<td>To assess the cost-effectiveness of chemotherapy for pulmonary sputum smear-positive tuberculosis.</td>
<td>Pulmonary sputum smear-positive tuberculosis (Chemotherapy)</td>
<td>MA, MO, TA</td>
<td>Cost per life-year saved (LYS)</td>
<td>A, E, F, G, N, P, W</td>
<td>The effectiveness data (cure rate, mortality) were taken from cohort studies from 3 programmes in Malawi, Mozambique and Tanzania. Resource utilisation data (programme management, laboratory tests, drugs, hospitalisation, ambulatory) were established from accounting records. Resources were valued using country-specific costs and standardised to US dollars.</td>
<td>Model</td>
<td>For short course hospitalisation, Malawi = $1.7/LYS, Mozambique = $2.6/LYS, Tanzania = $2.1/LYS. For standard with hospitalisation, Malawi = $2.4/LYS, Mozambique = $3.4/LYS, Tanzania = $3.1/LYS. For ambulatory short course, Malawi = $1.1/LYS, Mozambique = $0.9/LYS, Tanzania = $1.1/LYS. For ambulatory standard, Malawi = $1.3/LYS, Mozambique = $0.9/LYS, Tanzania = $1.2/LYS.</td>
<td>The costs per patient treated for different regimens are remarkably similar except for differences in the costs of food and labour. Generalising the results to other countries is questionable because of differences in national incomes per capita where the cost of labour is higher in dollar terms.</td>
<td>1</td>
</tr>
<tr>
<td>Garson87</td>
<td>To assess the cost and practice variation for a chronic disease among six US geographically representative centres</td>
<td>CoHD Various</td>
<td>USA</td>
<td>Cost</td>
<td>A, E, N</td>
<td>Resource utilisation data (clinic visits, hospitalisations, medication) were taken from an observational study at 6 sites. Since treatment of CoHD involves more than one medical service, cost variation is addressed by generalising from three standard cost accounting relationships to accommodate multiple modalities (volumes), prices and sites. These were (i) price variance (= price for a service at a centre-mean price for that service for six centres) x frequency.</td>
<td>Observational</td>
<td>A 55% variation exists among six centres in the charges for congenital heart disease between birth and 21 years. Charges and (mortality) were for institution A = $63,283 (8%), B = $57,071 (8%), C = $59,187 (5%), D = $62,346 (4%), E = $47,515 (8%), F = £73,606 (7%).</td>
<td>Variation is unrelated to outcome (mortality) and approximately 50% can be accounted for by practice pattern. Greatest variation is in the use of complex clinic visits and cardiac catheterisation. The study has shown that, by means of a multicentre approach, practice variation can be assessed and related to outcome.</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bennett</td>
<td>To assess the costs of GM-GSF as adjunct therapy in conjunction with high-dose chemotherapy and autologous stem cell transplantation for haematological malignancies</td>
<td>Cancer (GM-CSF)</td>
<td>F, US</td>
<td>Cost</td>
<td>A, B, E, N, Q, T, V</td>
<td>The effectiveness data (duration of neutropenia, time from reinfusion of bone marrow and/or peripheral blood stem cells to hospital discharge) and resource utilisation data (hospitalisations, radiographs, laboratory tests, blood products, hyperalimentation procedures) were taken from two clinical trials. Resource utilisation data (hospitalisations, radiographs, laboratory tests, blood products, hyperalimentation) were collected at two tertiary care centres in Paris and New York</td>
<td>Clinical results were similar in both Paris and New York, but economic results differed. GM-CSF was associated with a marked decrease in severe neutropenia duration. Significant savings in terms of fewer days in hospital, laboratory tests, radiographs for GM-CSF patients were noted for the New York hospital, but not identified at the Paris hospital. Mean costs of care were $61,815 for GM-CSF and $68,640 for placebo</td>
<td>A random effects model was used to account for institutional variation in overall clinical results: $y = az + bi + e$, where $y$ is the outcome (days of neutropenia; length of hospital stay) for a subject in hospital $i$ ($i = 1 - 6$), $a$ is a treatment indicator ($0 = placebo, 1 = GM-CSF$), $b$ is an unknown parameter, $b$ is a random hospital effect and $e$ is a random error term (mean = 0)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/technology</th>
<th>Location</th>
<th>Outcome factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schulman34</td>
<td>To assess the cost-effectiveness of epoprostenol (Flolan) versus usual care in the treatment of congestive heart failure</td>
<td>Congestive heart failure (Epoprostenol, usual care)</td>
<td>CA, US, 12 EU</td>
<td>Cost</td>
<td>A, B, N</td>
<td>Trial</td>
<td>The authors did not report results by location although variability may have existed.</td>
<td>Unit costs from one centre may not reflect either the average unit costs among study centres or the true variation in unit costs. However, adjusted cost data may be useful to different audiences. European unit costs are thought to be lower than US costs and an increase in variance to reflect the effects of multiple sets of unit cost estimates</td>
<td>1</td>
</tr>
<tr>
<td>Menzin16</td>
<td>To assess the cost-effectiveness of recombinant human deoxyribonuclease (rhDNase) to improve pulmonary function in patients with cystic fibrosis</td>
<td>RTI (RhDNase)</td>
<td>D, F, IT, UK, US</td>
<td>Cost</td>
<td>A, E, N</td>
<td>Model</td>
<td>Savings were demonstrated in all countries: France = $1070, Germany = $934, Italy = $864, UK = $690. After adjustments were made based on the variability in two key parameters, Italy = $600, France = $860. In Germany, there was a very small increase in savings from treating RTIs</td>
<td>It was recognised that important differences may exist between the USA and other countries. Therefore, data were collected in each country to ascertain whether practice patterns varied and estimates of the projected economic impact of rhDNase were adjusted accordingly</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/technology</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>--------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Einarson&lt;sup&gt;92&lt;/sup&gt;</td>
<td>To assess the cost-effectiveness of topical lacquers and oral agents for the treatment of mild to moderate onychomycosis</td>
<td>Onychomycosis [Topical lacquers (amorolfine, ciclopirox), oral agents (griseofulvin, itraconazole, terbinafine)]</td>
<td>CA, D, E, F, IT, UK</td>
<td>Cost per regimen; total expected costs of therapy; cost per SFD</td>
<td>A, E, N</td>
<td>The effectiveness data (cure rates, failure rates, relapse rates) were taken from a meta-analysis of 33 studies comprising 58 treatment arms. Resource utilisation data (drugs, pharmacist, physician visits, laboratory tests, nail avulsion surgery) were established by expert opinion. Resources were valued using country-specific costs and standardised to US dollars.</td>
<td>Model</td>
<td>Ciclopirox as first-line therapy had the lowest expected cost and lowest cost per SFD followed by amorolfine, terbinafine and itraconazole in all countries except the UK and Spain. Ciclopirox ranged from $0.20/SFD (CA) to $0.50/SFD (UK); amorolfine ranged from $0.18/SFD (IT) to $0.48/SFD (UK); itraconazole ranged from $0.25/SFD (CA) to $0.45/SFD (F); terbinafine ranged from $0.60/SFD (F) to $1.50/SFD (D). Variations were observed in the UK and Spain since costs were extrapolated from the price in Germany and this assumption is likely to be an overestimation. The cost of failure was much higher in the UK than for other countries.</td>
<td></td>
</tr>
<tr>
<td>Jonsson&lt;sup&gt;78&lt;/sup&gt;</td>
<td>To assess the cost-effectiveness of simvastatin 20–40 mg once daily versus usual care for the treatment of coronary heart disease.</td>
<td>Coronary heart disease (Simvastatin/usual care)</td>
<td>AU, B, D, E, F, IT, NZ, NO, P, SW, UK, US</td>
<td>Cost per LYS</td>
<td>A, E, N, P</td>
<td>The effectiveness data (mortality) and resource utilisation data (hospitalisations, revascularisation procedures, medications) were taken from the Scandinavian Simvastatin Survival Study (4S) clinical trial. Resources were valued using country-specific costs and standardised to UK sterling.</td>
<td>Trial</td>
<td>C/E ratios were similar across all countries: Sweden = £5502/LYS, Norway = £6361/LYS, Belgium = £5165/LYS, France = £4137/LYS, Germany = £7827/LYS, Italy = £5869/LYS, Portugal = £8312/LYS, Spain = £6148/LYS, UK = £6983/LYS, Australia = £5970/LYS, New Zealand = £8824/LYS. Estimates based on 4S utilisation data and local unit costs revealed that C/E of simvastatin was constant in various countries despite international differences in hospitalisation and drug costs. Procedures can be highly variable according to location. PTCA in the 4S countries were similar to the European average, but the rates of CABG were slightly higher than in Europe.</td>
<td></td>
</tr>
</tbody>
</table>

**Table 39 continued**
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/technology</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holmes</td>
<td>To compare use of resources for patients with cardiogenic shock in several countries and to assess the association between use of resources and clinical outcome</td>
<td>MI</td>
<td>USA + other countries</td>
<td>Resources</td>
<td>E, H, N, P</td>
<td>The effectiveness data and resource utilisation data (pulmonary artery, catheterisation, cardiac catheterisation, intravenous inotropic agents, ventilatory support, intra-aortic balloon counter-pulsation (IABP), PTCA, CABG) were taken from the GUSTO-I trial</td>
<td>Trial</td>
<td>Aggressive diagnostic and therapeutic procedures were used more aggressively in the USA than in other countries: cardiac catheterisation (58 vs 23%), IABP (35 vs 7%), right-hand catheterisation (57 vs 22%), ventilatory support (54 vs 38%), PTCA (26 vs 8%). Adjusted 30-day mortality was significantly lower among patients treated in the USA than elsewhere (50 vs 60%, ( p &lt; 0.001 )). 1 year mortality was 56 vs 70%</td>
<td>The difference in outcome (mortality) may be due to greater use of invasive diagnostic and therapeutic interventions in the USA</td>
<td>I</td>
</tr>
<tr>
<td>Lacey</td>
<td>To examine the cost-effectiveness of adding lamivudine to zidovudine containing antiretroviral regimens</td>
<td>HIV</td>
<td>AU, CA, EU, SA</td>
<td>Cost per DPA</td>
<td>A, B, E, N</td>
<td>The effectiveness data (HIV-related events, progressions to AIDS/death) and resource utilisation data (hospitalisations, outpatient visits, medications, adverse events) were taken from the CAESAR clinical trial. Resources were valued using UK and German unit costs</td>
<td>D = DM22,405/DPA, £12,030/DPA. The additional costs per HIV-related event avoided over the duration of the trial were D = DM8869, £4762.</td>
<td>The rationale for pooling was that no statistically significant differences were found for hospitalisation rates. When country was controlled in the comparison of resource utilisation across treatment groups, treatment effects were maintained in the majority of cases, suggesting consistency in treatment differences across countries. Lengths of stay for a basket of HIV-related illness events were similar between the CAESAR trial and a German nationwide database</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/technology</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>--------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>----------------------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Grieve84</td>
<td>To compare the resource use, total costs and survival associated with providing stroke care in different European settings</td>
<td>Stroke</td>
<td>A, D, F, LI, PO, UK</td>
<td>Costs, resources</td>
<td>A, E, P</td>
<td>For each stroke patient hospitalised during 1996, resource use (hospital stay, investigations, medical time) were collected. Resources were valued using centre-specific unit costs and standardised to US dollars</td>
<td>Trial</td>
<td>The costs of stroke management varied across Europe. The mean length of stay ranged from 12 days in France to 34 days in the UK. The average nursing time per day ranged from 113 minutes in Poland to 318 minutes in Austria. Also unit costs were higher in western than in eastern Europe (e.g. a doctor cost $34.21 per hour in France compared with $1.32 per hour in Lithuania). The lowest mean cost per case in Lithuania ($880, 95% CI 730 to 1030) and the highest in Austria ($8336, 95% CI 6638 to 10033)</td>
<td>It can be concluded from this study that hospital costs measured in one European country do not seem generalisable to another and the pooled data from multinational economic evaluations may not be applicable to the local setting</td>
<td>1</td>
</tr>
<tr>
<td>Jansen90</td>
<td>To compare the cost consequences of meloxicam (7.5 mg) versus diclofenac SR (100 mg) for the treatment of osteoarthritis</td>
<td>Osteoarthritis (Meloxicam, diclofenac SR)</td>
<td>F, IT, UK</td>
<td>Costs</td>
<td>A, E, N</td>
<td>The effectiveness data (adverse event rates) were taken from clinical trials, and resource utilisation data were determined from a medical database (UK), previously published literature (UK, France) and expert opinion (UK, Italy, France). Resources were valued using country-specific costs</td>
<td>Model</td>
<td>Substantial differences in resource use exist between countries for the same event. Hospitalisation for ulcer treatment is: F = 13.2–30.8 days and UK = 8.6 days. Potential cost savings from the payer perspective were: F = $18.16 (32%), IT = $4.34 (5%), UK = $13.89 (24%) per patient per 30-day treatment</td>
<td>The large cost savings in France were due to elevated hospitalisation costs. The modest cost savings in Italy were believed to be due to the higher cost of OA patients without a GI event and the Diagnostic Related Groups (DRG)-based costing methodology</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/ (technology)</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Annemans⁵⁵</td>
<td>To assess the cost-effectiveness of paclitaxel + cisplatin (TAXCIS) versus teniposide + cisplatin (TENCIS)</td>
<td>Advanced non-small cell lung cancer</td>
<td>B, E, F, NL</td>
<td>Cost per extra responder</td>
<td>A, E, N</td>
<td>The effectiveness data (partial remission, complete remission) were taken from two databases (EORTC, BMS) based on the same multinational clinical trial. The databases had small differences depending on the interpretation of some outcomes. Resource utilisation data (drug, administration, haematological adverse events) were established by expert opinion and patient chart analysis. Resources were valued using country-specific costs and standardised to US dollars.</td>
<td>Model</td>
<td>Clear differences exist in practice and costs between the four countries. There is more preventative use of G-CSF in The Netherlands and Belgium; the costs of testing are lower than in Spain or France and the unit costs and hospitalisation rates are higher in France. C/E ratios based on the EORTC were: The Netherlands = $33,323/responder, Belgium = $19,409/responder, Spain = $20,559/responder, France = $14,202/responder; and based on BMS were: The Netherlands = $33,550/responder, Belgium = $17,775/responder, Spain = $20,394/responder, France = $12,323/responder.</td>
<td>Medical practice variation influenced the C/E ratios, but not the conclusions. The study used the Delphi approach to collect data regarding medical practice</td>
<td>1</td>
</tr>
<tr>
<td>Kennedy⁸⁰</td>
<td>To compare the use and cost of asthma-related health services in trial and non-trial patients</td>
<td>Asthma (ICSTs)</td>
<td>CA (RCT and non-RCT)</td>
<td>Costs</td>
<td>A, B</td>
<td>Resource utilisation data (ICSTs, emergency room, GP) were based on 75 patients enrolled in a clinical trial and 51 patients who did not participate in the trial. Comparisons were performed using logistic regression controlling for age group, asthma severity, year of data collection and geographic location (Montreal or Quebec City).</td>
<td>Trial/ observational</td>
<td>Trial patients were more likely to use higher (400 μg or more) daily doses of ICSTs than non-trial patients (OR: 3.1, 85% CI 1.6 to 6.2). Trial patients were less likely to visit the emergency department than non-trial patients (OR 0.4, 85% CI 0.2 to 0.8) and less likely to have 2 or more GP visits per year (OR 0.3, 85% CI 0.2 to 0.6). Log transformed total asthma-related costs did not differ between trial and non-trial.</td>
<td>Certain categories of services (including ICSTs, emergency department physician visits, GP visits) differed in individuals taking ICSTs for their asthma, whether or not they have been enrolled in a clinical trial, but could not conclude that there was a difference in the total cost of asthma-related health services.</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/ (technology)</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>----------------------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>------------------</td>
<td>-----------</td>
</tr>
</tbody>
</table>
| Stalhammar* | To assess the cost-effectiveness of omeprazole and ranitidine when used as initial therapy in an intermittent treatment strategy for management of patients with symptomatic GORD with or without erosive oesophagitis | Gastro-oesophageal reflux disease (Omeprazole, ranitidine) | D, E, F, IR, IT, UK | Cost | A, E, N | The effectiveness data (symptoms) and resource utilisation data (medication, examination, transportation, productivity loss) were taken from a multinational clinical trial. In two separate analyses, trial-wide and country-specific resources were valued using country-specific unit costs | Trial | Estimated costs were found to be lower for both dosages of omeprazole than for ranitidine in all countries except Germany.
UK = £336 (omeprazole 20 mg), £376 (omeprazole 10 mg), £527 (ranitidine 150 mg bd); Ireland = £1577 (omeprazole 20 mg), £1592 (omeprazole 10 mg), £1521 (ranitidine 150 mg bd); Germany = DM1186 (omeprazole 20 mg), DM1388 (omeprazole 10 mg), DM1111 (ranitidine 150 mg bd); France = FF3277 (omeprazole 20 mg), FF3236 (omeprazole 10 mg), FF3500 (ranitidine 150 mg bd); Italy = L1,081,337 (omeprazole 20 mg), L1,044,697 (omeprazole 10 mg), L1,154,754 (ranitidine 150 mg bd); Spain = Pta87,557 (omeprazole 20 mg), Pta86,528 (omeprazole 10 mg), Pta80,007 (ranitidine 150 mg bd). Using country-specific data led to substantial changes in some of the countries: in France and Ireland, ranitidine became the least costly alternative and in Italy and Spain, omeprazole 20 mg became the least costly alternative | In a multinational study, important questions arise about the extent trial-wide data on costs can be assumed to apply to all countries. It may be possible to test for homogeneity among the countries, but there is the obvious risk of low power. Trial-wide data on effectiveness and quantities of medication, visits and endoscopies were assumed to apply to all countries, whilst the extent of sick leave and the mode and time for transportation were allowed to vary between the countries. Sensitivity analysis was performed where country-specific data on resources were used | 1 |
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leese89</td>
<td>To assess the cost-effectiveness of human erythropoietin (epoetin) in the treatment of anaemia arising from chronic renal failure</td>
<td>Anaemia [Human erythropoietin (epoetin), usual care]</td>
<td>D, E, F, IT, UK</td>
<td>Cost per QALY</td>
<td>A, D, E, N, Q</td>
<td>Model</td>
<td>Germany = $171,123/QALY, France = $124,924/QALY, Spain = $348,992/QALY, Italy = $119,712/QALY, UK = $176,075/QALY</td>
<td>Each country’s different approach to selecting patients for epoetin treatment and different healthcare financing arrangements led to varying treatment regimens and costs. UK shows the largest average QALY gain, possibly reflecting the greater average severity of anaemia in the limited number of patients given epoetin in the UK</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mapelli82</td>
<td>To assess costs of lenograstin as an adjunct to chemotherapy for the treatment of women with inflammatory breast cancer</td>
<td>Inflammatory breast cancer (Lenograstin, placebo)</td>
<td>D, IT</td>
<td>Cost</td>
<td>A, N</td>
<td>Trial</td>
<td>Excess costs for lenograstin were: D = DM4166, IT = L2.4 million; and for placebo were: D = DM5960, IT = L3.7 million. Assuming costs of chemotherapy were the same for both groups, cost saving in the lenograstatin group would be 30% in Germany and 34% in Italy</td>
<td>The underlying assumption is that patients treated in French centres would have been treated in a similar way in German and Italian hospitals. Caution should be used in extending the results of this study to other situations since it is difficult at this time to assess the cost-effectiveness of lenograstin in this indication since long-term results are awaited</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/ (technology)</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Haycox115</td>
<td>To assess international transferability of a disease model for UGI disease to different countries</td>
<td>UGI disease [GORD, ulcer, motility disorders] [Proton-pump inhibitors (PPIs), H2 receptor agonists]</td>
<td>A, AU, D, IT, NL, SW, UK, US</td>
<td>Cost A, E, M, N, P</td>
<td>The resource utilisation data (medications, GP, outpatient, procedures, inpatient, laboratory tests) were established by expert opinion. Resources were valued using country-specific costs and standardised to UK sterling</td>
<td>Model</td>
<td>Wide variability exists between countries in the cost of treating patients for UGI disease (35% GORD, 32.5% ulcer, 32.5% motility disorders): UK = £174.52, Sweden = £312.40, Switzerland = £283.04, Germany = £176.11 A dichotomy exists between the UK and Germany ('the cheap countries') and Sweden and Switzerland ('the expensive countries'). In all major cost categories, the cost of treating patients in the UK and Germany is significantly lower than that in Sweden and Switzerland</td>
<td></td>
<td>The model was sensitive to cost but comparatively insensitive to changes to transition probabilities underlying the model. Much variation can be attributed to differences in the availability and costs of resources between countries. Given the proven transferability of the model, it can be reasonably expected that significant cost advantages underlying implementation in the UK would be equally applicable to other European countries</td>
<td>1</td>
</tr>
<tr>
<td>Caro100</td>
<td>To assess the cost-effectiveness of prevastatin for the treatment of cardiovascular disease in hypercholesterolaemic men in Belgium, South Africa and Sweden</td>
<td>Cardiovascular disease (Prevastatin, usual care)</td>
<td>B, CA, SW, SA</td>
<td>Cost per LYS</td>
<td>The effectiveness data (non-fatal MI, death) were taken from the WOSCOPS clinical trial. Resources were valued using country-specific costs and standardised to US dollars. An assumption was that the risk difference reduction derived from Scottish data would be applicable to other countries</td>
<td>Trial/model</td>
<td>Sweden = $8150/LYS (R ratio = 0.22); Belgium = $14,773/LYS (R ratio = 0.16); South Africa = $10,999/LYS (R ratio = 0.13)</td>
<td></td>
<td>The precise estimate does depend upon the specifics of the country, but the variations do not have much of an impact on the treatment decision that the study supports</td>
<td>1</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/technology</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simpson104</td>
<td>To estimate the cost-effectiveness of adding zalcitabine to current antiviral treatment for AIDS patients with CD4+ counts of &lt;300/μl</td>
<td>AIDS (Zalcitabine, zidovudine)</td>
<td>CH, DK, F, IT, UK</td>
<td>Cost per LYG</td>
<td>A, H</td>
<td>Model</td>
<td>C/E ratios for zalcitabine were similar in the 5 countries studied: France = €13377/LYS, Germany = €17916/LYS, Italy = €12188/LYS, Switzerland = €15129/LYS, UK = €20708/LYS</td>
<td>The data regarding the standard AIDS treatments in each country were based on the expert opinion of a small group of physicians and it is possible that other physicians could specify other resource use patterns</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Pinto105</td>
<td>To assess the cost-effectiveness of emedastine versus levocabastine in the treatment of acute allergic conjunctivitis</td>
<td>Acute allergic conjunctivitis</td>
<td>B, D, F, NL, NO</td>
<td>Cost per additional SFD</td>
<td>A, E, N</td>
<td>Model</td>
<td>The cost of failure was lower with emedastine than levocabastine in all European countries. Emedastine was economically dominant in Belgium, Germany, Portugal and Sweden. Germany = –€0.02; Portugal = –€5.31; Sweden = –€2.57. The incremental cost was low (&lt;€1 per additional SFD) in France, The Netherlands and Norway. France = €0.83/SFD; The Netherlands = €0.09/SFD and Norway = €0.03/SFD</td>
<td>France has the highest ICER because the price of levocabastine is about 50% less than in other EU countries</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/ (technology)</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variations factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Hakkaart-van Roijen83</td>
<td>To assess the cost-effectiveness of tapered versus abrupt discontinuation of a microemulsion formulation of cyclosporin in patients with plaque psoriasis</td>
<td>Plaque psoriasis</td>
<td>CA, E, TU, UK</td>
<td>Cost per STFD</td>
<td>A, E, N</td>
<td>The effectiveness data (the number of STFDs) and resource utilisation data (medication, dermatologist visits, laboratory tests, GP visits, working days lost) were taken from a non-blind international RCT. Resources were valued using country-specific costs and converted to US dollars</td>
<td>Tapered discontinuation was dominant in Spain, Turkey and UK. Canada $1.4/STFD, Spain = $16.2/STFD, Turkey $104.6/STFD, UK = $–0.2/STFD</td>
<td>Relative price differences may have an impact on cost-effectiveness. The price of cyclosporin was lower in Spain. Therefore, it was considered difficult to pool the cost data. The importance of reporting results of different cost components is emphasised</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ghatnekar102</td>
<td>To assess the cost-effectiveness of becaplermin + good wound care compared with good wound care alone in the treatment of diabetic foot ulcers</td>
<td>Diabetic foot ulcers</td>
<td>CH, F, SW, UK</td>
<td>Cost per additional ulcer-free month gained</td>
<td>A, E, G, N, P</td>
<td>The effectiveness data (20-week healing rates) were taken from a meta-analysis of clinical trials, and transition probabilities were taken from a prospective study for the Markov model. Resource utilisation data/cost (inpatient care, topical treatment, outpatient care, medications, orthopaedic appliances) were based on high- and low-intensity resource patterns (Swedish and Swiss) and validated by expert opinion. Costs were converted to US dollars</td>
<td>Model</td>
<td>Becaplermin is cost-saving in Sweden, Switzerland and the UK. Sweden = $–3184; Switzerland = $–279; UK = $–468. Becaplermin has an incremental cost per ulcer-free month in France. France = $142/ulcer-free month. Incremental costs of becaplermin treatment were lower with Swiss resource usage</td>
<td>Great differences in treatment practices and costs exist. Topic treatment costs are highest in Sweden and lowest in Switzerland. The low frequency of professionally administered dressing changes in Switzerland is related to the high labour costs and encouragement of patients to be self-reliant. Substitution effects are evident between inpatient and outpatient settings</td>
<td></td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jansen⁹³</td>
<td>To assess the cost-effectiveness of continuous Lamisil (terbinafine) versus intermittent Itraconazole in the treatment of onychomycosis</td>
<td>Onychomycosis</td>
<td>D, I, IT, NL, SF, UK</td>
<td>Costs per complete cure</td>
<td>A, E, N</td>
<td>Model</td>
<td>Continuous terbinafine was dominant in Germany, Iceland, Italy, The Netherlands and the UK. Germany = −€173, Iceland = −€111, Italy = −€59, The Netherlands = −€84, UK = −€37. Continuous terbinafine has an incremental cost per additional complete cure in Finland. Finland = €524/additional complete cure.</td>
<td>The study assumes that the only difference in medical management is the choice of antifungal and the duration of treatment. However other studies suggest there may be inter-country differences associated with medical management (i.e. numbers of visits, frequency of laboratory tests). It is mentioned that effectiveness may differ from the efficacy results as observed in the L.I.ON study owing to patient selection, physician selection and compliance.</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 39  
continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casciano103</td>
<td>To assess the cost-effectiveness of venlafaxine XR versus SSRIs and TCAs for the treatment of depression</td>
<td>Depression</td>
<td>CH, D, E, IT, NL, PO, SW, UK, US, V</td>
<td>Cost per STP Cost per SFD</td>
<td>A, E, N, Z</td>
<td>The effectiveness data (inpatient efficacy rates, outpatient efficacy rates, dropout rates due to lack of efficacy/adverse events) were taken from a meta-analysis of clinical trials, and resource utilisation data were established by expert opinion. Resources were valued using country-specific costs and converted to US dollars.</td>
<td>Venlafaxine XR was the most cost-effective in all countries except Poland. Germany = $16,257/STP; Italy = $11,590/STP; The Netherlands = $17,367/STP; Spain = $10,027/STP; Sweden = $10,931/STP; Switzerland = $15,398/STP; UK = $10,672/STP; US = $21,474/STP; Venezuela = $33,920/STP; Poland = $1921/STP</td>
<td>Among the 9 countries in which Venlafaxine XR ranked first in expected cost per success, the difference in expected cost per success for Venlafaxine XR and the second ranking comparator ranged from $166 (Italy) to $2161 (US) for outpatients and from $494 (UK) to $3750 (US) for inpatients. Venlafaxine XR was most cost-effective in 9 countries as measured by cost per SFD for outpatients and inpatients. In these countries, the difference for venlafaxine XR and the second ranking comparator (SSRIs) ranged from $1.98 (Italy) to $18.45 (USA) for outpatients and from $6.15 (UK) to $32.83 (US) for outpatients.</td>
<td>The study attempted to reflect the implication of drug selection for the average patient. However, significant individual patient variations and differences in practice patterns may compromise the generalisability. Additionally, the deterministic model design and the secondary data might introduce potential bias into the data analysis.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/technology</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>----------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------</td>
<td>----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Shear94</td>
<td>To assess the cost-effectiveness of terbinafine versus ciclopirox, clotrimazole, ketoconazole and micronazole for the treatment of tinea infections</td>
<td>Tinea infections Terbinafine versus ciclopirox, clotrimazole, ketoconazole and micronazole</td>
<td>AU, CH, D</td>
<td>Cost per DFD</td>
<td>A, E, N</td>
<td>The effectiveness data (efficacy rates, relapse rates) were based on a meta-analysis of clinical trials, and resource utilisation data (medications, physician visits, laboratory tests) were established from expert opinion. Resources were valued using country-specific unit costs and presented in local currency and US dollars</td>
<td>Model</td>
<td>Terbinafine compares favourably in terms of cost-effectiveness to other therapies. Austria = $6.39/DFD; Germany = $0.84/DFD; Switzerland = $1.09/DFD. The C/E ratios for other drugs ranged from $1.46/DFD (micronazole in Germany) to $9.13/DFD (clotrimazole in Austria)</td>
<td>Terbinafine is expected to be the most cost-effective choice in Austria, Germany and Switzerland, but there was no discussion of reasons for inter-country differences in C/E ratios</td>
</tr>
<tr>
<td>Ament106</td>
<td>To assess the cost-effectiveness of pneumococcal vaccination in the prevention of invasive pneumococcal disease</td>
<td>Pneumococcal disease (Pneumococcal vaccination, no vaccination)</td>
<td>B, E, F, SC, SW</td>
<td>Cost per QALY</td>
<td>A, E, L, N</td>
<td>The effectiveness data (incidence rates, mortality) were taken from a case–control study. Resource utilisation data (hospitalisations, vaccines) were established from expert opinion. Resources were valued using country-specific unit costs and standardised to ECU's (Euros, €)</td>
<td>Model</td>
<td>The C/E of pneumococcal vaccination varied considerably across the 5 countries: Belgium = € 25.907/QALY, France = € 19.182/QALY, Scotland = € 14.892/QALY, Spain = € 10.511/QALY, Sweden = € 32.675/QALY</td>
<td>Results were sensitive to mortality rates and the incidence of invasive disease. Country differences were not related to real variations in the magnitude of disease occurrence but rather differences in surveillance systems and case ascertainment</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger97</td>
<td>To assess the cost-effectiveness of paclitaxel–cisplatin combination therapy versus standard cyclophosphamide–cisplatin regimen as first-line therapy for the treatment of advanced ovarian cancer</td>
<td>Advanced ovarian cancer</td>
<td>D, E, F, IT, NL, UK</td>
<td>Cost per LYS</td>
<td>A, E, N</td>
<td>The effectiveness data (response to therapy, progression-free survival, survival) were taken from a retrospective cohort study, and resource utilisation data (medication, hospitalisation, consultations, laboratory tests, investigations) were established by expert opinion. Resources were valued using US unit costs</td>
<td>Model</td>
<td>Paclitaxel–cisplatin combination compared favourably in cost-effectiveness in all countries. Germany = $9362/LYS; Spain = $6395/LYS; France = $6642/LYS; Italy = $11,420/LYS; The Netherlands = $7796/LYS; UK = $6403/LYS</td>
<td>The study demonstrates some differences between European countries concerning the proportion between chemotherapy drug costs and hospitalisation costs. Hospitalisation costs are very high (75.7%) in the cyclophosphamide–cisplatin group whereas in the UK, hospitalisation costs are almost equivalent to treatment and laboratory/consultation costs (32.6% vs 21.1% vs 37.1%)</td>
<td>1</td>
</tr>
<tr>
<td>Lorenzoni99</td>
<td>To assess the cost-effectiveness of recombinant tissue plasminogen activator versus streptokinase for the treatment of acute MI</td>
<td>Acute MI (Recombinant tissue plasminogen activator, streptokinase)</td>
<td>D, IT, UK, US</td>
<td>Cost per LYS</td>
<td>A, B, E, H, N, P</td>
<td>The effectiveness data (mortality) were taken from the Global Utilisation of Streptokinase and Tissue Plasminogen Activator for Occluded Coronary Artery (GUSTO) trial. Resource utilisation data (drugs) were established by expert opinion. Resources were valued using country-specific costs and standardised to both US dollars and ECU's (Euros)</td>
<td>Model</td>
<td>The C/E ratio varied widely because of the wide difference in drug costs. Among a population of 1000 patients: D = $147,402/LYS; IT = $163,517/LYS; UK = $112,344/LYS; US = $221,053/LYS</td>
<td>The C/E in 3 European countries and the USA used the global results of the GUSTO trial. Even within the study, clinical efficacy differed between European and American patients. Further in the GUSTO population, a significantly high number of recombinant tissue plasminogen activator patients underwent bypass surgery or coronary angioplasty within 30 days, thereby removing high-risk patients from the analysis</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area/technology</td>
<td>Location</td>
<td>Outcome measure</td>
<td>Variation factor in Table 39</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------</td>
<td>--------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Grove101</td>
<td>To assess the cost-effectiveness of simvastatin for diabetes patients with CVD and those without</td>
<td>Diabetes with CVD and without (Simvastatin)</td>
<td>CA, D, E, F, IT, UK</td>
<td>Cost per LYS</td>
<td>A, E, H, L, N</td>
<td>The effectiveness data (mortality, CVD events) were derived using the Cardiovascular Disease Life-Expectancy Model. Resource utilisation data (hospitalisations, physicians, outpatient, emergency services, drugs) were established using expert opinion. Resources were valued using country-specific costs and standardised to US dollars</td>
<td>Model</td>
<td>Primary prevention among diabetic patients was as cost-effective as secondary prevention among CVD patients in all countries. For 40-year-old men with diabetes, US = $6017/LYS, Canada = $3869/LYS, France = $3666/LYS, Germany = $6129/LYS, Italy = $4789/LYS, Spain = $1575/LYS, UK = $4249/LYS. For 40-year-old men with CVD, USA = $12,111/LYS, Canada = $7156/LYS, France = $7233/LYS, Germany = $10,790/LYS, Italy = $8850/LYS, Spain = $3815/LYS, UK = $7467/LYS</td>
<td>Healthcare costs associated with diabetes appear to be strongly associated with CVD</td>
<td>1</td>
</tr>
</tbody>
</table>

---

Table 39 continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area/ (technology)</th>
<th>Location</th>
<th>Outcome measure</th>
<th>Variation factor in Table 39</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neumann107</td>
<td>To discuss how new data can affect the results of prior assessments and how cost-effectiveness estimates evolve over time in the light of new experience</td>
<td>Motor vehicle airbags</td>
<td>Various</td>
<td>Not specified</td>
<td>B, L, Q, W, X, Y, Z</td>
<td>Cost-effectiveness over time was explored by reviewing economic evaluations in a series of case studies</td>
<td>Model</td>
<td>The authors did not report any quantitative results over time, but trends. As an example, in the case of airbags, earlier economic studies had overestimated airbag effectiveness, overestimated baseline fatality rates and injury rates and underestimated seat belt rates</td>
<td>Reimbursement authorities should recognize the uncertainty of results. Models should be transparent, subject to peer review, verified to the degree possible and corroborated by other models. Uncertainty in model inputs/outputs should be explicit to permit specific inputs to be validated even if the entire model cannot be. Decisions/regulations about what empirical and experimental evidence to collect should be collected by value of information analysis</td>
<td>2</td>
</tr>
</tbody>
</table>

1, Location; 2, time.
A, Austria; AU, Australia; B, Belgium; CA, Canada; CH, Switzerland; D, Germany; DK, Denmark; E, Spain; F, France; GR, Greece; I, Iceland; IR, Ireland; IT, Italy; MA, Malawi; MO, Mozambique; NL, The Netherlands; NO, Norway; NZ, New Zealand; P, Portugal; PO, Poland; SA, South Africa; SC, Scotland; SF, Finland; SW, Sweden; TA, Tanzania; TU, Turkey; UK, United Kingdom; US, United States; V, Venezuela; EU, European Union.
A, Absolute/relative costs (prices); B, artificial study conditions; C, capacity utilisation; D, case-mix; E, clinical practice variation; F, compliance; G, culture/attitudes; H, demography; I, disease interaction; J, opportunity cost; K, economies of scale; L, epidemiology; M, exchange rates; N, geographical setting; O, health state valuations; P, healthcare resources; Q, healthcare system; R, historical differences; S, incentives; T, industry-related bias; U, joint production; V, perspective; W, skill/experience; X, technological innovation; Y, timing of assessment; Z, treatment of comparators.
G/E, cost-effectiveness; DFD, disease-free day; DPA, disease progression avoided; GI, gastrointestinal; GORD, gastro-oesophageal reflux disease; ICST, inhaled corticosteroid; LYG, life-years gained; LYS, life-years saved; OA, osteoarthritis; RTI, respiratory tract infection; SFD, symptom-free day; SSRI, selective serotonin reuptake inhibitor; STFD, systemic therapy-free day; STP, successfully treated patient; TCA, tricyclic antidepressant; UGI, upper gastrointestinal.
## Papers suggesting methods to assess variability

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drummond</td>
<td>To use modelling to compare the cost-effectiveness of the treatment of acid-related disease across countries</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Using the same structural model and core assumptions, which are then applied to the specific contexts of four health care systems: Belgium, France, United Kingdom and the United States. All countries took core efficacy data from a US trial, but compliance with therapy, detection rates and consequent use of healthcare resources were allowed to vary by country. Cost comparisons between countries were made by adjusting to US dollars using purchasing power parities.</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Menzin</td>
<td>To explore how data from pivotal clinical trials in one setting can serve as a basis for economic evaluations in others using the example of recombinant human deoxyribonuclease to improve pulmonary function in patients with cystic fibrosis</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Modelling based on the assumption that the relative risk reduction is generalisable to other settings, but resource utilisation is country-specific. Information is ascertained through expert opinion on 'practice pattern' parameters believed likely to vary across countries such as the likelihood of hospitalisation and the associated mean length of stay in hospital. A decision model was used as a means of extrapolating from the US trial data to the other locations.</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Postma</td>
<td>To inform multinational HIV/AIDS public-health strategy planning in the European Union by integrating national studies on HIV/AIDS</td>
<td>No</td>
<td>Model</td>
<td>Yes</td>
<td>To estimate the economic impact of HIV/AIDS, an epidemic was simulated using two models (MIDAS and PC-based AIDS scenarios). Parameter values representing economic impact per patient-year were derived from a structured review of publications on economic aspects of HIV/AIDS. Cost data from existing studies can be used to produce preliminary and illustrative projections of AIDS impact on hospitals, but standardisation of these estimates must be improved if they are to be more valuable.</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle specific</td>
<td>NHS-specific</td>
<td>Methods</td>
<td>Empirical example</td>
<td>Dimension</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>---------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Tolle47</td>
<td>To review several European HIV-AIDS cost studies and outline the differences in methods used and where better approaches to cost estimation could have been adopted</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>To enhance the validity of comparing the costs of treatment and care packages across countries with different healthcare systems, a standardised cost framework is proposed. This allows the separation of actual (rather than methodological) variations in costs across locations. The standardised cost framework includes a checklist of standard cost categories that could be used in a cost study, a standardised approach to service use data collection and standard principles for estimating the unit costs of service use</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Davis49</td>
<td>To argue that additional information is necessary to determine the extent of extrapolation or generalisation to other populations warranted in a specific clinical trial</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To judge the extent to which the results of a clinical trial can be generalised requires additional information, which may be derived from basic science laboratory studies, animal studies, genetic studies (if applicable), observational, clinical and epidemiological studies and other randomised clinical trials with similar settings or treatments using a checklist framework. Two levels of generalisation exist: mechanistic and economic. The mechanistic question is &quot;Would the same pathological mechanism of a therapy apply in other segments of the population?&quot; and the economic question is &quot;Would the treatment be cost-effective in populations other than those studied in the trial?&quot;</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>De Jonghe98</td>
<td>To assess the cost-effectiveness of tuberculosis chemotherapy and to develop reasonable estimates of the marginal and average cost per case cured that could be of use to other countries at differing levels of income and infrastructure</td>
<td>No</td>
<td>Observational</td>
<td>No</td>
<td>Generalising results to other developing countries is questionable because of variation in national income per capita. In order to construct more realistic estimates of the average incremental unit cost for treatment in countries with higher incomes, the component of each unit cost is expenditure on local goods and services and the component that must be purchased from abroad in foreign currency should be distinguished. Cost can be divided into the external component denominated in dollars and the domestic component calculated in terms of percent of GDP per capita</td>
<td>Yes</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rovira</td>
<td>To criticise the present variability of economic appraisal methodologies and support their standardisation as a means of ensuring the comparability of the results of the studies done by different researchers</td>
<td>No</td>
<td>Not specific</td>
<td>Establishing a comprehensive set of methodological norms, which operationally define the procedures for performing a given type of analysis, including: (1) definition of concepts and methodology; (2) criteria for the selection of alternatives to be compared; (3) establishment of the effects to be included in different types of analysis; (4) establishment of precise procedures for measuring, valuing and adjusting the effects considered; (5) specification of the formulae applied to aggregate the various effects in a single index; (6) presentation of the results in a form that ensures the transparency and replication of the analysis</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Glick</td>
<td>To consider issues in the design and planning of an economic assessment, including factors that influence the generalisability of the study’s findings</td>
<td>No</td>
<td>Trial</td>
<td>Performing subanalyses of the clinical and economic data for a selected set of practice styles (e.g. separate analyses of costs and effects might be performed for centres with hospital lengths of stay that were longer than the average observed in the trial as well as for centres with shorter average stays). Two other approaches described include: (1) comparing trial-wide outcomes with trial-wide utilisation valued using centre-specific prices; (2) comparing trial-wide outcomes with centre-specific utilisation valued using centre-specific prices</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Oster</td>
<td>To compare the cost-effectiveness of two alternative approaches to the hypercholesterolaemia treatment in a RCT by increasing its generalisability to general practice</td>
<td>No</td>
<td>Trial</td>
<td>To enhance generalisability, the trial contained the following characteristics: (1) representative models of care; (2) compliance with plans of treatment was encouraged, but not enforced; (3) follow-up of 1 year irrespective of remaining on therapy; (4) minimal external monitoring; (5) costs of medications borne by patients who may insist on alternatives to their randomised treatment; (6) stratification of costs according possession of insurance coverage</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle specific</td>
<td>NHS-specific</td>
<td>Methods</td>
<td>Empirical example</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Heyland26</td>
<td>To determine the extent to which economic evaluations published in the critical care literature provide information that can help to improve the efficiency of an intensive care unit</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>Using criteria to assess the generalisability of economic evaluations based on: (1) clinical generalisability; (2) systems generalisability. Clinical generalisability relates to similarity of patients to those in user’s setting. Systems generalisability relates to appropriateness of viewpoint, availability of intervention, costing methods, unit prices, mix of resources, volume of patients, exchange rates, outcome measurement, patient preferences and discount rates to user’s setting.</td>
<td>No (but review of published studies exists)</td>
</tr>
<tr>
<td>Jefferson146</td>
<td>To discuss the problems of reviewing available economic information and to explore the possibility of summarising the results of a review in terms of quantities of resources, rather than prices</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Performing secondary analysis based on studies identified through a systematic literature search and screened against inclusion criteria. Cost estimates are stratified by age and for each population group, the ‘benefit-cost ratios’ are listed and the distribution of the estimates identified into the 25th, median, 75th percentile values (‘low’, ‘medium’ and ‘high’). All costs quoted in the studies are extracted and standardised to 1987 US dollars based on official exchange rates and PPPs. Quantities of resources are extracted to which a standard set of unit costs were applied. These are used in a series of evaluations performed on a simulated population cohort of 1 million individuals, holding the efficacy at 80% to generate a series of ‘benefit-to-cost ratios’.</td>
<td>Yes</td>
</tr>
<tr>
<td>Jefferson146</td>
<td>To determine whether scientific reviewing methods can be adapted to economic studies, to sum up evidence about the cost and cost-effectiveness of influenza vaccine and to carry out an experimental secondary economic evaluation</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Constructing secondary analysis using a resource costing approach, which considers the possibility of deriving data on resource inputs from existing studies, and estimating costs and cost-effectiveness from unit cost specific to a particular setting. Ranges of estimates were considered and pooled into an economic model based on a simulated general population cohort of 1 million individuals. Pooling consisted of construction of a distribution of resource estimates to which marginal unit costs of hospital, other care and lost working time were derived from a cost of illness study. Robustness of ‘benefit-to-cost ratios’ to changes in costs and influenza attack rates were assessed in sensitivity analyses, fixing the efficacy of the vaccine throughout</td>
<td>Yes</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle-specific</td>
<td>Methods</td>
<td>Empirical example</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>---------------------------</td>
<td>------------------</td>
<td>---------</td>
<td>------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Rittenhouse43</td>
<td>To question whether conventional efficacy measurements in the form of RCTs are appropriate for answering questions of interest to economists</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Using modelling to modify the results from RCTs to predict performance better in the real world of clinical practice based on conjecture or prior experience</td>
<td>No</td>
</tr>
<tr>
<td>Schulman77</td>
<td>To explore methods related to analysis of the economic evaluation alongside the Flolan International Randomised Survival Trial (FIRST) study</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To sample the country-specific health production functions in all study countries requires assessment of resources used to care for patients, the outcomes resulting from the use of these resources and the incremental effect of the treatment under study on costs and effects of therapy. In a trial-specific analysis, a single study resource cost for each item is based on the weighted average of the individual country costs. Country-specific analyses would apply single-country unit costs to aggregate levels of resources consumed by trial patients. This type of analysis would potentially be more usefully for local country decision-makers</td>
<td>No</td>
</tr>
<tr>
<td>Drummond1</td>
<td>To assist the user in determining whether the results of an economic study are valid</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>Using a checklist approach to determine whether an economic analysis yields valid and important results which can then be applied to the user’s clinical setting based on (1) validity of the results; (2) magnitude of the results and (3) implementation of the results</td>
<td>No</td>
</tr>
<tr>
<td>Jonsson33</td>
<td>To address the problems that arise in economic evaluations linked to international trials using as an example the economic substudy of GUSTO lib</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To assess the representativeness of baseline data on resource utilisation in different countries, a pooled proportional difference in resource utilisation across countries can be calculated and then applied to country-specific baseline costs. The validity of modelling life expectancy to countries outside the USA can be checked using methods such as comparing risk functions for a secondary infarction in the placebo group in the Scandinavian Simvastatin Survival Study and the associated survival functions after a secondary infarction</td>
<td>No</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice21</td>
<td>To explore the use of MLM in health services research</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Suggesting the application of MLM to detect centre-related differences in RCTs as outcome may be less dependent on treatment received, but centre characteristics</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Manning43</td>
<td>To identify threats to both the internal and external validity of estimated treatment effects and suggest possible econometric and experimental solutions</td>
<td>No</td>
<td>Trial</td>
<td>Observational</td>
<td>To suggest the use of econometric and experimental solutions for addressing bias in observational and RCT studies to improve estimates of treatment effects and incremental costs. The primary objective of evaluation is to provide information to guide future decisions concerning patients other than study participants, but because the latter may differ from future classes of patients in terms of unobservable characteristics, selectivity as important a threat to external validity as it is to internal validity. Alternative designs should be viewed as differences of degree (the validity of instruments for selection and participation) rather than kind (whether there was random allocation within the study)</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>McClellan144</td>
<td>To explore the use of instrumental variables for estimating the marginal cost-effectiveness of a medical technology</td>
<td>No</td>
<td>Observational</td>
<td>No</td>
<td>Using panel instrumental variable estimation methods to obtain estimates of cost and outcomes in observational datasets that eliminate the potentially large bias resulting from unobserved heterogeneity</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Rittenhouse139</td>
<td>To show how one may supplement a trial with additional data to connect the artificial trial to the real world of clinical practice</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To propose supplementing trial data with additional data to connect the artificial trial to the real world of clinical practice through modelling. If data are not directly available, a Bayesian approach to revising trial estimates could be adopted. For example, one trial measure which might be adjusted is the proportion of patients with disease who would have presented with clinical signs if they had not been part of a trial that allowed early detection and treatment based on subclinical testing mandated by the trial protocol. In routine practice, those presenting with clinical signs would use additional resources for treatment and or confirmatory diagnostics, those with subclinical disease would either never use resources if they never developed clinical manifestations, or use resources of a different type or intensity if perhaps they have different outcomes by virtue of their disease being discovered at a later time. Basing resource use and ultimate effectiveness on the revised measure of outcome rather than one in the trial could lead to more accurate estimates of the cost-effectiveness of interventions in routine practice</td>
<td>No</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coyle(^{127})</td>
<td>To discuss one of the threats to generalisability: the existence of protocol-driven costs</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Discusses a number of approaches including (1) modelling based on efficacy results from RCT data and data outside the trial; (2) pragmatic trials; (3) changes to data collection within RCTs by adapting study designs to allow analysis of costs which have only occurred for clinical reasons; (4) modifying protocols in select centres to examine effects on resource consumption and to design data collection such that contact is limited to that which would occur in real practice between the study physician and the patient.</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Haycox(^{115})</td>
<td>To test the international transferability of a disease model for UGI disease to different countries</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Internationalising a model consists of three steps: (1) Identification of variations in national cost-containment policies with their subsequent impact on clinical practice and resource utilisation; (2) measurement of the impact of such variation on health and economic outcomes; (3) valuation of the extent to which such variations altered the global costs and effectiveness for UGI disease.</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Johnston(^{125})</td>
<td>To explore the generalisability of costs from a trial investigating the frequency of breast cancer screening in the UK</td>
<td>No</td>
<td>Trial</td>
<td>Yes</td>
<td>Exploring whether trial centres are representative of the other centres in terms of organisational characteristics and adjusting costs for any biases inherent in the organisation of trial centres through the use of sensitivity analysis.</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Kinosian(^{141})</td>
<td>To review the key issues to be considered when extending trial data to real-world situations</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Developing risk profiles to identify a population in a clinical trial and then to extend data for this population to subjects outside the trial with the same set of risk factors. Two key issues must be considered: (1) the importance of cholesterol history over time and (2) the selection of the measure to be used to stratify the population and impute effects.</td>
<td>No</td>
<td>1</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mugford</td>
<td>To estimate costs and cost-effectiveness of a new model with a traditional antenatal care package in Argentina, Cuba, Saudi Arabia, Thailand and explore whether trial economic results are generalisable to other lower-resourced settings</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Investigating the feasibility of generalising cost and cost-effectiveness evidence from trial centres to non-trial centres in South Africa, Gambia, Zimbabwe, Indonesia and Bangladesh. From non-trial data including local characteristics and features of the health service including prices, morbidity and utilisation patterns, investigations can be made of whether there are enough resources to adopt either programme of care and whether the skills are available to deliver as effectively as in the trial</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Rutten-van Molken</td>
<td>To determine the relative economic consequences of treating asthmatic subjects with twice daily dry powder formoterol 12 µg as compared with salmeterol 50 µg after correction for country differences</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using regression analyses to correct for possible differences between countries and patients when testing the impact of the trial medication on total costs. Differences in definitions, costing methodology and uncertainty associated with data sources explain part of the variation in unit prices so it is difficult to pool the cost data from the 6 participating countries. Therefore, the importance of separating resource use from costs rather than simply reporting and analysing total costs is emphasised</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Schulman</td>
<td>To describe a framework for the collection and analysis of international resource cost data that can contribute to a consistent and accurate inter-country cost-estimation</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Developing a standardised costing methodology in seven countries by (1) converting total average costs to approximations of marginal unit costs and (2) converting costs from different countries into a common currency using purchasing power parities for the study countries. Where there were still several resource items for which unit costs were unavailable for certain countries, analysts developed an index table, based on a market-basket approach using a method based on physician-work and practice-expense resource-based relative value units</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle</td>
<td>NHS-specific</td>
<td>Methods</td>
<td>Empirical example</td>
<td>Dimension</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>---------</td>
<td>--------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Willke²₅</td>
<td>To explore a method for evaluating the generalisability of the overall cost-effectiveness results from a multinational clinical trial to individual countries participating in the trial for individual countries</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using regression models that take into account the treatment that a patient receives, a series of exogenous variables (e.g. disease severity), the health outcome of the episode and country-by-treatment and country-by-outcome interaction terms. The model specification allows treatment to affect cost independent of outcome, and allows the outcome to affect the cost of care independent of treatment to permit customisation of cost-effectiveness ratios</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Baltussen¹¹⁴</td>
<td>To propose a 3-step approach, comprising successive assessment of internal validity, external validity and net impact at the system level to enhance the informative value of economic analysis</td>
<td>No</td>
<td>Not specific</td>
<td>No</td>
<td>Using a three-step approach: step 1 involves deriving internally valid results through collecting effectiveness parameters and patient-specific data on resource utilisation in an RCT; step 2 involves adapting the results to the real world through taking into account context-specific factors such as the various procedures included in the economic evaluation, and specific physician, hospital and healthcare system characteristics; step 3 implies the assessment of costs and outcome changes associated with introducing the new intervention</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Caro¹³⁰</td>
<td>To generalise the results of WOSCOPS to the perspective of any national health service or other organisation responsible for societal costs</td>
<td>No</td>
<td>Trial/model</td>
<td>No</td>
<td>Deriving a generalised formula expressing the ratio in terms of elements that might be country-specific and those that ought to be more general. It is assumed that the relative treatment effect is generally applicable. However, the baseline risk can be affected by differences in the distribution of risk factors in different populations. With this model, one can calculate the cost-effectiveness for any given baseline risk. The major factor that clearly characterises the country is the cost structure, but full accounting of these details would require separate models</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle</td>
<td>NHS-specific</td>
<td>Methods</td>
<td>Empirical example</td>
<td>Dimension</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Dixon$^{12}$</td>
<td>To illustrate how economic evaluation alongside TARGET has been designed to avoid threats to external validity that an awareness of clinical, operational and economic aspects of a service can reveal</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To provide more valid data on resource use and costs requires the use of a number of approaches. Simpler problems (e.g. unit cost bias) can be explored using one-way sensitivity analysis using routine cost data. More complex problems can be dealt with by use of observational designs: (1) a prospective observational study; (2) the GPRD database; (3) a retrospective study; (4) a prospective study; (5) analysis of hospital tariffs across the UK as a useful measure of true cost variability and to inform sensitivity analysis</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Goeree$^{53}$</td>
<td>To develop a conceptual framework for selecting hospitals for unit cost estimates in national and international multicentre trials and to test the impact of alternative hospital selection on cost results</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To assess the generalisability of unit cost estimates, three considerations must be taken into account: (1) the number of hospitals chosen for unit cost estimates; (2) the sampling method for selection of hospitals; (3) desired level of subgroup analysis by geographical area</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Grieve$^{84}$</td>
<td>To test the validity of the assumption of homogeneity of costs between countries in multinational economic evaluations</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To illustrate that costs measured in one country may not be generalisable through the collection of country-specific costs. For each patient, durations of hospital stay, use of investigations, average medical time and local prices were collected and directly compared. Pooled data used in multinational economic evaluations may not be applicable to the local setting and instead evaluations should report disaggregated resource use data and country-specific costs which would be more useful to the decision-maker</td>
<td>Yes</td>
<td>1</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pang¹³⁷</td>
<td>To suggest the application of cluster analysis and MLM to multinational economic evaluation data</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To investigate patterns in resource utilisation between different countries or centres and examine the use of MLM to detect explicitly a hierarchical structure to multinational economic evaluation data if one is present and to explore the relationship between centre and outcome. The presence of clustering can have important implications for costing methodology and pooling of economic evaluation data</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Rutten-van Molken¹³⁴</td>
<td>To compare methods for aggregating resource utilisation and cost data from different countries</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To pool data, two approaches were used: (1) applying country-specific unit prices in national currencies to country-specific volumes of resource use and then converting to US dollars; a regression equation is estimated using dummy variables to control for differences between countries; (2) pooling volumes and adjusting these volumes to reflect national medical practice better and then applying country-specific unit prices in national currencies to the pooled volumes</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Shih¹⁴²</td>
<td>To overcome some of the bias inherent in RCT data while avoiding some of the common pitfalls associated with the use of observational data</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Using a decomposition technique between different population subgroups based on the principle of removing population effects from observed outcome effects and identification of the separate components of the outcome effect (treatment and population) is key. The treatment effect is the difference in relative risk applied to the treatment group, whereas the population effect is an adjustment for differences in 2 study populations. Multivariate regression models are used to regress costs on sets of risk factors such as age, gender, race, disease group and logistic/linear regression used to estimate branch probabilities and payoffs within a decision-modelling framework</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Brennan¹⁵⁸</td>
<td>To itemise the current and developing roles of modelling in economic evaluation and to discuss its value in each role</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Using modelling to bridge between efficacy and effectiveness and for tailoring of a robust set of clinical results to the different modes of organisation in particular locations</td>
<td>No</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evans⁵⁷</td>
<td>To examine intrastudy effects on validity</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Creating data collection strategies according to the level of internal validity found in an economic evaluation. Instead of viewing internal and external validity as polar opposites, validity should be considered in terms of a continuum within a particular study. The use of proxies to collect resource utilisation estimates, the reliance on patient self-reported data and the method of collecting this type of data all impact the validity of study results</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Murray⁹⁰</td>
<td>To outline methods of CEA, the limitations of current methods, directions for revising these methods and some of the remaining technical challenges facing this revision</td>
<td>No</td>
<td>Not specific; model by implication</td>
<td>No</td>
<td>Proposing a modification of the standard intervention current mix (ICM)–CEA lifting the constraint on the current mix of interventions to evaluate the cost-effectiveness of all options including currently funded interventions. These modifications include: (1) evaluating the costs and benefits of a set of related interventions with respect to the counterfactual of the null set of the related interventions; (2) presenting the results of CEA in a single league table. The decision rules are similar to those that have been derived for intervention mix constraint (IMC)–CEA, but the analysis starts from the origin by relating cost-effectiveness to ‘do nothing’ options</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Raikou¹¹⁹</td>
<td>To assess whether the use of average or centre-specific unit costs in multicentre trials have an impact on average treatment costs</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Comparing two methods for collecting costing information within a simulated clinical trial setting: (1) estimating average treatment costs by applying unit costs averaged across treatment centres to centre-specific volumes of resource use, (2) using centre-specific information for both the unit costs and the resource volumes, and then averaged across centres. Using a prespecified production relation between the different volumes of resource use, and simulating changes in unit costs, the two methods result in statistically different estimates of average treatment costs. Therefore a more cautious approach should be adopted in the collection, calculation and interpretation of treatment costs in multicentre studies</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Sorensen¹³⁶</td>
<td>To identify sources of cross-national variation in the cost of an episode of care, approaches to adjust variation and practical problems in trans-national adaptation of economic clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To address sources of trans-national variation include: (1) substituting unit prices of the target country, (2) adjusting observed resource quantity to typical treatment pattern of the target country, (3) replacing selected treatment encounters with functionally analogous service existing in target country and (4) subsetting trial cohort to obtain outcomes in a patient population representative of the target population</td>
<td>No</td>
<td>1</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunis²⁹</td>
<td>To review some of the methodological challenges in the design of medical effectiveness trials for olanzapine</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Enhancing the external validity of costs and effectiveness through naturalistic designs by relaxing several elements: (1) physicians are allowed to adjust dosages; (2) heterogeneous patient population with a variety of comorbidities including substance abuse; (3) administering treatment in an open-label fashion and flexibility in the use of non-pharmacological supportive and rehabilitative therapy</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Cook¹³¹</td>
<td>To explore the use of statistical methods for testing homogeneity of clinical and economic treatment effects among countries in the Scandinavian Simvastatin Survival Study (4S)</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Evaluating whether pooling of economic data is appropriate through the conduct of homogeneity tests to detect country-by-treatment interactions. A qualitative or crossover interaction occurs when the treatment effect is positive for patients in some countries and negative in others. A non-crossover interaction occurs when the magnitude, but not the direction, of treatment varies. Advantages of using net benefit measures relative to ICERs are also described</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Coyle¹³⁸</td>
<td>To assess the degree of variation in costs between patients and treatment centres and the determinants of such variation</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using one-way ANOVA to identify the degree of variation in costs between centres within each subgroup, and using OLS regression to assess the degree to which variation could be explained by various factors relating to unit costs, patient characteristics and centre characteristics</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Glick¹²¹</td>
<td>To investigate for collection of hospital unit cost data for use in multinational clinical trials, for how many types of hospitalisation and how many countries should estimates be obtained</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To investigate whether reliable methods for imputing hospitalisation costs exist to allow one to economise on data collection, subsets of hospitalisation types were randomly sampled and used to develop imputation regressions</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Systematic review methods</th>
<th>Vehicle</th>
<th>NHS-specific</th>
<th>Methods</th>
<th>Empirical example</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hutton132</td>
<td>To gain an understanding of the differences between healthcare settings that reduce the accuracy of cost generalisations</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>To demonstrate that cost generalisations within and between countries are unreliable through the collection and analysis of cost data in a multinational trial of antenatal care practice. Prices, resource use and health service use were compared between women with different case mix, health facilities, trial arms and study countries. Generalisation is only possible if levels of resource productivity, occupancy levels, staffing patterns, prices and exchange rates, input mix and health facility size are similar between settings</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Spath147</td>
<td>To propose a three-step approach to evaluate the potential of economic studies for transfer</td>
<td>Yes</td>
<td>Not specific</td>
<td>No</td>
<td>Using a checklist approach to identify relevant economic evaluations based on four inclusion criteria: perspective, number of competing options, appropriate therapies and relevance of therapies to the healthcare system concerned. This is followed by an analysis of the eligibility for transfer based on five indicators based on three dimensions: settings in which the studies might be used, the transferability of health outcome data and the transferability of resource utilisation data</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Oostenbrink159</td>
<td>To use Markov modelling to convert trial-based cost-effectiveness information from one country to another</td>
<td>No</td>
<td>Model</td>
<td>No</td>
<td>Using Markov modelling to facilitate the transfer of trial-based data to other countries by modelling the difference between treatment groups observed in trials by monthly transition probabilities between disease states and the probabilities of experiencing an event in a given disease state. As resource use is linked to disease states and events, a Markov model can be used to incorporate country-specific resource use and unit costs</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Welte148</td>
<td>To propose a checklist of transferability factors to assess the transfer of economic evaluation results between countries</td>
<td>Yes</td>
<td>Not specific</td>
<td>No</td>
<td>Using a checklist that groups transferability factors into methodological context, healthcare system and population characteristics. Different levels of effort are required for the analysis ranging from very low (e.g. discount rate) to very high (e.g. staff characteristics). The transfer of study results may require adjustment for time (using price indices), different currencies (using PPPs), effects, resource utilisation and monetary revaluation. The checklist enables a quick determination of possible transfer problems, the identification of the most needed adjustments and 'knock-out' criteria (e.g. great difference in disease incidence)</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Systematic review methods</td>
<td>Vehicle specific</td>
<td>NHS-specific</td>
<td>Methods</td>
<td>Empirical example</td>
<td>Dimension</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Koopmanschap\textsuperscript{135}</td>
<td>To investigate how costs should be handled in multinational economic evaluation</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using regression analyses to correct for differences in medical practice and calculating the costs of medical consumption as if all patients were treated in one country. Corrected amounts of resource consumption can be multiplied with country-specific costs</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td>Ludbrook\textsuperscript{122}</td>
<td>To investigate the conversion of prices to a common base in order to make results comparable in economic evaluations across countries</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using three ways to convert costs to a common currency base: (1) simple exchange rates, (2) healthcare PPP and (3) specific PPP for dialysis. Conversion factors can affect the interpretation of economic evaluation results particularly where input mix and relative prices vary significantly</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Sullivan\textsuperscript{124}</td>
<td>To present methodological options for conducting economic evaluations alongside multinational clinical trials</td>
<td>No</td>
<td>Trial</td>
<td>No</td>
<td>Using two analytical approaches: (1) pooling all patients with unit costs from one country and altering costs in a sensitivity analysis, (2) multivariate statistical analysis controlling for regional or country differences in the supply of healthcare, healthcare utilisation and patient behaviour using GNP, adjusted by purchasing power parity</td>
<td>No</td>
<td>1</td>
</tr>
</tbody>
</table>

1, Location; 2, time.
(D) Empirical application of methods to increase generalisability in economic evaluation

<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drummond</td>
<td>To use modelling to compare the cost-effectiveness of the treatment of acid-related disease across countries</td>
<td>Osteoarthritis (Misoprostol)</td>
<td>Using the same structural model and core assumptions, which are then applied to the specific contexts of four healthcare systems: Belgium, France, the UK and the USA. All countries took core efficacy data from a US trial, but compliance with therapy, detection rates and consequent use of healthcare resources were allowed to vary by country. Cost comparisons between countries were made by adjusting to US dollars using PPPs</td>
<td>Trial</td>
<td>The UK made the greatest use of ambulatory care, probably because of relatively well-developed primary care services in that country. The acquisition cost of misoprostol was similar for the three European countries, but was higher in the USA. The four countries differed both in the percentage of patients who were hospitalised with ulcer and the percentage who underwent a surgical operation. Duration of hospital stay was shortest in the USA, but the cost of surgical care was by far the highest. The estimated net costs of 3 months of misoprostol prophylaxis showed surprisingly similar results, despite differences between the countries in clinical practice patterns and cost components</td>
<td>The main problems that this study encountered related to the availability and type of data found in each country, a common problem in modelling studies</td>
<td>1</td>
</tr>
</tbody>
</table>
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<tbody>
<tr>
<td>De Jonghe98</td>
<td>To assess the cost-effectiveness of tuberculosis chemotherapy and to develop reasonable estimates of the marginal and average cost per case cured that could be of use to other countries at differing levels of income and infrastructure</td>
<td>Tuberculosis (Chemotherapy)</td>
<td>Generalising results to other developing countries is questionable because of variation in national income per capita. In order to construct more realistic estimates of the average incremental unit for treatment in countries with higher incomes, the component of each unit cost that is expenditure on local goods and services and the component that must be purchased from abroad in foreign currency should be distinguished. Cost can be divided into the external component denominated in dollars and the domestic component calculated in terms of percent of GDP per capita. Detailed cost data were collected from the National Tuberculosis Programmes (Tanzania, Malawi and Mozambique) during the first 6 months of 1990. Costs included programme management, laboratory, drugs, hospitalisation and ambulatory treatment. Sources included accurate budget sheets and accounting books, National Reference Laboratory reagent and equipment inventories, salary scales and receipts. Programme benefits were estimated using data from a cohort study and a transmission model.</td>
<td>Observational</td>
<td>Costs per patient treated for the different regimens in Malawi, Mozambique and Tanzania are remarkably similar except for the differences in costs of food and labour. Short-course chemotherapy is cheaper than standard chemotherapy per death averted and year of life saved for both hospital and ambulatory strategies, except for the marginal cost of ambulatory chemotherapy. Authors conclude that these are fairly robust conclusions. Desirability of hospitalising patients to increase compliance depends on locally specific determinants and marginal cost of hospitalisation, hence generalisations about the role of hospitalisation are not possible.</td>
<td>1</td>
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<tr>
<td>Jefferson 140</td>
<td>To discuss the problems of reviewing available economic information and to explore the possibility of summarising the results of a review in terms of quantities of resources, rather than prices</td>
<td>Influenza (Vaccination)</td>
<td>Performing secondary analysis based on studies identified through a systematic literature search and screened against inclusion criteria. Cost estimates are stratified by age and for each population group, the BCRs are listed and the distribution of the estimates identified into the 25th, median, 75th percentile values ('low', 'medium' and 'high'). All costs quoted in the studies are extracted and standardised to 1987 US dollars based on official exchange rates and PPPs. Quantities of resources are extracted to which a standard set of unit costs were applied. These are used in a series of evaluations performed on a simulated population cohort of 1 million individuals, holding the efficacy at 80% to generate a series of BCRs</td>
<td>Model</td>
<td>Benefit-to-cost ratios change with different resource estimates and attack rates. There was an inverse relationship between incidence/attack rates and benefit-to-cost ratios</td>
<td>Methodological issues arise when attempting to perform 'secondary analysis' of existing economic evaluations including: (1) terminology (i.e. definition of economic evaluation; (2) aim of the review; (3) distinction between primary and secondary economic evaluation; (4) standardisation of costs; (5) specification of healthcare context; (6) quantities of inputs and variations in combinations of factor inputs; (7) standardisation of price, currency and technology levels. Developmental progress may require a more coherent theoretical framework linked to cost and production function theory</td>
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<tr>
<td>McClellan144</td>
<td>To explore the use of instrumental variables for estimating the marginal cost-effectiveness of a medical technology</td>
<td>MI (Intensive care procedures)</td>
<td>Using panel instrumental variable estimation methods to obtain estimates of cost and outcomes in observational datasets that eliminate the potentially large bias resulting from unobserved heterogeneity. Data on the treatment of heart attacks in the US elderly population from 1987 to 1990 were used to estimate panel IV models of the incremental costs and outcome effects of intensive cardiac procedures (cardiac catheterisation, subsequent revascularisation (angioplasty or bypass surgery)). Indicator variables for the technological capabilities at each hospital over time were based on the date and quantity of invasive procedures performed on elderly acute MI patients. Difference-in-differences estimation methods were used to identify treatment effects with an emphasis on testing the validity of identifying assumptions. To obtain IV estimates of the outcome and cost effects of the incremental treatments resulting from technology adoption, models were implemented that estimated weighted-average treatment effects over all demographic groups and all adopter-non-adopter hospital DD comparisons. A saturated analysis of variance model with binary interactions for patient demographics and a full set of hospital fixed effects and year fixed effects to remove average differences in treatments and outcomes associated with these observable factors were estimated. Interactions between hospital type and year as instrumental variables were used to estimate residual DD treatment and outcome relationships</td>
<td>Observational</td>
<td>The most conservative cost-effectiveness estimate for the diffusion of invasive acute MI technologies is at least $40,000 per patient surviving to 1 year. If some of the mortality reduction is attributed to the timing of adoption decisions after bad years, the cost-effectiveness estimate is $70,000. By contrast, least-squares estimates based on adjustments for observable patient differences would lead to a cost-effectiveness ratio under $30,000.</td>
<td>This study involves the average cost-effectiveness of changes in medical treatment patterns rather than the population average cost-effectiveness for an observable population and therefore is likely to be more relevant for policy analysis</td>
<td>1</td>
</tr>
</tbody>
</table>

---

Continued...
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jefferson146</td>
<td>To determine whether scientific reviewing methods can be adapted to economic studies, to summarise evidence about the cost and cost-effectiveness of influenza vaccine and to carry out an experimental secondary economic evaluation</td>
<td>Influenza (Vaccination)</td>
<td>Constructing secondary analysis using a resource costing approach, which considers the possibility of deriving data on resource inputs from existing studies and estimating costs and cost-effectiveness from unit cost specific to a particular setting. Ranges of estimates were considered and pooled into an economic model based on a simulated general population cohort of 1 million individuals. Pooling consisted of construction of a distribution of resource estimates to which marginal unit costs of hospital, other care and lost working time were derived from a cost of illness study. Robustness of BCRs to changes in costs and influenza attack rates were assessed in sensitivity analyses, fixing the efficacy of the vaccine throughout</td>
<td>Model</td>
<td>The number of doctor–patient consultations and work-days lost do not appear to substantially affect the BCR, whereas the model is sensitive to the estimate used for length of hospital stay. The BCRs range from 0.3 to 1.2 for the low attack rate scenarios and from 1.1 to 3.6 for the high attack rate scenarios. There appears to be a direct relationship between estimated attack rates and BCR</td>
<td>The study does not prove conclusively that systematic review-based approach to economic studies can yield results that can be generalised to other countries. Other questions to be addressed for generalising the model are (1) how to specify the healthcare context; (2) how to standardise price levels and currency; (3) how to deal with differences in technology levels; and (4) how to adjust the model for differences in resource use and valuation and hence marginal costs of technologies</td>
</tr>
<tr>
<td>Johnston125</td>
<td>To explore generalisability of costs from a trial investigating the frequency of breast cancer screening in the UK</td>
<td>Breast cancer (Screening)</td>
<td>Exploring whether trial centres are representative of the other centres in terms of organisational characteristics and adjusting costs for any biases inherent in the organisation of trial centres through the use of sensitivity analysis. Three data sources were used: (1) survey of all breast screening centres within the UK BSP, (2) nationally collected government statistics on outputs for all screening centres; (3) unit costs specially collected from the five screening centres participating in the trial. Trial centres were judged on their representativeness based on medians. One-way and multi-way sensitivity analysis were performed to explore the impact of each characteristic on unit costs for unrepresentative centres</td>
<td>Trial</td>
<td>Trial centres were found to be unrepresentative of non-trial centres for programme size, rural/urban location, number of mobile vans, several assessment procedures and some input levels</td>
<td>Determination of representativeness was not difficult because (1) the median was chosen as a definition of representativeness, (2) many variables were categorical and required subjective judgement and (3) the baseline study was multicentred. Defining an important cost difference is also difficult and a possible solution would be to ask policy-makers. Existence of differences has implications for the selection of centres for inclusion in trials more generally</td>
</tr>
</tbody>
</table>
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<tr>
<td>Haycox 115</td>
<td>To test the international transferability of a disease model for UGI disease to different countries</td>
<td>UGI [GORD, ulcer, motility disorders] (PPIs, H2 receptor antagonists)</td>
<td>Internationalising a model consists of three steps: (1) identification of variations in national cost-containment policies with their subsequent impact on clinical practice and resource utilisation; (2) measurement of the impact of such variation on health and economic outcomes; (3) valuation of the extent to which such variations altered the global costs and effectiveness for UGI disease. The UK baseline model was adapted to 9 countries (Australia, Austria, Germany, Italy, The Netherlands, Sweden, Switzerland, UK, USA) based on local treatment patterns after discussion with experts. Local unit costs were used to analyse resource consumption within each country. Where certain resources were unavailable or not used, the price of the most commonly used alternative was applied. Estimates concerning the weighted average cost of each category of drug was based upon national market share of each individual drug. Sensitivity analysis was undertaken to evaluate the impact of variations in unit costs or patterns of care.</td>
<td>Model</td>
<td>Wide variability exists between countries in the cost of treating patients for UGI disease: (35% GORD, 32.5% ulcer, 32.5% motility disorders): UK = £174.52, Sweden = £312.40, Switzerland = £283.04, Germany = £176.11 A dichotomy exists between the UK and Germany ('the cheap countries') and Sweden and Switzerland ('the expensive countries'). In all major cost categories, the cost of treating patients in the UK and Germany is significantly lower than that in Sweden and Switzerland. The model was sensitive to cost but comparatively insensitive to changes to transition probabilities underlying the model. Much variation can be attributed to differences in the availability and costs of resources between countries. Given the proven transferability of the model, it can be reasonably expected that significant cost advantages underlying implementation in the UK would be equally applicable to other European countries.</td>
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<tr>
<td>Willke</td>
<td>To explore a method for evaluating the generalisability of the overall cost-effectiveness results from a multinational clinical trial to individual countries participating in the trial for individual countries</td>
<td>Subarachnoid haemorrhage (Tirilazad mesylate)</td>
<td>Using regression models that take into account the treatment that a patient receives, a series of exogenous variables (e.g., disease severity), the health outcome of the episode and country-by-treatment and country-by-outcome interaction terms. The model specification allows treatment to affect cost independent of outcome, and allows the outcome to affect the cost of care independent of treatment to enable customisation of cost-effectiveness ratios. Data were used from a Phase 3 trial conducted in nine European countries, Australia and New Zealand of tirilazad mesylate for the treatment of aneurysmal subarachnoid haemorrhage. The trial accrued a total of 1,023 patients across four different treatment arms (three different doses of tirilazad plus a vehicle-only arm)</td>
<td>Test of equality of country means $F = 66.6$, $p &lt; 0.0005$ $\chi^2 = 23.6$, $p &lt; 0.0005$. The full treatment effect on costs estimates ranges from a high of $5845 in additional costs per treated patient in country 2 to a low of $4812 in cost savings per treated patient in country 5. Differences between country-specific full and net treatment effects on cost are largest in country 1 ($2230) and lowest in country 2 ($1303). Cost-effectiveness ratios, overall and by country, were reported. Country-specific utilisation differences, controlling for outcome, clearly contribute to the variation in cost-effectiveness ratios</td>
<td>Cost-decomposition methodology can easily be applied to other studies, including those with non-binary treatment outcomes by using appropriate multivariate techniques and represents at least a partial solution to the common problem of customising multinational trial results for individual countries in the trial. However, it requires that country-specific per patient costs by treatment group are available and will generally not be applicable to countries not contributing cost data to the trial. To help improve economist’s ability to use Phase 3 study data, target markets for the clinical or economic end-points of the study should be identified before the study is initiated to ensure that there are a sufficient number of study sites and patients in these markets to develop country-specific estimates. Investigators should develop a data collection strategy that includes resource elements most likely to be affected by practice pattern variation in outcomes expected across markets. Non-biological variations in outcomes may be expected across study sites</td>
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<tr>
<td>Schulman120</td>
<td>To describe a framework for the collection and analysis of international resource cost data that can contribute to a consistent and accurate inter-country cost estimation</td>
<td>Subarachnoid haemorrhage (Tirilazad mesylate)</td>
<td>Developing a standardised costing methodology in seven countries by (1) converting total average costs to approximations of marginal unit costs; (2) converting costs from different countries into a common currency using purchasing power parities for the study countries. Where there were still several resource items for which unit costs were unavailable for certain countries, analysts developed an index table, based on a market-basket approach using a method based on physician-work and practice-expense resource-based relative value units. Pairwise comparisons were done for the seven countries where cost data were collected. The basket was defined by six services for which unit cost data were available in all seven countries. The unit cost of each item was multiplied by its mean utilisation in the study to create a weighted total cost for each of the six items for each country and summed to create a market-basket total cost. Where costs are unavailable in all countries, a method based on a set of relative value units developed in the USA was used. The relative value units for physician services were estimated by ascertaining the factors that physicians considered to constitute their work input and other resource costs for medical services and procedures. Separate relative value units were available for the work involved in the procedure (physician-work relative units) and for practice expenses (practice-expense relative value units). By assigning a country-specific cost to the relative value unit, relative value units can be translated into monetary terms. A regression analysis to predict the costs of procedures as a function of the two sets of relative value units and other indicator variables was used to develop an imputation method based on relative value units</td>
<td>Trial</td>
<td>Relative medical cost indices are: Germany (Italy = 0.74, France = 0.56, Sweden = 0.38, UK = 0.42, Australia = 0.49, Spain = 0.52); Italy (Germany = 1.35, France = 0.75, Sweden = 0.51, UK = 0.56, Australia = 0.66, Spain = 0.70); France (Germany = 1.35, Italy = 1.33, Sweden = 0.68, UK = 0.75, Australia = 0.88, Spain = 0.93); Sweden (Germany = 2.64, Italy = 1.96, France = 1.47, UK = 1.10, Australia = 1.30, Spain = 1.37); UK (Germany = 2.41, Italy = 1.79, France = 1.34, Sweden = 0.91, Australia = 1.19, Spain = 1.25); Australia (Germany = 2.03, Italy = 1.51, France = 1.13, Sweden = 0.77, UK = 0.84, Spain = 1.06); Spain (Germany = 1.92, Italy = 1.43, France = 1.07, Sweden = 0.73, UK = 0.80, Australia = 0.95)</td>
<td>If resource-costing exercises are to proceed on a multinational level, researchers must develop resource cost data that are economically comparable. Average total costs are likely to contain overhead or capital costs, which in theory may be invalid for intercountry comparisons</td>
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<tr>
<td>Cook131</td>
<td>To explore the use of statistical methods for testing homogeneity of clinical and economic treatment effects among countries in the Scandinavian Simvastatin Survival Study (4S)</td>
<td>Coronary heart disease (Simvastatin)</td>
<td>Evaluating whether pooling of economic data is appropriate through the conduct of homogeneity tests to detect country-by-treatment interactions. A qualitative or crossover interaction occurs when the treatment effect is positive for patients in some countries and negative in others. A non-crossover interaction occurs when the magnitude, but not the direction, of treatment varies. Resource utilisation data (hospitalisations) were used from the 4S, a controlled trial of simvastatin versus placebo for hypercholesterolaemic patients with existing coronary heart disease in Denmark, Finland, Iceland, Norway and Sweden. Resources were valued using country-specific unit costs</td>
<td>Trial</td>
<td>The results of the test for mortality and hospitalisation rates showed no evidence of a country-by-treatment interaction, indicating that the data could be pooled. Unit cost data were only available for Sweden, so this may have reduced the overall variability in the cost-effectiveness estimates. Although the estimates of the cost-effectiveness ratio for the five countries differed, the Gail and Simon test indicated no evidence of a quantitative interaction. If no treatment-by-country interaction exists, data across countries can be pooled to improve the precision of the estimated cost-effectiveness ratio. Ignoring country and pooling gives a pooled ratio of $59,364 per additional survivor. Alternatively, pooling the data by giving equal weight to each country gives a pooled ratio of $62,653 per additional survivor</td>
<td>Heterogeneity tests for interaction typically have low statistical power. Also, the relative similarity of the five countries in the 4S and the lack of unit costs for all the countries may have led to a bias toward homogeneity that may not be found in other situations</td>
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<tr>
<td>Coyle138</td>
<td>To assess the degree of variation in costs between patients and treatment centres and the determinants of such variation</td>
<td>Head and neck cancer with carcinoma of the bronchus (Conventional radiotherapy, CHART)</td>
<td>Using one-way ANOVA to identify the degree of variation in costs between centres within each subgroup and using OLS regression to assess the degree to which variation could be explained by various factors relating to unit costs, patient characteristics and centre characteristics. Data were used from the CHART, which included 526 patients from 10 UK centres</td>
<td>Trial</td>
<td>The degree of variation within each treatment trial subgroup was similar, but appeared to be greater for CHART therapy than conventional therapy. For both the head and neck and bronchus patients, there was statistically significant variation in costs between centres for CHART patients. For conventional therapy, there was greater variation within centres with no statistically significant variation between centres after Bonferroni correction. For radiotherapy costs, variables identified as determinants of variation were (1) an index of the cost of protocol radiotherapy regimen which is a proxy for overtime payments to staff; (2) a dummy variable denoting whether the treatment centre delivered the CHART treatment during normal working hours. For hospital costs, variables identified as determinants of variation were dummy variables denoting whether the treatment centre used a hostel ward and whether the patient had an advanced tumour stage.</td>
<td>The results indicated that significant variation between centres occurred only for CHART and specifically in relation to radiotherapy and hospital costs so the data from individual centres may not be generalisable. Almost all the variation in radiotherapy costs was explained by differences in unit costs between centres primarily due to differences in payment mechanisms for after-hours treatments and the annual use of equipment. For hospital costs, the provision of hostel accommodation and patient characteristics were important determinants of variation between treatments.</td>
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<tr>
<td>Baltussen</td>
<td>To propose a 3-step approach, comprising successive assessment of internal validity, external validity and net impact at the system level to enhance the informative value of economic analysis</td>
<td>Prostatic hyperplasia (BPH) (TUMT versus standard treatment – TURP)</td>
<td>Using a three-step approach: step 1 involves deriving internally valid results through collecting effectiveness parameters and patient-specific data on resource utilisation in an RCT; step 2 involves adapting the results to the real world through taking into account context-specific factors such as the various procedures included in the economic evaluation and specific physician, hospital and healthcare system characteristics; step 3 implies the assessment of costs and outcome changes associated with introducing the new intervention. By additional modelling, cost estimates at the individual level were corrected for the fact that the RCT of TUMT versus standard treatment – TURP – took place in an academic hospital which had larger overhead costs and capacity utilisation. Budget impact was assessed by applying scenario analysis using real-world cost estimates, numbers of patients eligible for TUMT treatment in the future, explicit assumptions regarding demographical, epidemiological and technological developments</td>
<td>Trial</td>
<td>Costs of TUMT and TURP were 28% and 12% lower in the real world than in the RCT. Budget impact analysis encompassed savings of up to $US8 million</td>
<td>Analysis revealed that because of relatively low annual equipment costs, the number of centres through which TUMT is provided affects total costs to the system level only slightly. The number of men seeking BPH treatment following the introduction of TUMT will be a major determinant of the total costs of BPH at the system level</td>
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<tr>
<td>Goeree53</td>
<td>To develop a conceptual framework for selecting hospitals for unit cost estimates in national and international multicentre trials and to test the impact of alternative hospital selection on the cost results</td>
<td>Prelabour rupture of the membranes at term</td>
<td>Consideration for the number of hospitals chosen for unit cost estimates are: (1) the larger the number of hospitals participating in the trial, the less representative or applicable are the costs from one hospital or a small number of hospitals; (2) the method of sampling for selection of hospitals can be systematic or random – the selection of hospitals may be based on key hospital characteristics known to impact on unit costs such as hospital size, level of output, patient mix, teaching status, urban/rural location or extent of staff unionisation; (3) the desired level of subgroup analysis by geographical area – hospital cost variation may be as large within countries as it is between countries. Using PPPs or cross-currency exchange rates are at best only gross-country adjustments. The TermPROM clinical trial investigating the rates of neonatal infection and Caesarean section among 4 management strategies for pregnancies with prelabour rupture of the membranes at term was used which included 72 hospitals across 6 countries with the majority of the patients recruited from Canada, the UK and Australia. Detailed cost information was collected from 6 Canadian hospitals (3 large teaching and 3 small community), 4 UK hospitals (2 large teaching and 2 small community) and 2 Australian hospitals (1 large teaching and 1 small community). Country-specific hospital unit cost estimates were calculated as the midpoint between the highest and lowest cost estimate across hospitals within a country for each resource. Cost analyses were prepared using national and international comparisons.</td>
<td>Trial</td>
<td>Basic study results reported no statistically significant differences in the rate of neonatal infection or Caesarean section between any of the 4 management strategies. Across each of the 4 management strategies, the method of selecting and stratifying hospitals resulted in a 30–55% difference between the lowest and highest median estimates. In some cases, the relative ranking of the least and most expensive strategies varied across methods. Furthermore, wide variations were observed in the pairwise statistical comparisons.</td>
<td>In both national and international comparisons, both the absolute and relative cost results and statistical comparisons of treatment alternatives varied according to the selection and stratification of hospitals for unit cost estimations. Two solutions are proposed: unit costs should be collected from as many hospitals as possible and a series of multivariate hospital cost studies should be conducted to examine the independent contribution of important cost drivers.</td>
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<tr>
<td>Grieve84</td>
<td>Stroke</td>
<td>To test the validity of the assumption of homogeneity of costs between countries in Europe</td>
<td>Multinational economic evaluations were conducted to determine the average costs of hospital stays across Europe. Pooled data were used to calculate mean costs per case.</td>
<td>Therefore, it can be concluded from this study that hospital costs measured in one European country do not seem generalisable to another, and the pooled data from multinational evaluations may not be applicable to the local setting.</td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
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<td></td>
<td></td>
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</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The costs of stroke management varied across Europe. The mean length of stay ranged from 12 days in France to 34 days in the UK. The average nursing time per day ranged from 13 hours in Spain to 26 hours in France.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Therefore, it can be concluded from this study that hospital costs measured in one European country do not seem generalisable to another, and the pooled data from multinational evaluations may not be applicable to the local setting.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<tr>
<td>Koopmanschap</td>
<td>To investigate how costs should be handled in multinational economic evaluation</td>
<td>Breast cancer (Chemotherapy with growth factors)</td>
<td>Using regression analyses to correct for differences in medical practice and calculating the costs of medical consumption as if all patients were treated in one country. Corrected amounts of resource consumption can be multiplied with country-specific costs. The first approach aimed at finding differences in treatment patterns, given relatively homogeneous patient groups. For each of the main categories of medical consumption (e.g. hospital days, consultations, radiotherapy), a statistical analysis tests for country-specific differences in the amount of medical consumption, controlling for variables such as disease stage, treatment arm and age. If statistically 'significant and relevant' differences exist, these should be corrected for. For example, if in country X, 20% fewer laboratory tests are carried out than in country Y (controlling for differences in patient characteristics), patients' laboratory consumption should be corrected downwards when estimating the costs as if all patients were treated in country X. The corrected amounts of medical consumption can then be multiplied with country-specific unit costs. The second approach aimed to explain differences between countries more directly through explaining costs by age, disease state, treatment arm, country and relevant interaction terms.</td>
<td>Trial</td>
<td>Approach 1: The range of original hospital costs of €16,900–20,700 narrows to €18,600–20,300 after pooling costs including corrections. The correction factors were modest and were slightly different from the corrections used for pooling because the country-specific corrections (consultations, day-care treatment, laboratory procedures) did not impact upon the largest cost components such as hospitalisation and radiotherapy. Approach 2: The influence of country on costs is not significant for total costs or hospital costs. Adding interaction terms between country and disease state did not produce any significant interaction term and did not improve the explanatory power of the analysis.</td>
<td>Two provisional approaches were applied to analyse the differences in medical practice and treatment costs across countries. The first approach explains differences in the amount of medical consumption of separate types of hospital consumption focusing on specific medical services for which a clear homogeneous volume indicator is available. The second approach explains differences in total costs (including drugs) and total hospital costs between countries, but did not detect a significant role for any country parameter, either a simple country dummy or interactions of country and other parameters. This might be as a result of the fact that aggregated hospital costs cannot show differences in costs of specific medical services.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>---------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Oostenbrink(^{159})</td>
<td>To use Markov modelling to convert trial-based cost-effectiveness information from one country to another</td>
<td>Chronic obstructive pulmonary disease</td>
<td>Using Markov modelling to facilitate the transfer of trial-based data to other countries by modelling the difference between treatment groups observed in trials by monthly transition probabilities between disease states and the probabilities of experiencing an event in a given disease state. As resource use is linked to disease states and events, a Markov model can be used to incorporate country-specific resource use and unit costs. Transition probabilities and probabilities of experiencing a severe or non-severe exacerbation were derived from three trial-based cost-effectiveness analyses performed in The Netherlands, Belgium, the USA and 18 other countries. Resource use was segregated into maintenance treatment according to disease severity and treatment associated with exacerbations. Country-specific resource use included the probability and duration of hospitalisation during an exacerbation.</td>
<td>Model</td>
<td>The costs of tiotropium were consistently lower than for existing therapy because of the 13–27% lower probability of experiencing a (severe) exacerbation. Costs in the USA were approximately twice as high as in The Netherlands and Belgium. The proportion of total costs due to hospitalisation varied between 30 and 60% depending on the treatment arm and the country.</td>
<td>A Markov model in which resource use depends on the disease state and exacerbations, irrespective of treatment group is well suited to convert trial-based economic data on chronic obstructive pulmonary disease to other countries.</td>
</tr>
<tr>
<td>Rutten van-Molken(^{134})</td>
<td>To compare methods for aggregating resource utilisation and cost data from different countries</td>
<td>Asthma (B2 agonists)</td>
<td>To pool data, two approaches were used: (1) applying country-specific unit prices in national currencies to country-specific volumes of resource use and then converting to US dollars; a regression equation is estimated using dummy variables to control for differences between countries; (2) pooling volumes and adjusting these volumes to better reflect national medical practice and then applying country-specific unit prices in national currencies to the pooled volumes. Data were used from an international 6-month trial of two long-acting bronchodilators to treat patients with asthma.</td>
<td>Trial</td>
<td>The choice of aggregation method has considerable impact on estimated costs between the two drugs. Although based on the same underlying volumes, the second method of aggregation demonstrated considerable differences between countries caused by different relative prices of various types of care within countries. However, the second method is more transparent.</td>
<td>When there is insufficient power to restrict CEA to one country, the best solution is to pool the volumes of resource use, adjust these pooled volumes to better reflect the national medical practice and apply country-specific unit costs to the adjusted pooled volumes.</td>
</tr>
</tbody>
</table>

---

Note: The table continues with additional studies and information.
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caro</td>
<td>To generalise the results of WOSCOPS to the perspective of any national health service or other organisation responsible for societal costs</td>
<td>Hypercholesterolaemia (Prevastatin)</td>
<td>Deriving a generalised formula expressing the ratio in terms of elements that might be country-specific and those that ought to be more general. It is assumed that the relative treatment effect is generally applicable. However, the baseline risk can be affected by differences in the distribution of risk factors in different populations. With this model, one can calculate the cost-effectiveness for any given baseline risk. The major factor that clearly characterises the country is the cost structure, but full accounting of these details would require separate models. WOSCOPS clinical trial results (undertaken in Scotland) were integrated with Belgian epidemiological and cost data to enable evaluation of the health and economic impact of pravastatin treatment in actual practice in Belgium. Absolute risk reduction = populations reference risk × relative risk reduction. The reference risk in the placebo group was 15.8% over 5 years and use of pravastatin reduced this risk by 22%, resulting in a 3.48% absolute risk reduction. The reference risk was estimated using an exponential regression model that predicted the transition from health to cardiovascular disease without treatment and the relative risk reduction came directly from the trial without adjustment. 744 subjects from the Belgium Interuniversity Research on Nutrition and Health (BIRNH) matched the main WOSCOPS criteria and information on specific values for each of the WOSCOPS risk factors was obtained, and the individual patient’s probability of a cardiovascular event was estimated using a regression equation. The local reference risk and relative risk reduction were applied in a Markov model analysis that ran for a total period of five years. The risk determines the number of individuals who will manifest the disease for the first time during that month and is estimated as the instantaneous transition rate (hazard) for both treatment arms from the cumulative incidence (risk). Costs were assigned to events occurring</td>
<td>Trial Model</td>
<td>Absolute relative risk reduction in Belgium parallels that observed in WOSCOPS (3.19% vs 3.48%). Use of pravastatin would prevent 297 out of 10,000 from developing overt cardiovascular disease. Cost-effectiveness ratio is €29,800 per life year gained (benefits discounted). The corresponding ratios for the UK is €31,400</td>
<td>Clinical and economic findings from WOSCOPS are generalisable to other populations with similar characteristics in terms of gender, age and cholesterol level</td>
<td>1</td>
</tr>
</tbody>
</table>

*continued*
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Clinical area (B2 agonists)</th>
<th>Methods</th>
<th>Vehicle</th>
<th>Conclusions</th>
<th>Other information</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rutten-van Molken133</td>
<td>To determine the relative economic consequences of treating asthmatic subjects with twice-daily dry powder formoterol 12 μg as compared with salmeterol 50 μg after correction for country differences</td>
<td>Asthma</td>
<td>Using OLS regression analyses to correct for possible differences between countries and patients when testing the impact of the trial medication on total costs. Independent variables included age, duration of illness in years, average peak flow during run-in, average day- and night-time symptom score during run-in and dummy variables for the trial drug, country, gender, smoking and having a paid job. Differences in definitions, costing methodology and uncertainty associated with data sources explain part of the variation in unit prices so it is difficult to pool the cost data from the 6 participating countries. Therefore, the importance of separating resource use from costs rather than simply reporting and analysing total costs is emphasised.</td>
<td>Trial (randomised open label)</td>
<td>OLS regression analyses of the pooled log transformed costs confirmed that there were no statistically significant differences in costs between formoterol and salmeterol. Proportion of variation in costs explained in the regression model was 24% for total costs and 20% for direct costs. Significant differences exist between countries. Swiss patients had significantly higher costs than patients from other countries and Italian patients had lower costs.</td>
<td>The regression analysis corrected for possible differences between countries and patients when testing the impact of the trial medication on total costs. Differences in definitions, costing methodology and uncertainty associated with data sources explain part of the variation in unit prices. It is difficult to pool the cost data from the 6 participating countries. Therefore, the authors emphasise the importance of separating resource use from costs rather than simply reporting and analysing total costs.</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Menzin</td>
<td>To explore how data from pivotal clinical trials in one setting can serve as a basis for economic evaluations in others using the example of recombinant human deoxyribonuclease (rhDNase) to improve pulmonary function in patients with cystic fibrosis</td>
<td>RTIs</td>
<td>Modelling based on the assumption that the relative risk reduction is generalisable to other settings, but resource utilisation is country-specific. Information is ascertained through expert opinion on 'practice pattern' parameters believed likely to vary across countries such as the likelihood of hospitalisation and the associated mean length of stay in hospital. A decision model was used as a means of extrapolating from the US trial data to the other locations. The US Phase 3 trial compared two different doses of rhDNase with vehicle (placebo). In the trial, patients were treated for 24 weeks and the outcome measures included change in pulmonary function (FEV1) and incidence of RTIs requiring parenteral therapy. In terms of economic endpoints, data on hospital admissions, inpatient days and days of oral and intravenous antibiotic therapy were collected. The US rate of hospitalisation and length of stay data were substituted by the relevant country-specific estimates for France, Germany, Italy and the UK.</td>
<td>Trial Model</td>
<td>US trial demonstrated a significant reduction in RTI-related hospital admissions with rhDNase (0.41 vs 0.56 for placebo; ( p &lt; 0.05 )) and in days of RTI-related outpatient intravenous antibiotic therapy (2.9 vs 4.4; ( p &lt; 0.05 )). Compared with placebo, the cost of treating RTIs over 24 weeks was $1682 less among patients receiving rhDNase once daily, primarily owing to reductions in the cost of hospitalisation.</td>
<td>Pricing US resource use observed in the trial in local currency demonstrated savings from £434 ($711) in the UK to FF 7010 ($1064) in France. Since US trial-based resource estimates were potentially misleading, adjustments were made based on the variability in two key parameters (rate of hospitalisation and length of stay). Overall effect was to reduce slightly the estimates of savings in Italy (from $908 to $607) and in France (from $1064 to $850). In Germany, there was a very small increase in savings from treating RTI</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Shih142</td>
<td>To overcome some of the bias inherent in RCT data while avoiding some of the common pitfalls associated with the use of observational data</td>
<td>End-stage renal disease (Erythropoietin, blood transfusion)</td>
<td>Using a decomposition technique between different population subgroups based on the principle of removing population effects from observed outcome effects and identification of the separate components of the outcome effect (treatment and population) is key. The treatment effect is the difference in relative risk applied to the treatment group, whereas the population effect is an adjustment for differences in 2 study populations. Multivariate regression models are used to regress costs on sets of risk factors such as age, gender, race, disease group and logistic/linear regression used to estimate branch probabilities and payoffs within a decision-modelling framework. The costs of 2 treatments for anaemia of renal failure (erythropoietin, blood transfusion) in an outpatient setting were modelled</td>
<td>Model</td>
<td>Under standard methods of decision analysis, an increase of US$7032 per patient following erythropoietin coverage was observed. Using the decomposition technique, this was US$6172, the difference coming from the population effect</td>
<td>Failure to remove population effects from observed outcome effects could lead to biased decision-making. Although not directly observable, the population effect can be imputed from secondary data. The decomposition and imputing technique allows for a more meaningful interpretation of the results for the purpose of policy analysis</td>
<td>1</td>
</tr>
<tr>
<td>Glick121</td>
<td>To investigate for collection of hospital unit cost data for use in multinational clinical trials, for how many types of hospitalisation and how many countries should estimates be obtained</td>
<td>Not specified</td>
<td>To investigate whether reliable methods for imputing hospitalisation costs exist to allow one to economise on data collection, subsets of hospitalisation types were randomly sampled and used to develop imputation regressions. It was assumed that the unit cost estimates for 47 types of hospitalisations collected in 4 European countries represented the universe of hospitalisations which was used as a population estimate against which error associated with imputations in population samples could be measured. To determine how many types of hospitalisation estimates should be obtained, (1) subsets were randomly sampled and used to develop imputation regressions; (2) these regression results were used to impute costs; and (3) measures of imputation error within each sample were estimated. To determine how many countries, a similar analysis was performed but with countries</td>
<td>Trial</td>
<td>The imputation error decreased as the number of types of hospitalisations and countries sampled increased, but the rate of reduction in error shrank. Further, the error was minimised by obtaining estimates for fewer types of hospitalisations from more countries</td>
<td>The availability of reliable methods for imputing hospitalisation costs allows one to economise on data collection. Collecting a small number of estimates (in this study, ~25) in as many countries as is feasible minimises imputation error</td>
<td>1</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Clinical area</td>
<td>Methods</td>
<td>Vehicle</td>
<td>Conclusions</td>
<td>Other information</td>
<td>Dimension</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>---------------</td>
<td>---------</td>
<td>---------</td>
<td>-------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Spath¹⁴⁷</td>
<td>To propose a three-step approach to evaluate the potential of economic studies for transfer</td>
<td>Breast cancer (Adjuvant therapy)</td>
<td>Using a checklist approach to identify relevant economic evaluations based on four inclusion criteria: perspective, number of competing options, appropriate therapies and relevance of therapies to the healthcare system concerned. This is followed by an analysis of the eligibility for transfer based on five indicators based on three dimensions: settings in which the studies might be used, the transferability of health outcome data and the transferability of resource utilisation data. Economic evaluations were identified through electronic databases and searches of bibliographies and independently reviewed by a health economist and an oncologist</td>
<td>Review</td>
<td>Of the 26 studies identified in the literature, 20 did not satisfy four inclusion criteria: no identification of perspective, no comparison of two or more therapies, no comprehensive description of the competing therapies or the therapies were not used within the French healthcare system. Six studies were appraised but none of these studies were considered relevant to the French healthcare system</td>
<td>The main reason for this conclusion was that the cost data were not reported in a transparent way. The authors suggested that if the studies had been suitable, the next steps for analysing the transferability of published economic evaluations would have been to check whether the data applied to their local setting and, if not, to assess whether it should be adapted</td>
<td>1</td>
</tr>
</tbody>
</table>

¹, Location; 2, time.

BCR, benefit-to-cost ratio; BPH, prostatic hyperplasia; CHART, continuous hyperfractionated accelerated radiotherapy; PPI, proton-pump inhibitor; RTI, respiratory tract infections; TUMT, transurethral microwave therapy; TURP, transurethral resection of the prostate.
Appendix 3

List of papers included in the systematic review of economic evaluations alongside multilocation trials in Chapter 5


O’Byrne P, Cuddy L, Taylor DW, Birch S, Morris J, Syrotuik J. Efficacy and cost benefit of inhaled


Appendix 4

Search strategies employed for electronic databases relating to the review detailed in Chapter 7

**MEDLINE** (SilverPlatter on ARC: 1980–November 2001)

**Searched: 25 February 2002**

1. osteoporosis
2. explode "osteoporosis"/ all subheadings
3. bone near densit*
4. "bone loss**
5. osteoporotic
6. "bone deminerali**
7. #1 or #2 or #3 or #4 or #5 or #6
8. "Economics"/ all subheadings
9. explode "Costs-and-Cost-Analysis"/ all subheadings
10. economic value of life in mesh
11. "Economics-Dental"/ all subheadings
12. explode "Economics-Hospital"/ all subheadings
13. "Economics-Medical"/ all subheadings
14. "Economics-Nursing"/ all subheadings
15. "Economics-Pharmaceutical"/ all subheadings
16. (econom$ or cost or costs or costly or costing or price or prices or pricing or pharmacoeconomic$) in ti, ab
17. (expenditure$ not energy) in ti, ab
18. (value near1 money) in ti, ab
19. budget* in ti, ab
20. #8 or #9 or #10 or #11 or #12 or #13 or #14 or #15 or #16 or #17 or #18 or #19
21. letter in pt
22. editorial in pt
23. #21 or #22
24. #20 not #23
25. animal in tg
26. human in tg
27. #25 not (#25 and #26)
28. (metabolic near cost) in ti, ab mesh
29. (energy or oxygen) near cost) in ti, ab mesh
30. #24 not (#27 or #28 or #29)
31. #7 and #30
32. #31 and (LA = "ENGLISH")

**EMBASE** (SilverPlatter on ARC: 1980–December 2001)

**Searched: 25 February 2002**

1. "cost-effectiveness-analysis"/ all subheadings
2. "cost-minimization-analysis"/ all subheadings
3. "cost-utility-analysis"/ all subheadings
4. "economic-evaluation"/ all subheadings
5. cost effect* in ti, ab
6. "cost benefit" in ti, ab
7. economic evaluation* in ti, ab
8. technology assessment* in ti, ab
9. pharmacoeconomic* in ti, ab
10. cost util* in ti, ab
11. #1 or #2 or #3 or #4 or #5 or #6 or #7 or #8 or #9 or #10 or #11
12. osteoporosis
13. explode "osteoporosis"/ all subheadings
14. bone near densit*
15. "bone loss**
16. osteoporotic
17. "bone deminerali**
18. #13 or #14 or #15 or #16 or #17 or #18
19. #12 and #19
20. #20 and (LA = "ENGLISH")

**EconLit** (SilverPlatter on ARC: 1980–January 2002)

**Searched: 25 February 2002**

1. osteoporosis
2. explode "osteoporosis"/ all subheadings
3. bone near densit*
4. "bone loss**
5. osteoporotic
6. "bone deminerali**
7. #1 or #2 or #3 or #4 or #5 or #6

**NHS EED administrative database at CRD (CAIRS)**

**Searched: 21 February 2002**

1. s osteoporosis
2. s bone(2W)densit$
3. s bone(W)loss$
4. s osteoporotic
5. s bone(W)deminerali$
6. s S1 or S2 or S3 or S4 or S5
HTA Database/CRD/CHE CATALOGUE (CAIRS)

Searched: 21 February 2002
1. s osteoporosis
2. s bone(2W)densit$
3. s bone(W)loss$
4. s osteoporotic
5. s bone(W)deminerali$
6. s S1 or S2 or S3 or S4 or S5
7. s Cost$ or econom$ or pharmacoecom$ or pric$ or value or expenditure
8. s S6 and S7

HEED (CD-ROM issue: January 2002)

Searched: 25 February 2002
The following terms were searched in all data fields:

osteoporosis or bone densit* or bone loss* or osteoporotic or bone deminerali*
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