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Background: Mental health professionals increasingly carry out risk assessments to prevent future violence by their patients. However, there are problems with accuracy and these assessments do not always translate into successful risk management.

Objectives: Our aim was to improve the accuracy of assessment and identify risk factors that are causal to be targeted by clinicians to ensure good risk management. Our objectives were to investigate key risks at the population level, construct new static and dynamic instruments, test validity and construct new models of risk management using Bayesian networks.

Methods and results: We utilised existing data sets from two national and commissioned a survey to identify risk factors at the population level. We confirmed that certain mental health factors previously thought to convey risk were important in future assessments and excluded others from subsequent parts of the study. Using a first-episode psychosis cohort, we constructed a risk assessment instrument for men and women and showed important sex differences in pathways to violence. We included a 1-year follow-up of patients discharged from medium secure services and validated a previously developed risk assessment guide, the Medium Security Recidivism Assessment Guide (MSRAG). We found that it is essential to combine ratings from static instruments such as the MSRAG with dynamic risk factors. Static levels of risk have important modifying effects on dynamic risk factors for their effects on violence and we further demonstrated this using a sample of released prisoners to construct risk assessment instruments for
violence, robbery, drugs and acquisitive convictions. We constructed a preliminary instrument including dynamic risk measures and validated this in a second large data set of released prisoners. Finally, we incorporated findings from the follow-up of psychiatric patients discharged from medium secure services and two samples of released prisoners to construct Bayesian models to guide clinicians in risk management.

Conclusions: Risk factors for violence identified at the population level, including paranoid delusions and anxiety disorder, should be integrated in risk assessments together with established high-risk psychiatric morbidity such as substance misuse and antisocial personality disorder. The incorporation of dynamic factors resulted in improved accuracy, especially when combined in assessments using actuarial measures to obtain levels of risk using static factors. It is important to continue developing dynamic risk and protective measures with the aim of identifying factors that are causally related to violence. Only causal factors should be targeted in violence prevention interventions. Bayesian networks show considerable promise in developing software for clinicians to identify targets for intervention in the field. The Bayesian models developed in this programme are at the prototypical stage and require further programmer development into applications for use on tablets. These should be further tested in the field and then compared with structured professional judgement in a randomised controlled trial in terms of their effectiveness in preventing future violence.
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<td>--------------</td>
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<td>MSRA</td>
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<tr>
<td>MSS</td>
<td>medium secure service</td>
</tr>
<tr>
<td>MSU</td>
<td>medium secure unit</td>
</tr>
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<td>NART</td>
<td>National Adult Reading Test</td>
</tr>
<tr>
<td>NESAR</td>
<td>National Epidemiologic Survey on Alcohol and Related Conditions</td>
</tr>
<tr>
<td>NHPMS</td>
<td>National Household Psychiatric Morbidity Survey</td>
</tr>
<tr>
<td>NIGB</td>
<td>National Information Governance Board</td>
</tr>
<tr>
<td>NICE</td>
<td>National Institute for Health and Care Excellence</td>
</tr>
<tr>
<td>NOMS</td>
<td>National Offender Management Service</td>
</tr>
<tr>
<td>NPV</td>
<td>negative predictive value</td>
</tr>
<tr>
<td>OASys</td>
<td>Offender Assessment System</td>
</tr>
<tr>
<td>OGP</td>
<td>Offender Assessment System General reoffending Predictor</td>
</tr>
<tr>
<td>OGRS2</td>
<td>Offender Group Reconviction Scale, version 2</td>
</tr>
<tr>
<td>OGRS3</td>
<td>Offender Group Reconviction Scale, version 3</td>
</tr>
<tr>
<td>OPCRIT</td>
<td>OPerational CRITeria checklist (for psychotic and affective symptoms)</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>OVP</td>
<td>Offender Assessment System Violent reoffending Predictor</td>
</tr>
<tr>
<td>PANSS</td>
<td>Positive and Negative Syndrome Scale</td>
</tr>
<tr>
<td>PCC</td>
<td>percentage correctly classified</td>
</tr>
<tr>
<td>PCL-R</td>
<td>Psychopathy Checklist – Revised</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>Psychopathy Checklist: Screening Version</td>
</tr>
<tr>
<td>PCS</td>
<td>Prisoner Cohort Study</td>
</tr>
<tr>
<td>PDD</td>
<td>pervasive developmental disorder</td>
</tr>
<tr>
<td>PIA</td>
<td>Paper Instrument for Acquisitive Crime</td>
</tr>
<tr>
<td>PID</td>
<td>Paper Instrument for Drugs</td>
</tr>
<tr>
<td>PIR</td>
<td>Paper Instrument for Robbery</td>
</tr>
<tr>
<td>PIV</td>
<td>Pencil and Paper Instrument for Violence</td>
</tr>
<tr>
<td>PNC</td>
<td>Police National Computer</td>
</tr>
<tr>
<td>PPV</td>
<td>positive predictive value</td>
</tr>
<tr>
<td>PSQ</td>
<td>Psychosis Screening Questionnaire</td>
</tr>
<tr>
<td>RCT</td>
<td>randomised controlled trial</td>
</tr>
<tr>
<td>RIOC</td>
<td>relative improvement over chance</td>
</tr>
<tr>
<td>RM2000V</td>
<td>Risk Matrix 2000 for Violence</td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristic</td>
</tr>
<tr>
<td>RRR</td>
<td>relative risk ratio</td>
</tr>
<tr>
<td>SAPROF</td>
<td>Structured Assessment of Protective Factors for Violence Risk</td>
</tr>
<tr>
<td>SCAN</td>
<td>Schedules for Clinical Assessment in Neuropsychiatry</td>
</tr>
<tr>
<td>SCID-II</td>
<td>Structured Clinical Interview for DSM-IV Axis II Disorders</td>
</tr>
<tr>
<td>SD</td>
<td>standard deviation</td>
</tr>
<tr>
<td>SE</td>
<td>standard error</td>
</tr>
<tr>
<td>SPJ</td>
<td>structured professional judgement</td>
</tr>
<tr>
<td>STAXI</td>
<td>State–Trait Anger Expression Inventory</td>
</tr>
<tr>
<td>STI</td>
<td>sexually transmitted infection</td>
</tr>
<tr>
<td>VMR-LRT</td>
<td>Vuong–Lo–Mendell–Rubin likelihood ratio test</td>
</tr>
<tr>
<td>VoRAMSS</td>
<td>Validation of New Risk Assessment Instruments for Use with Patients Discharged from Medium Secure Services</td>
</tr>
<tr>
<td>VRAG</td>
<td>Violence Risk Appraisal Guide</td>
</tr>
<tr>
<td>WAIS</td>
<td>Wechsler Adult Intelligence Scale</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
There is considerable public concern over the risk of harm from mentally ill people, and patients are sometimes stigmatised as a result. Our aim in this programme was to improve the accuracy of clinicians’ risk assessments and risk management. In the early stages we found that too much importance was placed on complicated mathematical scores of risk, which are often wrong. This approach can work better if the clinician combines this method with observing the problems that occur during rehabilitation, such as housing difficulties, poor social support, misusing drugs and alcohol and not continuing with treatment. These were the most important problems to deal with, especially if they directly caused violence.

We developed a new model of risk assessment and management using Bayesian networks. These take into account the factors that cause violence. These are the factors that clinicians must try to change if they want to prevent violence from happening. The model was based on the research evidence that we built up throughout the programme. It is currently in a preliminary format on a laptop computer, ready for developing software that can be used by clinicians in the future in the form of an application (app) after further programming. We have tested it with clinicians and service users, who have found it very useful and who have made important contributions to its development in the next stage.
Scientific summary

Background

Violence-related morbidity is a key public health problem and is of increasing concern to the public and policy-makers. Mental health services are increasingly involved in public health interventions to reduce violence. However, mental health services have primarily been involved at secondary and tertiary levels of prevention. Risk assessment has become an important role of mental health professionals, but previous research has concentrated largely on the development of risk prediction instruments, which have moderate accuracy levels. The essential link between risk assessment and risk management remains underdeveloped.

Developing preventative interventions, with emphasis on primary prevention, is an international policy priority of the World Health Organization (WHO). More information is needed on violence, its causes and its costs to society at the population level in the UK. The link between risk assessment and risk management must be made in all new risk assessment instruments, and clinical practice must progress by moving from inaccurate assessments based on risk prediction to identification of causal associations between risk factors and violence. New statistical approaches must be developed that facilitate the identification of causal mechanisms to identify the most appropriate targets for clinical intervention.

Objectives

The overall aim of the programme was to improve the quality of clinical risk management of individuals identified as being at high risk of harm to the public.

We had five principal objectives:

1. identification of high-risk subgroups at the population level (including prevalence and burden of care on mental health services) and the implications for clinical risk assessment and management
2. development of ‘new-generation’ static measures of risk assessment for use with subgroups accessing mental health services: (i) patients with severe mental health illness following first-episode psychosis, (ii) patients discharged from medium secure services (MSSs) and (iii) prisoners released into the community
3. development of dynamic measures of risk assessment that are applicable to clinical intervention in the community
4. integration of the new static and dynamic measures into risk management programmes for use by health-care professionals
5. development of new decision-support tools to guide risk management by clinicians, based on Bayesian networks.

We divided the programme into three overlapping phases:

1. understanding the size of the problem in the general population and the implications for risk assessment
2. understanding the limitations of risk assessment and testing potential solutions
3. developing new statistical models and incorporating these into Bayesian networks.
Section A: epidemiology of violence in Great Britain

Background
To contextualise clinical assessment and management of risk by mental health professionals we required a comprehensive epidemiological study of the risk of violence in the household population of Great Britain.

Objectives
We investigated associations between self-reported violence and psychiatric morbidity, early maltreatment and victimisation, multiple health-risk behaviours and socioeconomic deprivation. We included studies of health service use by violent individuals and economic evaluation of the impact of violence in the population.

Methods

Similar measures of violence, demography and psychiatric morbidity were used in the surveys. A joint data set of 15,473 men and women was utilised to investigate correlates of violence, including anxiety disorders, depression, psychosis, antisocial/borderline personality disorders (ASPDs/BPDs), drug and alcohol dependence and cognitive functioning. The APMS (2007) was used to investigate associations with intelligence quotient (IQ), adult attention deficit hyperactivity disorder (ADHD) and autistic spectrum disorder (ASD). The MMLS (2011) \( n = 5400 \) was used to investigate early maltreatment and adult victimisation with violence. All associations were estimated by adjusted binary and multinomial logistic regression models, with odds ratios and relative risk ratios as measures of magnitude.

The joint 2000/2007 data set was also used to create typologies of violent indicators based on latent class analysis.

Results
Anxiety disorder, ASPD and drug and alcohol dependence showed independent associations with violence in the population. Depressive disorder and psychosis were unrelated after adjustments. Higher intelligence was protective. Associations with adult ADHD were explained by psychiatric comorbidity. ASD was not associated with violence. Early maltreatment showed strong associations with violence perpetration in adulthood, except sexual abuse. Socioeconomic deprivation was associated with an increased risk of serious violence among young men. There was no clear impact of violence on health-care costs because some costs were increased whereas access to other services was decreased for violent people, resulting in cost reductions.

Conclusions
We confirmed the importance of demographic and socioeconomic correlates with violence that are included in risk assessment instruments. We showed that anxiety and psychotic symptoms have strong effects at the population level, highlighting the importance of further research into their causal associations. Violent individuals both over- and underutilise health services.

Section B: first-episode psychosis follow-up

Background
Current risk assessment instruments have shortcomings, including inaccurate classification of risk levels, and exclude causal factors. Accuracy is essential for those with mental disorder because inaccuracy can increase stigma. Alternatively, it can result in underestimation of risk.
Objectives

Our objectives were to:

1. identify symptoms of mental illness that are causal risk factors in those with psychosis and that are amenable to treatment in forensic and general psychiatric settings
2. develop a static risk instrument for future violence.

Method

A sample of 490 patients presenting with first-episode psychotic illness (1996–2000) were followed up over 10 years utilising a retrospective, case file design. Data were collected in primary and secondary care across England. Symptoms of mental illness were coded using the OPerational CRITeria checklist (OPCRIT) system. Violent outcomes were derived from incidents defined in the MacArthur Community Violence Interview and obtained from medical records and the Police National Computer (PNC). The 10-year follow-up was divided into 20 6-month time windows. Multilevel modelling for repeated measures identified causal risk factors. Moderation and mediation analyses were used to investigate significant sex differences, effects of static on dynamic risk factors and indirect pathways towards violence. Area under the receiver operating characteristic (ROC) curve (AUC) values were utilised to identify the most relevant static risk factors.

Results

The prevalence of violent behaviour was highest in the 6 months following baseline assessment (4.8% in men, 3.2% in women). Among women, 5 out of 28 static factors qualified as relevant risk factors [AUC 0.94, 95% confidence interval (CI) 0.90 to 0.97] and at a cut-off point of 4+ sensitivity was 100%, specificity was 86.1% and the percentage correctly classified was 86.5%. Among men, four static factors were identified as relevant risk factors (AUC 0.68, 95% CI 0.54 to 0.83) with 73.3% sensitivity, 60.0% specificity and 60.8% correctly classified. Of 29 symptoms of mental illness, nine were identified as causal dynamic risk factors in women and six were identified as causal dynamic risk factors in men. Few risk factors were shared by both sexes and pathways differed in men and women.

Conclusions

Our findings emphasise the need to differentiate between psychotic men and psychotic women when investigating risk for future violence. Violence risk using static factors is more accurately predicted in women, suggesting that they are a more homogeneous group than violent men. Symptoms of mental illness were more strongly associated with violence risk in women. Pathways differed between sexes. Management and treatment of individuals with psychotic illness should address sex differences.

Section C: the validation of new risk assessment instruments for use with patients discharged from medium secure services

Background

The Medium Security Recidivism Assessment Guide (MSRAG) was developed to predict serious and acquisitive offending among patients discharged from medium secure services. However, the instrument required validation in a new sample of patients.

Objectives

1. To describe characteristics of patients discharged from MSSs and compare violent with non-violent patients.
2. To validate the predictive accuracy of the MSRAG and investigate item-specific predictive accuracy.
3. To investigate the association between dynamic items and concurrent violence.
4. To investigate the moderating effects of dynamic risk items on static risk levels.
Methods
Of 788 patients discharged from a medium secure pathway from 1 September 2010 to 31 August 2011, 409 were discharged to the community.

We investigated the following risk assessment instruments: MSRAG; Offender Group Reconviction Scale, version 2 (OGRS2); Historical, Clinical, Risk Management-20 (HCR-20); Structured Assessment of Protective Factors for Violence Risk (SAPROF); Positive and Negative Syndrome Scale (PANSS); and Hare Psychopathy Checklist: Screening Version (PCL:SV). Violent outcome at follow-up was assessed using a combination of the MacArthur Community Violence Instrument (MCVI) and the PNC. The main outcomes were binary for any violence and acquisitive and serious offending convictions.

The AUC was used to measure discrimination accuracy and the conventional median split was used to measure classification accuracy. Multilevel logistic regression estimated the association between dynamic items and concurrent violence. We identified moderating effects of dynamic factors.

Results
For 387 patients successfully followed up at 6 and 12 months post discharge, non-violent individuals were older and had been an inpatient for longer before discharge.

Discrimination accuracy (AUC) for violence within 6 months following discharge was highest for the SAPROF total scale, the HCR-20 version 3 (HCR-20v3) total scale and the clinical HCR-20v3 scale. The HCR-20v3 had the highest sensitivity and the SAPROF external scale had the highest specificity. The HCR-20v3 clinical subscale had the highest positive predictive value (PPV) and percentage correctly classified (PCC). Similar results were found for violence within 12 months of discharge.

For acquisitive offending, the MSRAG scales had the highest discrimination accuracy. The OGRS 2 had the highest sensitivity and negative predictive value (NPV) and the SAPROF external scale had highest specificity. For serious offending, the SAPROF external scale had the highest discrimination accuracy, specificity, PPV and PCC. For any criminal convictions, the SAPROF total scale had the highest AUC, specificity and PCC.

Item-specific discrimination and classification accuracy for any violence within 6 and 12 months varied between instruments. There were strong associations between dynamic items and concurrent violence. These differed for subgroups defined by presence/absence of major mental illness and personality disorder. For most dynamic items, there was a trend of increasing risk of violence when dynamic items were present.

Conclusions
We validated the MSRAG but there were few major differences in accuracy for combined measures of violence compared with other actuarial scales.

Dynamic factors showed important moderating effects on the predictive ability of the MSRAG. These should be combined with actuarial measures in future research and adapted for clinical practice.

Section D: development and validation of new instruments for static and dynamic risk assessment

Background
Offender managers use actuarial instruments in the criminal justice system to classify prisoners according to level of risk. These instruments are criticised by those who prefer structured professional judgement but are economical and can be applied automatically using routinely collected data and do not require extensive training.
Objectives
The objectives were to:

1. develop four computerised and four paper–pencil versions of actuarial instruments to predict violent, robbery, drug and acquisitive offences and validate them in a new sample
2. develop a dynamic instrument for violence
3. validate the dynamic instrument in a new sample of prisoners.

Methods
Two data sets were used: the Prisoner Cohort Study (PCS; \(n = 1717\)) and an anonymised data set from the National Offender Management Service (NOMS; \(n = 53,800\)).

Prisoner Cohort Study participants included men and women serving a prison sentence of \(\geq 2\) years for a violent or sexual principal offence; who were at least 18 years old; and who had 1 year left of their sentence to serve. The PCS sample was interviewed in two phases: the first-phase interview took place 6–12 months before release; the second-phase interview took place at a mean of 23.0 months after release.

The NOMS data set included randomly selected prisoners released from prison for the first time between 2005 and 2007. Comparative variables with the PCS sample were obtained from the Offender Assessment System (OASys).

The predictive accuracy of the eight new instruments was examined using methods of discrimination and calibration.

Results
Paper–pencil and computerised versions of the four actuarial instruments demonstrated better discrimination than other instruments under study. The results of the external validation showed that they performed as well as existing risk assessment instruments. Dynamic risk factors for violence were identified in 16 domains. The effects were moderated by level of static risk but stratified analyses based on diagnoses showed strong similarities with regard to risk factors across the diagnostic groups. External validation of the instrument showed that most dynamic risk factors in the original sample were also predictive in the validation sample. Moderation effects based on level of static risk were confirmed.

Conclusions
The new actuarial instruments showed good discrimination and moderate predictive accuracy and performed as well as existing instruments. The preliminary version of the Dynamic Risk Instrument for Violence (DRIV) shows considerable promise for use in the criminal justice system with released prisoners. The majority of its items were validated successfully using routinely collected data by probation officers in OASys.

Section E: development of a multistage, multimodel system for risk assessment and management of offending behaviour using Bayesian networks

Background
Sections A–D have shown that it is essential to combine actuarial methods of risk assessment with dynamic factors. The key to improving risk management is a method that identifies and incorporates in the assessment dynamic factors that are causal because they must be targeted in subsequent interventions.
Objective
The objective was to develop and validate decision support tools for professionals working in criminal justice and forensic mental health settings to guide risk management of violent offenders and patients, based on Bayesian networks.

Methods
Expert knowledge elicitation was used to develop an initial Bayesian network for released prisoners, Decision Support for Violence Management in Prisoners (DSVM-P), which was then learned using a data set of 953 released prisoners. A second network was developed, adapted from the first, for 386 patients discharged from MSSs. The predictive accuracy of both networks was assessed. The tool was demonstrated to a sample of 17 medical and psychology professionals to obtain feedback.

Results
Both networks showed predictive efficacy for violence equal to or exceeding that for all existing risk assessments (DSVM-P AUC 0.79, 95% CI 0.75 to 0.82) and were able to model the effect of interventions with offenders on violence risk, suggesting a role in risk management beyond simple risk assessment. The cross-sample performance of both networks also improved on the next best risk assessment measure; 86% of professionals surveyed believed the network agreed with their assessment of risk of a sample case and 93% believed that it provided clinically useful information.

Conclusions
Early validation of decision support tools using Bayesian networks showed considerable promise. We confirmed a series of risk factors for violence that are currently included in risk assessment instruments and found new factors that could be included in future. However, the important task for future research will be to identify truly causal factors for violence, not merely predictor variables. We have shown that it is possible to identify candidate variables for future studies of causality. We have successfully combined these with static measures of risk. We have developed a new risk management model using Bayesian networks that requires further development into a computerised application to support decision-making by clinicians. This will be used to target causal factors using effective preventative interventions. Further development of the prototype networks into a tool that could be trialled in live settings with offenders should be a future priority.

Funding
Funding for this study was provided by the Programme Grants for Applied Research programme of the National Institute for Health Research.
Chapter 1 Introduction

Violence-related morbidity is a key public health problem resulting in major concern among the public and policy-makers in the UK. Interventions to prevent violence are no longer the sole responsibility of criminal justice agencies and mental health services have become increasingly involved in initiatives to reduce violence. However, prevention in the field of mental health is underdeveloped and almost exclusively operates at secondary and tertiary levels. This means that mental health professionals are restricted to secondary preventative measures, such as early detection of violence risk with the aim of prompt intervention to prevent violence occurring among service users, or tertiary prevention, including measures aimed to reduce the impact on the public of future violence from those who have already been identified as a potential risk on the basis of their previous behaviour. At present, tertiary-level strategies focus on reducing the impact of identified risk factors, including psychiatric morbidity, usually after violence has occurred.

Violence prevention is not recognised as a primary function in all mental health services. Furthermore, it tends to be just one of several goals even within secure mental health services. This means that the primary prevention of violence (which consists of actions and measures aimed at inhibiting the emergence of environmental, economic, social and behavioural conditions, cultural patterns of living, etc., known to increase the risk of violence) is not yet perceived as a core focus of mental health services. Public mental health equivalents of primary prevention through personal and communal efforts, such as enhancing nutritional status, immunising against communicable diseases and eliminating environmental risks, have not yet been developed. Risk assessment, which is designed to facilitate risk management in mental health and the criminal justice system, is of increasing importance but represents the equivalent of secondary and tertiary levels of prevention. By implication, risk management by mental health professionals for violence involves targeted, rather than population, interventions with individuals who are recognised as being of high risk.

Compton et al. have argued that the population approach to prevention can be applied in mental health. Universal preventative interventions or population interventions target a whole population or the general public. Such interventions benefit everyone in the population, regardless of their risk for violence. These might include public service announcements or media campaigns to prevent substance abuse, legislation to increase the legal drinking age or more serious penalties for violent behaviour and carrying weapons. Selective preventative interventions target individuals or subgroups of the population whose risk of violence is significantly higher than average. A high-risk group may be identified by psychological, biological or social risk factors. An intervention can include lifestyle modification to avoid situations in which individuals encounter or become involved in violence or, as indicated by our programme, an intervention for boys who witness violence in the family home (see Chapter 7, Study 1).

Indicated preventative interventions target particularly high-risk individuals – those with risk factors, or a condition, that identify them as being at high risk of future violence. At the present time, much of the debate around risk assessment in mental health and the criminal justice system has focused on the accuracy of identifying high-risk individuals. This is primarily because of the implications for these individuals if judged to be at high risk. Interventions available for those who are considered to be at exceptionally high risk, for example psychopathy, are often very limited. Interventions can include prolonged detention, more severe sentencing in court and detention and treatment in hospital against an individual’s will.

Development of risk assessment has been led primarily by clinical psychologists over the past 30 years. As the law has turned to behavioural and medical sciences to improve accuracy in the assessment and management of violence, specialist instruments (or ‘tools’) have been developed for the prediction and management of certain kinds of serious violence and criminal offending. It has been estimated that > 120 risk assessment instruments have been developed and promoted for use in mental health services and the criminal justice system, with competing claims of superiority with regard to accuracy. However, our programme has questioned the superiority of the predictive accuracy of any one tool over another. Furthermore, few of these instruments lead easily to the second and essential component of a risk
assessment – a plan of risk management. Bridging to risk management is described as the key component. However, few currently available risk assessment tools either link to or incorporate risk management strategies.

**Changes to the original aims of the programme**

The theoretical basis of the research programme underwent major changes over the 5-year period. Unexpected findings conflicted with established views of how risk should be assessed, as described in the international literature. These had determined the basis of the original application and its aims. By the time the programme began, risk assessment for violence had become divided into two main approaches: actuarial risk assessment (ARA) and structured professional judgement (SPJ). Adherents to these approaches had become increasingly in opposition to each other. Our original application was largely committed to the actuarial approach to develop our new instruments during the programme. ARA instruments provide numerical probabilities of future violence, at different subsequent time intervals from a baseline measurement. This is a predictive method. Adherents to the alternative approach, SPJ, have argued that an actuarial approach is inappropriate for risk assessment because probabilities based on the group average method do not apply to the individual being assessed. Assessors are encouraged instead to rate individual risk items according to their presence or absence and then formulate their risk-level rating according to a global, clinical understanding of the risk posed by the individual, followed by possible scenarios that could result in violence that might occur in the future.

By the time the programme started, the UK criminal justice system and the NHS mental health systems had proceeded in opposite directions. Risk assessment within the criminal justice system is currently based on a series of actuarial measures developed from large data sets of offenders. Ratings typically determine level of security and intensity of supervision and are provided to sentencers in courts to assist with sentencing or to parole boards to help determine parole. These are administered by offender managers (probation and prison staff). This method provides a highly efficient and economic method of assessing risk and can be carried out with minimal training. Probabilities of an individual’s future offending can be determined using computerised data derived from routine ratings by Ministry of Justice staff. However, our programme increasingly began to question the accuracy of these measures, corresponding to doubt expressed by previous investigators, particularly the high percentage of individuals incorrectly classified as at risk of further offending or not at risk.

Mental health services had meanwhile adopted SPJ, specifically the use of the Historical, Clinical, Risk Management-20 (HCR-20). The authors of this instrument are Canadian. Over the time span of the programme, intensive training for NHS staff as well as staff in other European countries had begun. Local initiatives for risk assessment previously introduced by NHS trusts were replaced by SPJ, which became the risk assessment of choice in mental health services. For some NHS services, completion of the HCR-20 for each patient had become essential to receive funding from commissioners.

To carry out a risk assessment such as the HCR-20, staff require intensive training. Completion of the instrument can take over an hour. Clinical teams in mental health services typically complete the assessment together, with a member of the team filling in the forms. These are then filed as a hard copy in case notes or entered in electronic format. Different services have opted for different time spans over which the SPJ should be repeated, although in most cases this is on a single occasion during hospital admission. There is little indication that SPJ continues routinely after discharge. This is when service users are most likely to encounter new or previously demonstrated risk factors and when intervention is most urgently required if there is an indication of impending violence.

Structured professional judgement also provides no clinical advice on how, when or indeed whether or not to intervene; instead, it considers whether or not the service user is a risk and encourages the rater to imagine what situations might occur to increase risk. The strategy of management is then for the clinician to determine.
The costs of using SPJ methods include fees for training. European trainers now increasingly run courses, with less reliance on employing North American teachers. More recently, however, new versions of SPJ have become increasingly expensive and it is necessary to buy manuals from North America. Trainers in North America and Europe have also developed their own commercial interests. There is therefore a need for the NHS to develop new approaches to risk assessment and develop its own products. This became a key aim of our research by the end of the programme with our development of new Bayesian networks.

The programme of research therefore progressed through a series of phases. It initially became necessary to ‘deconstruct’ earlier approaches to risk assessment that had been applied within the actuarial approach, but also within SPJ. At an early stage we discovered that the statistical model that we had chosen to develop our risk assessment instrument, and which had appeared to show considerable promise before we started, conveyed no benefits whatsoever. Furthermore, it was likely to result in an instrument with poorer accuracy than if we had used conventional statistical methods. This corresponded to the disappointing findings from the US MacArthur risk study,13–15 the largest and most expensive ever conducted, which had used a similar statistical method. This US programme had ultimately failed in its aim to develop a new method of risk assessment with superior accuracy for patients discharged from psychiatric hospitals in the USA.13–15 We had intended to develop a similar method of risk assessment in our programme and compare it with the McArthur Classification of Violence Risk (COVR) instrument.13

The reasons for this failure are now entirely clear from our research. As we learned more about the shortcomings of risk assessment, particularly the actuarial approach, it became necessary to substantially revise our approach. Our original aims and objectives for the programme therefore changed. At the same time, we also became increasingly sceptical about the SPJ approach. SPJ had evolved during the early stages of our programme, exemplified in the change from the HCR-20 version 2 (HCR-20v2)16 to the HCR-20 version 3 (HCR-20v3),17 which we had agreed to validate in our programme with the authors of the instrument. Whereas proponents of the SPJ approach were highly critical of the rival actuarial method of adding scores from risk items, this method had previously been widely used in the rating of the HCR-20.2 It was now prohibited for clinical use in the new third version and assessors were instructed to make overall correlations of ‘high’, ‘medium’ or ‘low’ future risk based on their global perception following the assessment. Nevertheless, all empirical research using SPJ continues to rely on producing numerical scores of risk based on individual items. Validation of SPJ instruments therefore continues to depend on actuarial prediction methods, most commonly using the area under the receiver operating characteristic (ROC) curve (AUC) statistic, to determine their accuracy of prediction of future violence. Although we have applied this method in our programme, we have also investigated its considerable limitations and proposed alternatives.

One additional limitation became apparent from our research: the HCR-20 and other SPJ instruments are ‘checklists’. They do not allow for the multidimensional approach that is necessary for a comprehensive risk assessment. They depend on a ‘compartmentalised’ assessment of a predetermined number of areas. These are fixed and not determined by an individual’s previous longitudinal history. The HCR-20v3 has been improved and considerably expanded in an attempt to incorporate more information on risk and encourages assessors to use their own judgement and identify additional risks. However, the included items are not covered in a manner similar to clinical history taking in mental health services. For a clinical assessment, individual components such as criminal history require a greater depth of understanding if the links are to be made between a previous history of antisocial behaviour and associated risk and predictive factors. The HCR-20 does not capture the potential synergistic effects of these different components and ultimately relies on clinical experience and the expertise of the clinician rater. Finally, SPJ does not impel the rater to intervene when a risk factor is clearly present or indicate which factors should be targeted for intervention on the basis of an established causal link between the factor and violent outcome, and these limitations are the motives for moving from a risk assessment to effective risk management. They became our primary aim by the end of our programme.

Finally, and most importantly, there is currently no evidence that SPJ can predict violence more accurately than an ARA instrument.8 Furthermore, there is currently no evidence that either an ARA instrument or an assessment based on SPJ can prevent violence. The only randomised controlled trial (RCT) of a SPJ instrument,
the Short-Term Assessment of Risk and Treatability (START), failed to demonstrate any improvement in clinical outcome or violence reduction compared with management as usual.\textsuperscript{18} Although our programme provides a third alternative to ARA instruments and SPI, a RCT is clearly the next phase of research required; it will be necessary to test our Bayesian models in the future against current clinical practice.

\textbf{A theoretical model of risk pathway to violence}

This report presents a new approach to risk assessment and risk management (\textit{Figure 1}) that could be incorporated into clinical practice. It is based on a model of assessment that we have empirically tested, but is also derived from clinical experience. It is based on a longitudinal approach that aims to capture the evolution of risk over time when an offender is released from custody or a service user is discharged from hospital. Clinical risk assessment of an individual would proceed through each of the five stages in \textit{Figure 1}. This would be based on previous behaviour and a full assessment of an individual’s previous history, including current circumstances and reason for the assessment, detailed assessment of previous and more recent violent and criminal behaviour, family history and developmental history from childhood to the present day. Although \textit{Figure 1} shows that the first stage of the assessment is to make a diagnosis, clinicians would point out that this is usually completed towards the end of a clinical assessment. It would include assessment of current and previous mental state to attain a formal diagnosis of mental disorder, including personality disorder and history of substance misuse. \textit{Figure 1} is therefore the basis of a risk formulation. This would follow a full clinical assessment. It also forms the basis of our programme of research.

\textit{Figure 1} therefore begins with the establishment of a psychiatric diagnosis at the outset together with the level of static risk for future violence, based on actuarial measures. We have already referred to the limitations of the actuarial approach but it is necessary to demonstrate these in this programme report in coming to this conclusion. We believe that an actuarial measure of risk has some value but this is limited. We shall explain the limits and the importance of combining actuarial measures with dynamic risk assessment. A clinician may wish to know the score of risk based on previous offending and this may result in a more in-depth profiling of an individual’s criminal history, but should not be the basis of major decisions such as release from hospital or prison. It is also of some limited value when screening offenders
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\caption{Theoretical model of risk pathway to violence.}
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to indicate when an in-depth clinical assessment is required. However, when combined with dynamic factors, a static or actuarial measure of risk can provide a more accurate assessment and indicate dynamic risk factors that will be targeted for intervention.

Stage 3 requires an assessment of ongoing dynamic risk factors, which are changeable and should be identified as targets for future intervention. In our previous research we identified the importance of protective factors and the interaction that can occur between protective factors and risk factors. However, protective factors were not an aim of the programme and are not described in detail in this report.

In stage 4, the individual may encounter acute risk factors that have a direct influence on subsequent behaviour, for example acute intoxication or involvement in a group or gang, which have a more immediate bearing on violent outcome.

At stage 5, certain trigger factors, which have an immediate and causal effect on the violent outcome, may be encountered. Alternatively, the violence may have been planned for some time, although a sudden triggering factor can occur in certain cases when planning has been present.

In developing this model we have shifted considerably from our original goal, which was to develop predictive measures. Our programme of research changed to the identification of causal risk factors because only causal factors should be targets for intervention. A risk factor may be highly predictive of future violence but, if it is not causal, attempts to modify it will not prevent future violence from occurring. In contrast, we have observed that causal risk factors may have no predictive ability in estimating the probability of future violence. This is particularly the case for a dynamic risk factor that shows fluctuations of intensity, such as the presence of anger as a result of delusions.

Aim

Our overall aim was to carry out a programme of linked research studies aimed at improving the quality of clinical risk management of individuals identified as being at high risk of harm to the public.

Section A of our report examines both static risk factors and psychiatric diagnosis (relating to stages 1 and 2 of our theoretical model in Figure 1). We shall show that risk of violence in terms of cross-sectional associations at the population level differs according to both diagnostic category and demographic factors.

Section B of our report describes the development of a risk assessment tool for patients presenting to general psychiatric services based on a first-episode cohort of patients with psychoses. This section describes a model based on multilevel modelling, a sophisticated statistical approach to multiple measures over a prolonged period. This is a prototype for further development. Section B covers stages 1–4 of the model.

Section C of our report describes the Validation of new Risk Assessment Instruments for Use with Patients Discharged from Medium Secure Services (VoRAMSS) study, a prospective follow-up of patients discharged from medium secure units (MSUs) across England. In this section, which covers stages 1–4 of the model, we test the accuracy of prediction of violent behaviour of standardised risk assessment instruments, ARA instruments and SPJ over the 12 months following discharge. We also validate the Medium Security Recidivism Assessment Guide (MSRAG), an actuarial instrument that we developed previously. We shall demonstrate that all ARA instruments and SPJ have shortcomings if validated using predictive methods and that dynamic factors are essential measures because they directly influence the violent behaviour. Nevertheless, we describe a new way of using ARA instruments in conjunction with dynamic measures that can improve accuracy.

Section D describes the development of four new ARA instruments for violent, robbery, drug-related and acquisitive offending. We have developed a computerised version of each as well as a version that can be used by clinicians with pencil and paper. Although ARA instruments clearly have their limitations, we show...
that combining them with dynamic factors shows a highly promising method that can be adapted and used in clinical practice. We then developed a dynamic risk assessment instrument to combine with these ARA instruments and validated it using a very large data set provided to us by the National Offender Management Service (NOMS). In the criminal justice system, offender managers use ARA instruments because they are economical, are less time-consuming and do not require intensive training. It is not possible to routinely use SPJ because of the number of offenders who must be assessed and the consequent size of caseloads. The instruments that we have developed are therefore of primary usefulness to the work of criminal justice personnel, especially probation officers. Because probation officers routinely complete Offender Assessment System (OASys) ratings on their clients that are computerised, our model can now be adapted for routine use for improved risk assessment, with important implications for risk management.

Section E describes the development of a Bayesian network to assess risk and identify the key dynamic risk factors for preventative interventions to guide risk management. Bayesian networks were chosen for this section of the programme because they are used to identify factors that are causal. They can provide actuarial measures of risk as well, but are better suited to our main aim of establishing causal associations. This final and most important part of our programme has established the basis for further development in the field of risk assessment and management. We have developed models that have operated successfully and have been used in their preliminary prototypic form by clinicians. They are at the stage of development before programming of a computerised application (app) for use by a clinician on a tablet in the field. Following this stage, the models will be ready for comparison with standard SPJ in a RCT to assess their effectiveness for violence prevention.

Table 1 summarises the studies, populations and outcomes presented in this report.

**TABLE 1** Summary of studies, populations and outcomes

<table>
<thead>
<tr>
<th>Study</th>
<th>General population</th>
<th>Adult psychiatric population</th>
<th>Adult forensic population</th>
<th>Prisoners</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Psychiatric morbidity among adults living in private households in England, Wales and Scotland ( n = 8880 )</td>
<td>First-episode psychosis: baseline ( n = 409 ), follow-up ( n = 389 )</td>
<td>VoRAMSS study: baseline ( n = 409 ), 6-month follow-up ( n = 387 ), 12-month follow-up ( n = 344 )</td>
<td>PCS: pre release ( n = 1717 ), post release ( n = 1004 )</td>
</tr>
<tr>
<td></td>
<td>APMs ( n = 7403 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Men’s Modern Lifestyle Survey: main ( n = 3247 ), ethnic minority booster ( n = 1540 ), low social class booster ( n = 1002 ), Hackney, London, booster ( n = 883 ), Glasgow East booster ( n = 789 )</td>
<td></td>
<td></td>
<td>NOMS ( n = 53,800 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location in report</th>
<th>Section A</th>
<th>Section B</th>
<th>Sections C and E</th>
<th>Section D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcome</td>
<td>Identification of risk factors for violence in the general population</td>
<td>Development of sex-specific static and dynamic instruments for the assessment and management of violence risk</td>
<td>Validation of static and dynamic risk instruments for violence; development of a Bayesian model for the assessment and management of offending behaviour</td>
<td>Development and validation of static and dynamic risk assessment instruments; development of a Bayesian model for the assessment and management of offending behaviour</td>
</tr>
</tbody>
</table>

APMS, Adult Psychiatric Morbidity Survey; PCS, Prisoner Cohort Study.
Section A  Epidemiology of risk factors for violence in Great Britain
Chapter 2 Demography and typology of violence

Background

The public health impact of mental health on violence depends on the base rate of violence in the general population. This may ultimately influence whether targeted ‘high-risk’ or large-scale ‘population’ strategies are chosen for violence prevention. In geographical locations with low violence rates, the proportion of violence attributed to mentally disordered people may appear high and efforts to contain their violence will achieve public health and political prominence. However, in locations with high base rates, more relevant risk factors may include weapon availability, substance misuse and gang violence, and being young, male, single and of low social class are the strongest risk factors for violence, irrespective of psychiatric morbidity. Demographic and social factors are prominent in most risk assessment instruments for violence and criminality. Factors such as younger age and criminological variables are contained in most tools and these, together with childhood factors indicating early onset of violence behaviour and substance misuse, appear to be the most predictive individual items for future violence. For some instruments, these are the only predictive items and clinical factors may have little predictive ability. Nevertheless, there is a consensus that mental disorder is related to violence and that it increases the risk of violence over the lifespan. Questions remain, however, over the size of the contribution from those with mental disorder to the overall level of violence within the general population and also over which disorders make the greatest contribution. The predictive ability of mental health variables to determine future violence will be dealt with in subsequent chapters. This current chapter will outline the association between mental health and violence at the population level in Great Britain, the size of the problem and whether or not the public health approach to violence is appropriate.

The public health problem of violence has generated less interest here than in the USA. The UK has a relatively low rate of homicide. However, the high annual medical and social costs of injury from deliberate harm are highlighted by investigations in accident and emergency (A&E) departments in the UK. Violence is a major public health problem that affects millions of people across the UK. The Crime Survey for England and Wales (CSEW) estimated that just over 2 million violent incidents were committed against adults in 2011/12. Over the same period, police recorded around 762,500 violence against the person offences in England and Wales. A further 53,665 sexual offences were recorded. Just under half of violent incidents recorded by the police resulted in injury, as did half of those reported by adults through the CSEW. The difference between the number of violent incidents reported through the CSEW and the number of offences recorded by police shows that many incidents of violence are not recorded in the criminal justice system. Nevertheless, violence resulting in injury often requires treatment and there were 34,713 emergency hospital admissions for violence in England and Wales in 2010/11. Rates were highest among young males and among those with increasing levels of socioeconomic deprivation. For every hospital admission for violence it is estimated that a further 10 assault victims require treatment in A&E. A&E assault attendances peak at night over the weekend and are often related to alcohol. There were large increases in the levels of violence across England in the 1990s and early 2000s. However, more recent data suggest that the trend has reversed and that violence is decreasing.

Study 1: the demography of violence among adults in Great Britain

Objectives

The objectives of study 1 were to:

1. investigate the demographic characteristics of adults in the UK general population who report violence
2. construct a typology of violence among men and women based on behavioural characteristics, including victims and the location of the violence.
Methods

Data from two national cross-sectional surveys and the commissioned second Men’s Modern Lifestyle Survey (MMLS) were used to identify high-risk behaviours, including violence, and demographic, psychiatric, lifestyle and service use correlates.

National surveys of psychiatric morbidity in the UK

People aged 16–74 years were sampled in the National Household Psychiatric Morbidity Survey (NHPMS) in 2000, details of which have been described previously.\(^4\) This was a two-phase survey.\(^5\) Computer-assisted interviews in person were carried out by Office for National Statistics interviewers. The small users Postcode Address File (www.poweredbypaf.com) was used as the sampling frame and the Kish grid method\(^6\) was applied to systematically select one person in each household. A total of 8886 adults completed the first-phase interview reported here, a response rate of 69.5%, and 8397 (94.5%) of these completed all sections of the questionnaire. Among non-respondents, 24% refused and 6.5% were non-contacts in the household. There was no information on psychiatric status of non-respondents to enable analysis of whether or not their omission resulted in biased estimates of the prevalence of violence. However, weighting procedures that were applied throughout the analyses took into account the proportions of non-respondents according to age, sex and region. This was to ensure a sample that was representative of the national population, compensating for sampling design and non-respondents in the standard error (SE) of the prevalence, and to control for the effects of selecting an individual per household.

The Adult Psychiatric Morbidity Survey (APMS) in 2007 sampled adults aged ≥ 16 years living in private households in England. In this survey, data were obtained from English adults only. The survey was commissioned by the NHS Health & Social Care Information Centre and was carried out by the National Centre for Social Research in collaboration with the University of Leicester. Field work was carried out between October 2006 and December 2007. A multistage stratified probability sampling design was adopted based on the small user Postcode Address File. One adult aged ≥ 16 years was selected from each household for interview using the Kish grid method.\(^7\) Phase 1 data were collected by lay interviewers. A total of 7403 adults completed first-phase interviews, representing 57% of those eligible and originally approached. There is no information regarding the mental health status of non-respondents. However, data were again weighted to account for non-response. Sample weights were also assigned to take into account different probabilities in household selection. All models were corrected for area clusters based on postcodes. Of the 7403 participants, 7369 completed the violence self-report questions.

Men’s Modern Lifestyle Survey

Violence and high-risk behaviour at the population level disproportionately involves young men. However, young men are the least likely demographic group to voluntarily access health services, especially when confronted with emotional and social problems.\(^8,^9\) To investigate in more detail violence and use of services by young men, together with implications for risk management, we commissioned our own survey for the programme. This was carried out by ICM Research (www.icmunlimited.com).

The second MMLS was carried out in 2011. The MMLS was based on random location methodology, an advanced form of quota sampling shown to reduce the biases introduced when interviewers choose a location to sample from. Individual sampling units (census areas of 150 households each) were randomly selected within British regions, in proportion to their population. The basic survey derived a representative sample of young men (aged 18–34 years) from England, Scotland and Wales (n = 3247). In addition, there were four boost surveys. First, young black and minority ethnic men were selected from output areas with a minimum of 5% black and minority ethnic inhabitants (n = 1540) and young men from lower social grade D or E were selected from output areas with a minimum of 30 men aged 18–64 years in these social grades (n = 1002); The final boost surveys were based on output areas in two locations characterised by high levels of deprivation, the London borough of Hackney (n = 883) and Glasgow East (n = 789). The same sampling principles applied to each survey type.
Topics in the survey not included in the NHPMS or APMS included leisure activities, weight and exercise, use of pornography, enhanced information on antisocial and criminal behaviours and attitudes, including violence, harassment and stalking, gang membership and attitudes to accessing health-care services. Respondents completed the pencil and paper questionnaire in privacy and were paid £5 for participation.

**Violence module**
Participants in all surveys answered questions about the presence of violent behaviour. An affirmative answer to the question ‘Have you ever been in a physical fight, assaulted or deliberately hit anyone in the past 5 years?’ was followed by questions that qualified the violent events, including frequency, whether there were injuries or whether the act was committed while intoxicated. Additional questions assessed the identity of victims and the locations of the incidents.

**Measurement of psychiatric morbidity**
The Psychosis Screening Questionnaire (PSQ)\(^51\) was used to screen participants for psychosis, with a positive screening being one in which three or more criteria were met. Questions from the Structured Clinical Interview for DSM-IV Axis II Personality Disorders (SCID-II) screening questionnaire\(^52,53\) identified antisocial personality disorder (ASPD) and borderline personality disorder (BPD) in all surveys.

In the MMLS, the Hospital Anxiety and Depression Scale (HADS)\(^54\) was used to define anxiety and depression, based on a score of \(\geq 11\) in the past week. In the NHPMS and APMS, the Clinical Interview Schedule Revised Version (CIS-R)\(^55\) was used to obtain the prevalence of common mental disorders in the week preceding the interview. These were combined into two categories of anxiety disorder and depressive disorder.

The principal instrument used to assess alcohol misuse was the Alcohol Use Disorders Identification Test (AUDIT),\(^56,57\) which defines hazardous drinking (a score of \(\geq 8\)), alcohol misuse (a score of \(\geq 16\)) and alcohol dependence (a score of \(\geq 20\)). A number of questions designed to measure drug use were included in the NHPMS and APMS. Positive responses to any of five questions measuring drug dependence for a series of different substances over the previous year were combined to produce categories of drug dependence according to drug type.\(^45\) Scores of \(\geq 6\) on the Drug Use Disorders Identification Test (DUDIT)\(^58\) were used to identify drug misuse and scores of \(\geq 20\) were used to identify drug dependence in the MMLS.

**Analysis of data**
Outcome data, including self-reported violent behaviour towards others and violent and sexual victimisation, including domestic violence, were examined in relation to measures of demography, general health, service use, common mental disorders, personality disorder, psychosis screen, adult attention deficit hyperactivity disorder (ADHD) and substance use, among others. Weighted analyses were used to account for the sampling procedure. Risks were measured by odds ratios (ORs) in all cross-sectional data. Multivariate statistical models were used to handle covariates among multiple outcomes of lifestyle and behaviour. Random-effects models were employed when area variation was thought to have a substantial effect on the outcome of interest.

**Results**
The weighted prevalence of severity and type, victims and location of violence in the three UK surveys (NHPMS 2000, APMS 2007 and MMLS 2011) is summarised in Table 2.

The MMLS survey, which was restricted to men aged 18–34 years, reported the highest prevalence of violence in all categories, including violence when intoxicated, victim and perpetrator injured and violence repetition (i.e. five or more incidents). However, Table 2 also shows that, when the NHPMS and APMS are compared, the prevalence of all levels of severity and types of violence, victims and violence in specific locations was lower in the 2007 survey than in the 2000 survey among both men and women (except for violence against intimate partners and family members).
In terms of victims, violence towards strangers was the most prevalent category in the NHPMS, AMPS and MMLS. The rate of intimate partner violence (IPV) was similar in both household surveys and was higher among young men.

In each survey the most common location of violent incidents was in the street or outdoors. This was followed by violence in a pub or bar and violence in the respondent’s own home.

**Age**

Age was subsequently included as an adjustment in all models of association with violence in our studies. The mean age of violent men was 31.0 (standard deviation (SD) 11.6) years in the NHPMS, 32.0 (SD 12.7) years in the AMPS and 24.6 (SD 5.0) years in the MMLS, compared with 47.4 (SD 14.9) years, 52.7 (SD 17.7) years and 25.7 (SD 5.1) years, respectively, for non-violent men. Violent men were significantly younger than non-violent men in each survey ($p < 0.001$). The mean age of violent women was 30.1 (SD 9.9) years in the NHPMS and 31.4 (SD 11.8) years in the AMPS whereas the mean age of non-violent women was 46.3 (SD 15.4) years and 52.2 (18.5) years respectively. Violent women were significantly younger than non-violent women in each survey ($p < 0.001$).

**TABLE 2 Prevalence of violence outcomes in the past 5 years for all sources of data**

<table>
<thead>
<tr>
<th>Violence outcomes</th>
<th>NHPMS 2000, $n$ (%)</th>
<th>APMS 2007, $n$ (%)</th>
<th>MMLS 2011, $n$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants, $N^a$</td>
<td>8382</td>
<td>7393</td>
<td>5240</td>
</tr>
<tr>
<td>Any violence</td>
<td>982 (11.7)</td>
<td>614 (8.3)</td>
<td>1681 (32.1)</td>
</tr>
<tr>
<td>Violence when intoxicated</td>
<td>422 (5.0)</td>
<td>263 (3.6)</td>
<td>765 (14.9)</td>
</tr>
<tr>
<td>Repeated violence (five or more incidents)</td>
<td>237 (2.8)</td>
<td>98 (1.3)</td>
<td>255 (5.0)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>333 (4.0)</td>
<td>172 (2.3)</td>
<td>720 (13.8)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>310 (3.7)</td>
<td>204 (2.8)</td>
<td>713 (13.7)</td>
</tr>
<tr>
<td>Police involved</td>
<td>254 (3.0)</td>
<td>177 (2.4)</td>
<td>410 (7.9)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>408 (4.9)</td>
<td>247 (3.3)</td>
<td>374 (7.2)</td>
</tr>
<tr>
<td>Gang fights</td>
<td>NA</td>
<td>NA</td>
<td>266 (5.3)</td>
</tr>
<tr>
<td>Victim of violence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>137 (1.6)</td>
<td>115 (1.6)</td>
<td>201 (3.9)</td>
</tr>
<tr>
<td>Family member</td>
<td>63 (0.8)</td>
<td>91 (1.2)</td>
<td>223 (4.3)</td>
</tr>
<tr>
<td>Friend</td>
<td>180 (2.1)</td>
<td>132 (1.8)</td>
<td>437 (8.4)</td>
</tr>
<tr>
<td>Someone known</td>
<td>316 (3.8)</td>
<td>195 (2.6)</td>
<td>483 (9.3)</td>
</tr>
<tr>
<td>Stranger</td>
<td>484 (5.8)</td>
<td>300 (4.1)</td>
<td>737 (14.1)</td>
</tr>
<tr>
<td>Police</td>
<td>53 (0.6)</td>
<td>NA</td>
<td>131 (2.5)</td>
</tr>
<tr>
<td>Location of violent incident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>168 (2.0)</td>
<td>123 (1.7)</td>
<td>235 (4.5)</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>76 (0.9)</td>
<td>61 (0.8)</td>
<td>281 (5.4)</td>
</tr>
<tr>
<td>Street/outdoors</td>
<td>555 (6.6)</td>
<td>354 (4.8)</td>
<td>855 (16.4)</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>358 (4.3)</td>
<td>183 (2.5)</td>
<td>622 (11.9)</td>
</tr>
<tr>
<td>Workplace</td>
<td>81 (1.0)</td>
<td>21 (0.3)</td>
<td>60 (1.2)</td>
</tr>
<tr>
<td>At sporting event</td>
<td>NA</td>
<td>NA</td>
<td>360 (7.2)</td>
</tr>
</tbody>
</table>

*NA*, not applicable.

a The numbers are lower than those reported in the text because of missing values.

**Note**

All weighted percentages and frequencies.
Figure 2 shows the prevalence of self-reported violence in the last 5 years by age group (10-year age bands) for the two household surveys. In both surveys the prevalence of violence decreased with increasing age. This linear decrease was significant for both surveys ($p < 0.001$).

The MMLS has a more restricted age range (18–34 years), which was divided into four age groups. Among those aged 18–20 years the prevalence of violence was 39.4%, among those aged 22–25 years prevalence was 34.8%, among those aged 26–29 years it was 28.5% and among the oldest age group of 30–34 years it was 27.3%. The linear trend for the effect of age on the prevalence of violence was highly significant ($p < 0.001$). Age was inversely associated with violence in all three surveys. Adjusted associations between age and any violence (Table 3) indicate that, compared with the youngest age group, increasing age exerts a protective effect on violence.

Sex
Just over half of the participants in the NHPM 2000 and APMS 2007 surveys were women. Table 4 provides the frequencies and proportions of all violent outcomes by sex. Among men, the most prevalent violent outcome in 2000 was violence when intoxicated, towards strangers and taking place in the streets or outdoors and in bars/pubs. The same pattern was observed in 2007, but with a lower prevalence.

The highest prevalence among women was for minor violence, IPV and violence taking place in the home. The prevalence of self-reported IPV was higher among women than among men. However, men were overall three times more likely to have engaged in any violence than women in both the NHPMS and the APMS (see Table 4).

Marital status
Marital status was coded according to three combined categories: (1) married, widowed or cohabiting, (2) single and (3) separated or divorced. In all statistical models category (1) was the reference group against which other categories were contrasted to estimate risk for violence. The prevalence of violence in the NHPMS was 4.9% among those who were married/cohabiting/widowed, 25.4% among those who were single and 11.6% among those who were separated or divorced. The prevalence of violence in the AMPS was 4.6% among those who were married/cohabiting/widowed, 20.4% among those who were single and 7.2% among those who were separated or divorced. The prevalence of violence in the MMLS was 26.6% among those who were married/cohabiting/widowed, 35.0% among those who were single and 36.1% among those who were separated or divorced. Tables 2 and 4 show the unadjusted and adjusted findings of the effects of marital status on violence, respectively.
Being single or separated/divorced was associated with a higher prevalence of violence throughout. In the household surveys, the likelihood of violence was approximately twofold among single and separated/divorced respondents. The odds of violence increased by approximately 50% among single and divorced young men in the MMLS.

### TABLE 3
Univariate and multivariate associations between sociodemographic characteristics and any violence in the past 5 years for the NHPMS 2000 and the APMS 2007

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>NHPMS 2000</th>
<th>APMS 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>AOR* (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>3.74 (3.12 to 4.49)**</td>
<td>4.23 (3.39 to 5.27)**</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>0.24 (0.20 to 0.29)**</td>
<td>0.32 (0.26 to 0.40)**</td>
</tr>
<tr>
<td>55–74</td>
<td>0.04 (0.03 to 0.06)**</td>
<td>0.06 (0.04 to 0.08)**</td>
</tr>
<tr>
<td>≥ 75</td>
<td>No data</td>
<td>No data</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/widowed/cohabiting</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>6.60 (5.46 to 7.97)**</td>
<td>2.27 (1.83 to 2.83)**</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>2.53 (1.96 to 3.26)**</td>
<td>2.66 (2.03 to 3.49)**</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>1.37 (0.78 to 2.41)</td>
<td>2.11 (1.15 to 3.87)*</td>
</tr>
<tr>
<td>IIIM</td>
<td>2.10 (1.19 to 3.70)*</td>
<td>3.87 (2.10 to 7.13)**</td>
</tr>
<tr>
<td>IIINM</td>
<td>3.34 (1.93 to 5.78)**</td>
<td>4.22 (2.31 to 7.70)**</td>
</tr>
<tr>
<td>IV</td>
<td>3.13 (1.81 to 5.43)**</td>
<td>5.05 (2.78 to 9.14)**</td>
</tr>
<tr>
<td>V</td>
<td>2.60 (1.37 to 4.94)**</td>
<td>4.65 (2.35 to 9.21)**</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Black</td>
<td>1.38 (0.85 to 2.26)</td>
<td>0.82 (0.44 to 1.50)</td>
</tr>
<tr>
<td>South Asian</td>
<td>0.59 (0.29 to 1.20)</td>
<td>0.33 (0.14 to 0.76)**</td>
</tr>
<tr>
<td>Other</td>
<td>1.30 (0.72 to 2.37)</td>
<td>1.18 (0.61 to 2.30)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.60 (1.84 to 3.66)**</td>
<td>1.20 (0.78 to 1.84)</td>
</tr>
</tbody>
</table>

*p < 0.05, ***p < 0.01, ****p < 0.001.
AOR, adjusted odds ratio; CI, confidence interval.
a Adjusted for every other demographic characteristic.
Note: All weighted logistic regression models.
Ethnicity

Ethnic groups recorded in the surveys were reclassified as white, black (originating from Africa or the West Indies), South Asian and ‘other’. In the NHSPM the prevalence of violence was 11.7% among white participants, 15.5% among black participants, 7.3% among South Asian participants and 14.7% among participants from other ethnic groups. In the AMPS the prevalence of violence was 8.3% among white participants, 9.3% among black participants, 6.9% among South Asian participants and 8.7% among participants from other ethnic groups. In the MMLS the prevalence of violence was 36.9% among white participants, 31.1% among black participants, 19.2% among South Asian participants and 21.1% among participants from other ethnic groups. The adjusted demographic models indicate that the South Asian ethnicity group was protective for any violence compared with white respondents in both household surveys (see Table 3). All black and minority ethnic groups in the MMLS were less likely to report violence than white respondents (Table 5).

Immigration

Among the young men in the MMLS, 740 (14.0%) reported being born outside the UK. Of these, 99 (13.4%) reported any violence in the past 5 years; this compared with 1346 (30.6%) of those who were born in the UK. Those who were not born in the UK were significantly less likely to report any violence in a
univariate model [OR 0.46, 95% confidence interval (CI) 0.36 to 0.58; \( p < 0.001 \)] and after adjusting for all other demographic characteristics (OR 0.54, 95% CI 0.42 to 0.69; \( p < 0.001 \)).

**Social class and unemployment**

Social class was based on the UK Registrar General’s classification,\(^{59}\) which was chosen because it uses the most recent occupation of head of household: I – professional, II – managerial, IIINM – skilled non-manual, IIIM – skilled manual, IV – partly skilled and V – unskilled. This classification provides an indicator of various domains including income, education and level of responsibility at work.\(^{60,61}\)

Table 6 shows the results for each category of social class (with class I as the reference) by sex. Among men in the NHPMS, all other categories of lower social class increased the risk for violence compared with class I. Participants from social classes IIINM and below were four times as likely to report violence in the past 5 years and social class V was associated with a fivefold increase in violence. However, among women, only social classes IIIM and V were associated with an increase in reported violence.

Certain differences were observed in the APMS. Social class was not significantly associated with violence among women; however, among men in social class V, the risk associated with violence was increased 10-fold.

---

**TABLE 5** Univariate and multivariate associations between sociodemographic characteristics (exposure) and any violence in the past 5 years (outcome) for the MMLS 2011

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>MMLS 2011</th>
<th>AOR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24 Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>25–34 0.65 (0.58 to 0.73)**</td>
<td>0.71 (0.62 to 0.82)**</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Single 1.48 (1.30 to 1.69)**</td>
<td>1.27 (1.09 to 1.47)**</td>
<td></td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>1.56 (1.15 to 2.12)**</td>
<td></td>
</tr>
<tr>
<td>1.50 (1.09 to 2.07)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social class</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II Reference Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>IIIM/IIINM 1.06 (0.86 to 1.31)</td>
<td>0.97 (0.78 to 1.21)</td>
<td></td>
</tr>
<tr>
<td>IV and V 1.30 (1.05 to 1.61)*</td>
<td>1.19 (0.95 to 1.48)</td>
<td></td>
</tr>
<tr>
<td>Unemployed 1.53 (1.25 to 1.87)**</td>
<td>1.21 (0.97 to 1.50)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White Reference Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Black 0.77 (0.65 to 0.91)**</td>
<td>0.77 (0.65 to 0.92)**</td>
<td></td>
</tr>
<tr>
<td>South Asian 0.41 (0.34 to 0.48)**</td>
<td>0.41 (0.34 to 0.49)**</td>
<td></td>
</tr>
<tr>
<td>Other 0.46 (0.27 to 0.78)**</td>
<td>0.49 (0.28 to 0.86)*</td>
<td></td>
</tr>
</tbody>
</table>

\*\( p < 0.05, \**\( p < 0.01, \***\( p < 0.001.\)

AOR, adjusted odds ratio; CI, confidence interval.

\( ^a \) Adjusted for every other demographic characteristic.

**Note**

All weighted logistic regression models.
### Table 6: Associations between any violence in the past 5 years and social class by sex and overall (NHPMS 2000 and APMS 2007)

<table>
<thead>
<tr>
<th>Social class</th>
<th>n (%)</th>
<th>OR (95% CI)</th>
<th>AOR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NHPMS 2000</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>22 (5.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>126 (10.2)</td>
<td>1.71 (1.04 to 2.81)*</td>
<td>1.94 (1.16 to 3.24)*</td>
</tr>
<tr>
<td>IIINM</td>
<td>136 (27.5)</td>
<td>5.71 (3.46 to 9.43)***</td>
<td>4.62 (2.74 to 7.79)***</td>
</tr>
<tr>
<td>IIIM</td>
<td>214 (18.1)</td>
<td>3.32 (2.05 to 5.38)***</td>
<td>4.02 (2.43 to 6.64)***</td>
</tr>
<tr>
<td>IV</td>
<td>127 (22.3)</td>
<td>4.31 (2.61 to 7.12)***</td>
<td>4.40 (2.61 to 7.42)***</td>
</tr>
<tr>
<td>V</td>
<td>45 (27.7)</td>
<td>5.76 (3.24 to 10.23)***</td>
<td>5.08 (2.75 to 9.36)***</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>22 (5.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>40 (3.6)</td>
<td>1.58 (0.41 to 6.06)</td>
<td>3.06 (0.68 to 13.74)</td>
</tr>
<tr>
<td>IIINM</td>
<td>71 (4.8)</td>
<td>2.14 (0.57 to 8.06)</td>
<td>3.74 (0.84 to 16.57)</td>
</tr>
<tr>
<td>IIIM</td>
<td>22 (6.8)</td>
<td>3.11 (0.79 to 12.27)</td>
<td>5.79 (1.25 to 26.92)*</td>
</tr>
<tr>
<td>IV</td>
<td>66 (9.0)</td>
<td>4.22 (1.12 to 15.93)*</td>
<td>7.22 (1.62 to 32.14)**</td>
</tr>
<tr>
<td>V</td>
<td>11 (4.0)</td>
<td>1.76 (0.42 to 7.37)</td>
<td>4.65 (0.94 to 22.95)</td>
</tr>
<tr>
<td><strong>All</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>21 (5.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>166 (7.1)</td>
<td>1.37 (0.86 to 2.17)</td>
<td>2.11 (1.30 to 3.42)**</td>
</tr>
<tr>
<td>IIINM</td>
<td>207 (10.4)</td>
<td>2.10 (1.33 to 3.31)***</td>
<td>3.87 (2.38 to 6.28)***</td>
</tr>
<tr>
<td>IIIM</td>
<td>236 (15.6)</td>
<td>3.34 (2.12 to 5.26)***</td>
<td>4.22 (2.62 to 6.81)***</td>
</tr>
<tr>
<td>IV</td>
<td>192 (14.8)</td>
<td>3.13 (1.98 to 4.96)***</td>
<td>5.05 (3.10 to 8.21)***</td>
</tr>
<tr>
<td>V</td>
<td>56 (12.6)</td>
<td>2.60 (1.55 to 4.35)***</td>
<td>4.65 (2.66 to 8.12)***</td>
</tr>
<tr>
<td><strong>APMS 2007</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>8 (3.2)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>66 (6.0)</td>
<td>1.96 (0.93 to 4.12)</td>
<td>2.03 (0.92 to 4.50)</td>
</tr>
<tr>
<td>IIINM</td>
<td>61 (14.8)</td>
<td>5.34 (2.51 to 11.36)***</td>
<td>3.96 (1.77 to 8.86)**</td>
</tr>
<tr>
<td>IIIM</td>
<td>142 (14.3)</td>
<td>5.13 (2.48 to 10.60)***</td>
<td>6.16 (2.84 to 13.37)***</td>
</tr>
<tr>
<td>IV</td>
<td>73 (15.5)</td>
<td>5.65 (2.68 to 11.92)***</td>
<td>4.72 (2.12 to 10.48)***</td>
</tr>
<tr>
<td>V</td>
<td>32 (26.2)</td>
<td>10.92 (4.86 to 24.54)***</td>
<td>10.77 (4.45 to 26.07)***</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>4 (3.6)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>36 (3.1)</td>
<td>0.84 (0.29 to 2.43)</td>
<td>0.99 (0.34 to 2.90)</td>
</tr>
<tr>
<td>IIINM</td>
<td>47 (4.3)</td>
<td>1.19 (0.42 to 3.38)</td>
<td>1.33 (0.46 to 3.87)</td>
</tr>
<tr>
<td>IIIM</td>
<td>14 (4.9)</td>
<td>1.39 (0.44 to 4.33)</td>
<td>1.56 (0.49 to 5.03)</td>
</tr>
<tr>
<td>IV</td>
<td>38 (5.9)</td>
<td>1.68 (0.58 to 4.82)</td>
<td>1.69 (0.57 to 4.97)</td>
</tr>
<tr>
<td>V</td>
<td>6 (3.3)</td>
<td>0.91 (0.25 to 3.31)</td>
<td>1.45 (0.36 to 5.79)</td>
</tr>
</tbody>
</table>

*continued*
There was a statistically significant trend in prevalence of violence according to lower social class for men \( (p < 0.001) \) and women \( (p < 0.001) \). However, in the NHPMS, we observed an unexpected 17.3% increase in the prevalence of violence among men from social class II to social class IIINM. This increase was statistically significant \((10.2\% \text{ vs. } 27.5\% \text{ respectively}; \ p < 0.001)\). This contrasted with a 1.2% non-significant increase in self-reported violence among women from social class II to social class IIINM \((3.6\% \text{ vs. } 4.8\% \text{ respectively}; \ p = 0.14)\). Compared with other categories, those men in social classes II and IIINM were younger \((82.9\% \text{ were aged } 16–34 \text{ years vs. } 67.1\%; \ p < 0.008)\), more were single \((81.1\% \text{ vs. } 56.6\%; \ p < 0.001)\) and more were living with their parents \((34.0\% \text{ vs. } 11.8\%; \ p < 0.001)\). In addition, fewer lived in rented accommodation \((25.0\% \text{ vs. } 40.1\%; \ p < 0.01)\) and as a couple \((21.9\% \text{ vs. } 51.7\%; \ p < 0.001)\). Violent men in social class IIINM were approximately three times more likely to be single and living with their parents than violent men in other social classes.

**Discussion**

Sex and age differences in violent behaviour identified in our study are in accordance with a previous meta-analysis. Physical aggression is more common among men than women at all ages and this is consistent across cultures, appearing from early childhood onwards and showing a peak between 20 and 30 years of age. However, studies that have measured anger did not show sex differences. Higher levels of indirect aggression among females, such as expressions of anger, are limited to later childhood and adolescence, but tend to vary according to the methods of measurement and were not included in this study.

Sexual selection theory hypothesises that the origin of greater male physical aggression in human evolutionary history is a consequence of unequal parental investment, leading to greater male than female reproductive competition and, therefore, overt aggression. This is thought to be the psychological accompaniment of physical sex differences such as size, strength and longevity. Evolutionary analyses have identified different degrees of risk that an individual is prepared to take during a conflict as a crucial difference between the sexes. Greater variation in male and female reproductive success among mammals leads to more intense male competition. Selection favours high-risk strategies (even when mortality rates are high) if the reward of victory is high and the consequence of losing is little or no chance of reproducing. This theoretical approach suggests that sex differences and physical aggression will be largest when reproductive competition is highest, for example during young adulthood, and can include higher risk and escalated forms of aggression, such as those involving death or severe injury. Our findings are in agreement with this theory in demonstrating that men in early adulthood were more likely to engage in severe violence against strangers and people known to them. Weissfeld has argued that boys compete in this way to form dominance orders or hierarchies. This has been compared with the behaviour of other primates and is thought to be important for providing access to

**TABLE 6** Associations between any violence in the past 5 years and social class by sex and overall (NHPMS 2000 and APMS 2007) (continued)

<table>
<thead>
<tr>
<th>Social class</th>
<th>n (%)</th>
<th>OR (95% CI)</th>
<th>AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>12 (3.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>II</td>
<td>102 (4.5)</td>
<td>1.38 (0.75 to 2.53)</td>
<td>1.73 (0.91 to 3.29)</td>
</tr>
<tr>
<td>IIINM</td>
<td>108 (7.1)</td>
<td>2.26 (1.23 to 4.15)**</td>
<td>2.93 (1.54 to 5.60)**</td>
</tr>
<tr>
<td>IIIM</td>
<td>156 (12.2)</td>
<td>4.10 (2.25 to 7.47)***</td>
<td>4.57 (2.42 to 8.63)***</td>
</tr>
<tr>
<td>IV</td>
<td>111 (10.0)</td>
<td>3.26 (1.77 to 5.99)***</td>
<td>3.64 (1.91 to 6.95)***</td>
</tr>
<tr>
<td>V</td>
<td>38 (12.5)</td>
<td>4.21 (2.16 to 8.22)***</td>
<td>6.15 (2.98 to 12.73)***</td>
</tr>
</tbody>
</table>

\*\(p < 0.05\), **\(p < 0.01\), ***\(p < 0.001\).
AOR, adjusted odds ratio.
a Adjusted for every other demographic characteristic.
Note
All weighted percentages, frequencies and estimates.
resources, including reproductive success in social animals. Hierarchies are based on dominance and the use of aggression, which is stable over time, together with high dominance. This appears to rank with certain other attributes, including personality.

All levels of severity of violence and all victim types were more prevalent among men than women, except violence against intimate partners and family. Women were approximately twice as likely to report an intimate partner as a victim than men. However, national surveys have shown that women who are married or cohabiting are more likely to report fear of bodily injury, actual injuries and the use of medical, mental health and criminal justice system services as a result of IPV than men. Similarly, substantially more women report that they have experienced sexual violence from an intimate partner, which was not included in this study. Nevertheless, Dutton and Nicholls have argued that the sex disparity in injuries from domestic violence is less than originally portrayed by feminist theory. In a review of studies, high levels of unilateral intimate violence by women towards both men and women have been observed. Furthermore, men report their own victimisation less often than women and do not view female violence against them as a crime. As a result, male victimisation by female partners is under-reported in crime victim surveys.

Married men are less likely to commit crimes, including violence. However, there are questions of selection and confounding when studying this relationship. Samson et al. carried out a study of high-risk boys followed up prospectively from adolescence to age 32 years. They found that being married was associated with an average reduction of approximately 35% in the odds of committing a crime compared with not being married. Previous research has also indicated that marriage is a key turning point in desistance from crime. The establishment of a good relationship is thought to facilitate this. Correspondingly, Bersani et al. found that marriage reduced offending, including violent offending, for both men and women in the Netherlands. Laub et al. argue that a close relationship acts protectively on crime and violence by the formation of social bonds and an investment process in the relationship. It is the quality of the marital bond that affects this. However, the influence is gradual and is cumulative over time. Our finding that divorce and separation were strongly associated with violence in this study corresponds to this. However, the processes leading to the breakdown of a relationship are likely to be complex and could reflect an individual’s tendency to violence or even be the result of violence towards the intimate partner.

The association between violent crime and single marital status could be explained by social factors in the lives of young people and was independent of age. The move to social independence among young men is important. Although many young men now remain in the parental home, this was not found to have a protective effect among young men in Great Britain. Furthermore, violence when intoxicated observed among young men (see Chapter 6, Study 2) and fighting with strangers can be construed as one example among a series of hedonistic and negative social behaviours (including hazardous drinking, drug misuse, sexual risk taking and non-violent antisocial behaviour) exhibited by single young men without the responsibilities of providing their own accommodation or supporting dependent children or the ameliorating effects on their behaviour of living with a female partner. It has been questioned whether or not this lifestyle has become more prevalent among some men within the context of increasing prolongation of early adulthood and when it now takes longer to obtain a full-time job that pays sufficiently to support a family. US research has indicated that many young people in their early 20s have not become fully adult according to their own subjective assessment and do not perceive themselves as either ready or able to perform these roles. A comparison of census data in the USA from the years 1960 and 2000 demonstrated that fewer men aged 40 years in 2000 than in 1960 had completed all the major transitions of leaving home, finishing school, becoming financially independent, getting married and having a child. Furthermore, young people remaining at home now receive more substantial financial aid from their parents than previous generations. Not having to provide accommodation or support depends means a relatively higher disposable income and more leisure time, possibly associated with higher-risk activities, including violence.

We did not find differences in self-reported violence in our surveys between black and minority ethnic subgroups and white study participants. Being of South Asian origin appeared to convey a protective
effect. This was before adjusting for other demographic factors, most importantly social class. This finding is in marked contrast to the number of stop and search encounters and convictions for violent crime in black and minority ethnic populations and proportions of people imprisoned from a black and minority ethnic origin in the UK. Similarly, the lack of an association between immigration and violence in this study is consistent with the lack of an association between immigration and crime in the UK. The continuous reduction in the number of overall property crimes in England and Wales since 2002 has occurred in the face of an increasing foreign-born population, but there is no evidence to suggest that rising migration causes a decline in crime rates. The foreign-born proportion of the population is also unrelated to violent crime according to most recent research findings.

It has long been established that the strength of the relationship between social class and violence varies significantly, but depends primarily on the measure of social class. Our finding that in 2000 there was a higher than expected prevalence of violence among men from social classes II and IIINM is most likely explained by the characteristics of the men in these two social groups. For example, an unexpectedly large number of men still living in the parental home, not having children or not being involved in a relationship contributed substantially to the association between social class IIINM and violent behaviour.

It is thought that unemployment has a key part to play in violence and that lack of routine activity and the economic effects of being unemployed increase the risk of crime. However, research has indicated that violent crime, as opposed to burglary and theft, is pro-cyclical: higher in good times when unemployment is lower. It has been argued that alcohol consumption, which is higher in good times and more strongly related to violence, is a key determinant. Nevertheless, the association between violence and unemployment is highly complex and other associated factors are highly relevant. Lack of finances is important because labour markets are important sources of status and the focus of struggles over norms of fairness and a validated identity. Unemployment can be relevant to violence when it intersects with collective identities: masculinity, race or ethnicity or religion. When there are no structured institutional mechanisms for unemployed people to express complaints and press for improvement, the chances are increased that there may be one or other type of violence. This may also apply to IPV. At the international level, the contribution of the labour market structure and opportunities and relations to violent conflicts cannot be understood in isolation from the broader structural and policy features of a society.

**Study 2: a typology of violent persons in the population**

**Aims and objective**

The aims of study 2 were to:

1. Identify groups, or subtypes, of people in the population of Great Britain according to their patterns of self-reported violent behaviour. We included measures of severity and frequency, their victims and the location of their violence to determine subtypes.
2. Validate these subtypes according to their differing demographic characteristics.

The overall objective was to create a typology for investigating the associations with psychiatric morbidity in subsequent studies in this section of the report.

**Methods**

**Participants**

We used a combined sample of men and women drawn from the first phase of the NHPMS 2000 and the APMS 2007 (see Study 1). Design and sampling procedures have previously been described. As each of the surveys employed the same measures of demography and violence outcomes, we conducted joint analyses of individual-level data. All analyses on violence typologies were carried out separately by sex.
Measures
We used the self-reported measures of violence described in study 1. Social class was based on the UK Registrar General’s classification,\(^5\) which uses the most recent occupation of the head of the household. Sociodemographic covariates included age in 20-year bands, marital status, ethnicity and employment.

Latent class analysis
We used latent class analysis (LCA) to explore whether or not individuals could be classified into a set of latent variables based on their endorsement of the violence indicators. Membership of these subgroups, often called latent classes, is defined by the specific set of responses to a series of observed characteristics. This approach allowed us to describe the relationships of the variables as they combined into classes that defined groups of people within a sample or population.

Latent class analysis was used to empirically define participant groups based on their violent behaviours profile and explore the existence of typologies of violence. Decisions regarding the most appropriate model were led by statistical indicators and clinical considerations. The default estimator was the robust maximum likelihood (MLR). However, MLR may lead to the presence of a problem called local maxima. To fully avoid this, all LCA models were estimated with different random starting values: we used 2000 random starts at the initial stage and 200 optimisations at the final stage. Models were inspected to ensure that the log-likelihood value for each model was successfully replicated several times (an indication of low probability of local maxima). We gave priority to this rule in selecting our final latent class model.

After selecting the classes that fitted best by sex, we described them in terms of the aforementioned demographic characteristics.

All analyses were performed using Mplus software (Muthén and Muthén, Los Angeles, CA, USA) for Windows OS version 7.11.

Results
Typology of violence among men
To identify the constructs in each class (classification) included in Table 7, we established indicators with probabilities of \(< 0.29\) (low probability), from 0.30 to 0.59 (moderate probability) and \(> 0.60\) (high probability). We classified men into the following classes: class 1 – ‘no violence’; class 2 – ‘minor violence’, characterised by fights with strangers, persons known and friends, in the street or in bars, with few incidents or only one incident and in which no-one is injured; class 3 – ‘violence towards known persons/family’, characterised by more serious violence resulting in injuries to the victim and perpetrator, involving a range of different victims but mainly persons known, friends, family members and intimate partners and in a range of locations, mainly in the street or in bars but also in their own or another’s home; class 4 – ‘fighting with strangers’, characterised by fights almost exclusively with strangers taking place in the street or in bars, often when intoxicated and leading to injury to the victim or perpetrator (one in five men in class 4 had been involved in multiple violent incidents with strangers); and class 5 – ‘serious repetitive violence’, characterised by multiple incidents of violence, usually when intoxicated, resulting in injuries to multiple victims and in multiple locations and including family and intimate partners (see Table 7).

Several models of latent subgroups defined by violence indicators were estimated for men and women. Complex sampling and weights were considered in the development of the latent class models. Model fit and information criteria for LCA model selection are included in Table 8 for men and Table 9 for women. Model fit indices favoured the five-class model in men. A three-class model provided the best fit to the data in women.
### TABLE 7
Weighted percentages of violence characteristics across violence typologies in men in the UK (n = 7762)

<table>
<thead>
<tr>
<th>Violence indicators</th>
<th>Class 1 (N = 6583; 84.8%), n (%)</th>
<th>Class 2 (N = 453; 5.8%), n (%)</th>
<th>Class 3 (N = 296; 3.8%), n (%)</th>
<th>Class 4 (N = 308; 4.0%), n (%)</th>
<th>Class 5 (N = 121; 1.6%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeated violence (five or more incidents)</td>
<td>1 (0.0)</td>
<td>66 (14.6)</td>
<td>43 (14.5)</td>
<td>63 (20.6)</td>
<td>102 (84.5)</td>
</tr>
<tr>
<td>Violent when intoxicated</td>
<td>0 (0.0)</td>
<td>155 (34.2)</td>
<td>142 (47.8)</td>
<td>158 (51.3)</td>
<td>100 (83.5)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>4 (0.1)</td>
<td>0 (0.0)</td>
<td>138 (46.4)</td>
<td>157 (51.1)</td>
<td>121 (100.0)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>172 (58.0)</td>
<td>137 (44.6)</td>
<td>85 (70.4)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>0 (0.0)</td>
<td>453 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (0.3)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>IPV</td>
<td>0 (0.0)</td>
<td>25 (5.6)</td>
<td>37 (12.6)</td>
<td>0 (0.0)</td>
<td>23 (19.2)</td>
</tr>
<tr>
<td>Towards a family member</td>
<td>0 (0.0)</td>
<td>31 (6.8)</td>
<td>39 (13.3)</td>
<td>3 (0.9)</td>
<td>14 (11.7)</td>
</tr>
<tr>
<td>Towards a friend</td>
<td>0 (0.0)</td>
<td>86 (19.0)</td>
<td>84 (28.5)</td>
<td>16 (5.3)</td>
<td>49 (40.9)</td>
</tr>
<tr>
<td>Towards someone known</td>
<td>0 (0.0)</td>
<td>134 (29.5)</td>
<td>177 (59.8)</td>
<td>2 (0.7)</td>
<td>83 (68.7)</td>
</tr>
<tr>
<td>Towards a stranger</td>
<td>0 (0.0)</td>
<td>237 (52.3)</td>
<td>31 (10.6)</td>
<td>308 (100.0)</td>
<td>108 (89.2)</td>
</tr>
<tr>
<td>In the home</td>
<td>0 (0.0)</td>
<td>34 (7.4)</td>
<td>58 (19.5)</td>
<td>0 (0.0)</td>
<td>27 (22.2)</td>
</tr>
<tr>
<td>In someone else’s home</td>
<td>0 (0.0)</td>
<td>26 (5.7)</td>
<td>33 (11.3)</td>
<td>13 (4.1)</td>
<td>22 (18.3)</td>
</tr>
<tr>
<td>In the street/outdoors</td>
<td>5 (0.1)</td>
<td>206 (45.5)</td>
<td>182 (61.4)</td>
<td>212 (68.8)</td>
<td>111 (92.2)</td>
</tr>
<tr>
<td>In a bar/pub</td>
<td>0 (0.0)</td>
<td>144 (31.9)</td>
<td>76 (25.7)</td>
<td>112 (36.5)</td>
<td>110 (91.2)</td>
</tr>
<tr>
<td>In the workplace</td>
<td>2 (0.0)</td>
<td>30 (6.7)</td>
<td>15 (5.0)</td>
<td>15 (4.8)</td>
<td>25 (20.7)</td>
</tr>
</tbody>
</table>

### TABLE 8
Results from LCA of violence in men in the household population of 2000 and 2007 (n = 7049)

<table>
<thead>
<tr>
<th>Model</th>
<th>Log-likelihood</th>
<th>Replicated log-likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th>aBIC</th>
<th>VLMR-LRT p-value</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>17590.6</td>
<td>Yes</td>
<td>35211.3</td>
<td>35313.9</td>
<td>35266.3</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Class 2</td>
<td>11163.4</td>
<td>Yes</td>
<td>22388.8</td>
<td>22601.0</td>
<td>22502.5</td>
<td>&lt;0.0001</td>
<td>0.99</td>
</tr>
<tr>
<td>Class 3</td>
<td>10638.0</td>
<td>Yes</td>
<td>21370.1</td>
<td>21691.8</td>
<td>21542.4</td>
<td>&lt;0.0001</td>
<td>0.99</td>
</tr>
<tr>
<td>Class 4</td>
<td>10484.1</td>
<td>Yes</td>
<td>21094.2</td>
<td>21525.4</td>
<td>21325.2</td>
<td>&lt;0.0001</td>
<td>0.99</td>
</tr>
<tr>
<td>Class 5</td>
<td>10392.1</td>
<td>Yes</td>
<td>20816.1</td>
<td>21356.8</td>
<td>21105.8</td>
<td>0.0002</td>
<td>0.98</td>
</tr>
</tbody>
</table>

aBIC, adjusted Bayesian information criterion; AIC, Akaike information criterion; BIC, Bayesian information criterion; NA, not applicable; VLMR-LRT, Vuong–Lo–Mendell–Rubin likelihood ratio test.

### TABLE 9
Results from LCA of violence in women in the household population of 2000 and 2007 (n = 8096)

<table>
<thead>
<tr>
<th>Model</th>
<th>Log-likelihood</th>
<th>Replicated log-likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th>aBIC</th>
<th>VLMR-LRT p-value</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>9320.7</td>
<td>Yes</td>
<td>18671.3</td>
<td>18777.6</td>
<td>18729.9</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Class 2</td>
<td>5360.1</td>
<td>Yes</td>
<td>10782.2</td>
<td>11001.9</td>
<td>10903.4</td>
<td>&lt;0.0001</td>
<td>0.99</td>
</tr>
<tr>
<td>Class 3</td>
<td>5145.5</td>
<td>Yes</td>
<td>10385.1</td>
<td>10718.1</td>
<td>10568.8</td>
<td>&lt;0.0001</td>
<td>0.99</td>
</tr>
</tbody>
</table>

aBIC, adjusted Bayesian information criterion; AIC, Akaike information criterion; BIC, Bayesian information criterion; NA, not applicable; VLMR-LRT, Vuong–Lo–Mendell–Rubin likelihood ratio test.
Table 10 shows that members of class 5 (‘serious repetitive violence’) were younger than members of the other classes, with no men in the older age group (55–74 years), no black men and predominantly white and single men. Most were employed in occupations from social classes IIIM and IIINM. Class 4 showed similar demographic characteristics, with significantly fewer Asian men and fewer separated or divorced men. Class 3 had the largest proportion of separated or divorced men and one-quarter were economically inactive. Class 2 showed few differences from class 1 (non-violent men), except that more were younger and single.

We carried out a further investigation to see to what extent IPV had determined the classes. We found that only 24 (3.1%) men reported that they were uniquely violent towards their intimate partner, indicating that IPV had little effect in determining the classes among men.

### Typology of violence among women

As with men, we established that indicators with a probability < 0.29 as low, from 0.30 to 0.59 as moderate probability and above 0.60 as high probability among women. Table 11 shows that class 1 was characterised by ‘no violence’ and had a prevalence of 94.9%. Class 2 (‘general violence’) was characterised by a range of different victims, mainly persons known and strangers, but also family members, intimate

### Table 10 Violent classes in men: LCA in association with demographic characteristics

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Class 1 (%) (reference)</th>
<th>Class 2 (%)</th>
<th>Class 3 (%)</th>
<th>Class 4 (%)</th>
<th>Class 5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34 (reference)</td>
<td>27.3</td>
<td>75.3</td>
<td>70.9</td>
<td>69.2</td>
<td>82.7</td>
</tr>
<tr>
<td>35–54</td>
<td>40.4</td>
<td>21.9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>24.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>26.6&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17.3&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>55–74</td>
<td>32.3</td>
<td>2.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5.1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (reference)</td>
<td>90.8</td>
<td>88.6</td>
<td>93.4</td>
<td>95.7</td>
<td>96.7</td>
</tr>
<tr>
<td>Black</td>
<td>2.7</td>
<td>5.1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.6&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.0&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>South Asian</td>
<td>4.0</td>
<td>3.1</td>
<td>2.6&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.3</td>
</tr>
<tr>
<td>Other</td>
<td>2.5</td>
<td>3.3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.7&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.1</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II (reference)</td>
<td>42.8</td>
<td>23.4</td>
<td>17.9</td>
<td>23.6</td>
<td>10.6</td>
</tr>
<tr>
<td>IIIM and IIINM</td>
<td>40.5</td>
<td>49.0&lt;sup&gt;b&lt;/sup&gt;</td>
<td>54.7&lt;sup&gt;b&lt;/sup&gt;</td>
<td>48.9&lt;sup&gt;b&lt;/sup&gt;</td>
<td>70.3&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>IV and V</td>
<td>16.7</td>
<td>27.6&lt;sup&gt;b&lt;/sup&gt;</td>
<td>27.4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>27.6&lt;sup&gt;b&lt;/sup&gt;</td>
<td>19.1&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting (reference)</td>
<td>67.9</td>
<td>27.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>36.3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>35.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>26.7&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Single</td>
<td>24.3</td>
<td>66.9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>54.6&lt;sup&gt;a&lt;/sup&gt;</td>
<td>57.2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>67.4&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>7.8</td>
<td>6.1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6.0</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed (reference)</td>
<td>70.2</td>
<td>74.8</td>
<td>66.2</td>
<td>81.8</td>
<td>73.5</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3.1</td>
<td>8.5</td>
<td>8.5</td>
<td>6.5</td>
<td>4.6</td>
</tr>
<tr>
<td>Inactive economically</td>
<td>26.7</td>
<td>16.7</td>
<td>25.3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>11.7</td>
<td>22.0</td>
</tr>
</tbody>
</table>

<sup>a</sup> Significant protective association (p < 0.05).
<sup>b</sup> Significant risk association (p < 0.05).

**Note**

Association test based on multinomial logistic regression.
partners and friends, with violence occurring usually in the street or in a bar, but also in the perpetrator’s own or someone else’s home. This class resembled class 3 in men. Class 3 (‘intimate family violence’) was characterised by violence occurring exclusively in the home and involving intimate partners and family members. It usually involved minor violence and if a participant was injured it was usually the female perpetrator. Class 2 included the highest proportion of women of young age (16–34 years) (83%) followed by class 3 (58.3%). Ethnic composition was similar across the classes. Class 2 had significantly higher proportions of women in lower social classes. Women in classes 2 and 3 were mainly single, with more women in class 3 separated or divorced. There was no association with employment status (Table 12).

**Discussion**

We identified five classes of violent men, which we further validate against categories of psychiatric morbidity and other psychopathology in Chapters 3–9 of this section of the report. Class 2 included men who had become involved in minor violence, usually on a ‘one-off’ basis. Apart from being young and single (the most common risk factors for becoming involved in violence), there was little to differentiate them from men who were not violent in the population.

Men in class 3 (‘violence towards known persons/family’) engaged in more serious violence than men in class 2: they and their victims became injured. Violence involved victims known to the perpetrators, including friends, family and intimate partners, and occurred in a range of different locations. The higher prevalence of divorced and separated men in this group and the finding that one-quarter were economically inactive suggests that they were poor at sustaining relationships and friendships and that many were dependent on state benefits.

Men in class 4 (‘fighting with strangers’) were involved in more serious violence leading to injuries, almost exclusively with people previously unknown to them, sometimes in multiple violent encounters. The narrower range of characteristics suggests a lifestyle in which potential violent altercations with other

<table>
<thead>
<tr>
<th>Violence indicators</th>
<th>Class 1 (N = 7608; 94.9%), n (%)</th>
<th>Class 2 (N = 282; 3.5%), n (%)</th>
<th>Class 3 (N = 124; 1.5%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeated violence (five or more incidents)</td>
<td>0 (0.0)</td>
<td>35 (12.4)</td>
<td>25 (20.0)</td>
</tr>
<tr>
<td>Violent when intoxicated</td>
<td>0 (0.0)</td>
<td>108 (38.2)</td>
<td>22 (18.2)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>0 (0.0)</td>
<td>76 (27.1)</td>
<td>9 (7.5)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>0 (0.0)</td>
<td>88 (31.2)</td>
<td>32 (25.7)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>0 (0.0)</td>
<td>119 (42.4)</td>
<td>79 (64.3)</td>
</tr>
<tr>
<td>IPV</td>
<td>0 (0.0)</td>
<td>35 (12.6)</td>
<td>98 (79.3)</td>
</tr>
<tr>
<td>Towards a family member</td>
<td>0 (0.0)</td>
<td>68 (24.2)</td>
<td>31 (25.1)</td>
</tr>
<tr>
<td>Towards a friend</td>
<td>0 (0.0)</td>
<td>76 (27.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Towards someone known</td>
<td>0 (0.0)</td>
<td>115 (40.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Towards a stranger</td>
<td>0 (0.0)</td>
<td>99 (35.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>In the home</td>
<td>0 (0.0)</td>
<td>50 (17.6)</td>
<td>124 (100.0)</td>
</tr>
<tr>
<td>In someone else’s home</td>
<td>0 (0.0)</td>
<td>36 (12.9)</td>
<td>7 (5.9)</td>
</tr>
<tr>
<td>In the street/outdoors</td>
<td>0 (0.0)</td>
<td>176 (62.4)</td>
<td>17 (13.6)</td>
</tr>
<tr>
<td>In a bar/pub</td>
<td>0 (0.0)</td>
<td>93 (33.1)</td>
<td>5 (3.9)</td>
</tr>
<tr>
<td>In the workplace</td>
<td>0 (0.0)</td>
<td>14 (5.0)</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>
TABLE 12 Violent classes in women: LCA in association with demographic characteristics

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Violence typologies (latent classes)</th>
<th>Class 1 (%) (reference)</th>
<th>Class 2 (%)</th>
<th>Class 3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34 (reference)</td>
<td>30.2</td>
<td>83.0</td>
<td>58.3</td>
<td></td>
</tr>
<tr>
<td>35–54</td>
<td>37.8</td>
<td>15.9</td>
<td>36.1</td>
<td></td>
</tr>
<tr>
<td>55–74</td>
<td>32.0</td>
<td>1.1</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (reference)</td>
<td>92.8</td>
<td>90.4</td>
<td>93.1</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>2.4</td>
<td>3.0</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>South Asian</td>
<td>2.8</td>
<td>2.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2.1</td>
<td>4.7</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II (reference)</td>
<td>33.6</td>
<td>18.9</td>
<td>31.5</td>
<td></td>
</tr>
<tr>
<td>IIIM and IIINM</td>
<td>42.5</td>
<td>44.8</td>
<td>39.6</td>
<td></td>
</tr>
<tr>
<td>IV and V</td>
<td>23.9</td>
<td>36.4</td>
<td>29.0</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting (reference)</td>
<td>68.4</td>
<td>20.3</td>
<td>35.7</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>21.1</td>
<td>68.7</td>
<td>42.1</td>
<td></td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>10.5</td>
<td>11.0</td>
<td>22.1</td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed (reference)</td>
<td>57.4</td>
<td>62.5</td>
<td>70.6</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.1</td>
<td>5.2</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Inactive economically</td>
<td>40.6</td>
<td>32.3</td>
<td>27.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Notes</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a</strong> Significant protective association (p &lt; 0.05).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>b</strong> Significant risk association (p &lt; 0.05).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Association test based on multinomial logistic regression.

young men are likely to occur, such as in bars or encounters in the street, or at sporting activities, and/or that these men actively seek such altercations, finding violence exciting and a personal challenge.

Class 5 was the most distinct subgroup, characterised by serious violence to the widest range of victims. Men in this class had similar altercations with strangers as in class 4, but their violence also extended to their friends, family members and intimate partners, in multiple different locations. Similar observations have previously been made for those in the community with a diagnosis of ASPD. Because the study was cross-sectional, it could not be investigated whether a subgroup will eventually mature or ‘burn out’. This might explain the concentration of class 5 men in the youngest age group. However, although class 5 appeared to be the most serious public health risk to others as a result of violence, and their repetitive violence suggested the probability of greater psychological dysfunction and psychiatric morbidity (which will be investigated in subsequent chapters), other characteristics, such as a concentration of these men in social classes IIINM and IIIM and the absence of black men from this class, were of considerable interest.
Intimate partner violence did not determine a unique group among men as observed with class 3 women. Very few men in the study reported that their violence was uniquely directed against partners. For men, IPV was, therefore, an indication of a general violent disposition, extending to strangers and others outside of the home. For women, the situation was different. A considerably larger proportion reported that their violence was exclusively directed against partners or family members. This violence was largely minor, with no-one being injured. If someone was injured in the violent altercation, it was most likely the woman herself, most probably by her male partner. It was noteworthy that the social class of class 3 women was not significantly different from that of non-violent women.

Class 2 women were younger and of a lower social class and engaged in violence towards a range of different victims, but most commonly persons known to them. There was a similarity to class 3 and to a lesser extent class 5 among men. This group, exhibiting violence with similarities to men’s violence, is therefore of considerable interest. It is hypothesised that, to become violent and antisocial, women must surmount a higher threshold of risk than men and are therefore more severely afflicted (‘threshold/paradox’ hypothesis). The female threshold is presumed to be raised by the sex role socialisation of women against aggression at the level of culture. The risk over this threshold is presumed to come from psychobiological or developmental factors at the level of the individual. If more severe aetiology is found for women, then the inference can be made that a higher threshold for women exists.
Chapter 3 Psychiatric morbidity and violence

Background
It has long been assumed that there is a link between major mental illness and violence. This belief is prevalent across cultures: community surveys show that the general population often associates mental disorder with violence. More recently, however, a lack of association has been reported in certain studies of mentally disordered offenders, particularly for schizophrenia. The same conclusion was reached in a meta-analysis of variables associated with recidivism among mentally disordered offenders, which found that the average association between psychosis and violence was small and negative across 11 studies that reported on psychosis and that demographic factors and previous violence were the strongest risk factors for future violence.

The uncertainty extends to other diagnoses, including anxiety and depression. Coid and Ullrich found an association between increased levels of violence and anxiety when comorbid with ASPD. However, it remains unclear if anxiety is important as a risk factor at the general population level. Depressive disorder is not thought of as a common risk factor and depression may act as a factor that reduces the risk of violence for some individuals. Douglas et al. have suggested that severe mental disorder might be causally associated with violence. In this case, symptoms of mental disorder might provide a clear motivation for violence or interfere with the ability to manage interpersonal conflict. On the other hand, severe mental disorder might be a consequence of violence. This stress of perpetrating violence could trigger the onset of mental disorder in people who are so predisposed. Finally, severe disorder may be a simple correlate of violence. The association between the two may be statistical rather than causal, the result of links with some third variable such as stressful life events, lack of social support, personality traits, substance use or victimisation. Douglas et al. suggested that, if this explanation was true, it would be expected that there would be no clear time-related or statistical association between severe mental disorder and psychosis, at least after controlling for potential confounding factors.

Study 1: anxiety disorder

Objectives
The objectives of this study were to:

1. Investigate the associations between anxiety disorder and self-reported violence towards others. We investigated associations between five individual categories of anxiety disorder in the International Statistical Classification of Diseases and Related Health Problems, Tenth Edition (ICD-10), and a combined category.
2. Investigate the associations between anxiety disorder and the classes of violence identified in the population in Chapter 2 (see Study 2).

Methods

Sample
For the purposes of this analysis we combined two data sets, the APMS 2007 and the NHPMS 2000, to provide a total of 15,734 subjects.

Definition and assessment
Anxiety disorders in the combined category included generalised anxiety disorder, panic disorder, mixed anxiety disorder and depression, obsessive–compulsive disorder and phobias. These were assessed using the CIS-R and were coded according to ICD-10 criteria. The CIS-R assesses 14 neurotic syndromes by asking respondents two screening questions in each of the sections, namely somatic symptoms, fatigue, concentration and forgetfulness, sleep problems, irritability, worry about physical health, depression, depressive ideas, worry, anxiety, phobias, panic, compulsions and obsessions. For positive responses,
further questions were asked to ascertain the duration, frequency and severity of the neurotic symptomatology. These were rated from 0 to 4, except for depression, which is rated from 0 to 5. Mixed anxiety and depressive disorder was diagnosed when a threshold score of 12 on the CIS-R was reached without the diagnostic criteria for depression or any anxiety disorder being met.

The violent outcomes module questions have been previously described in Chapter 2 (see Violence module).

Associations between anxiety disorders and any violence in the past 5 years were examined. Risks were measured using ORs. Weighted analyses were used to account for the sampling procedure in the surveys, as described in Chapter 2.

**Results**

Table 13 shows that 1596 (10.1%) individuals in the combined survey samples reported any violence in the past 5 years. Violence was more common among men than women, among younger adults and among those from lower socioeconomic groups.

**TABLE 13** Demographic and clinical covariates for any violence in the past 5 years and an anxiety classification

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Any violence in the past 5 years (n = 1596; 10.1%)</th>
<th>Anxiety classification (n = 2437; 15.3%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (% reported)</td>
<td>AOR (95% CI)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>406 (5.1)</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1190 (15.4)</td>
<td>3.16 (2.68 to 3.72)**</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>1175 (22.4)</td>
<td>Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>371 (6.3)</td>
<td>0.34 (0.28 to 0.40)**</td>
</tr>
<tr>
<td>55–74</td>
<td>51 (1.1)</td>
<td>0.07 (0.05 to 0.09)***</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>480 (4.7)</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>973 (23.4)</td>
<td>1.74 (1.46 to 2.08)**</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>144 (9.9)</td>
<td>2.09 (1.67 to 2.63)**</td>
</tr>
<tr>
<td><strong>Social class</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>302 (5.6)</td>
<td>Reference</td>
</tr>
<tr>
<td>IIIIM and IIINM</td>
<td>708 (11.3)</td>
<td>2.11 (1.75 to 2.53)**</td>
</tr>
<tr>
<td>IV and V</td>
<td>398 (12.6)</td>
<td>2.44 (1.97 to 3.04)**</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1463 (10.2)</td>
<td>Reference</td>
</tr>
<tr>
<td>Black</td>
<td>49 (12.1)</td>
<td>0.95 (0.60 to 1.50)</td>
</tr>
<tr>
<td>Indian subcontinent</td>
<td>36 (7.0)</td>
<td>0.47 (0.26 to 0.84)*</td>
</tr>
<tr>
<td>Other</td>
<td>40 (11.2)</td>
<td>0.92 (0.55 to 1.54)</td>
</tr>
<tr>
<td>ASPD</td>
<td>246 (46.2)</td>
<td>3.09 (2.29 to 4.17)**</td>
</tr>
<tr>
<td>Drug dependency</td>
<td>276 (48.4)</td>
<td>2.47 (1.86 to 3.29)**</td>
</tr>
<tr>
<td>Alcohol dependency</td>
<td>371 (35.3)</td>
<td>2.36 (1.89 to 2.95)**</td>
</tr>
<tr>
<td>Psychosis</td>
<td>7 (14.0)</td>
<td>0.72 (0.20 to 2.63)</td>
</tr>
</tbody>
</table>

* *p < 0.05, **p < 0.01, ***p < 0.001.
AOR, adjusted odds ratio.
All weighted percentages and estimates based on violence responders are n = 15,743. Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.
We found that 2437 (15.3%) individuals met ICD-10 criteria for anxiety disorders. Anxiety disorders were significantly more common among females, those who were aged > 55 years and those who were divorced.

Table 14 shows that, following adjustments for demographics (age, sex, marital status, ethnicity and social class), any violence was significantly associated with anxiety disorder, phobia, obsessional and compulsive disorder, mixed anxiety and depression, but not panic disorder.

When further adjusted for alcohol, drug dependency and psychiatric comorbidity (ASPD, psychosis and depression), any violence remained significantly associated with a combined category of any anxiety disorder, phobic disorder, obsessive–compulsive disorder, generalised anxiety disorder and mixed anxiety and depression, but not panic disorder.

Table 15 shows that, when different subtypes of violence were examined, anxiety disorder (combining the previously described five categories of anxiety disorders and excluding depression) was significantly associated with violence while intoxicated, minor violence, repetitive violence and violence that resulted in a victim sustaining injury after adjusting for demographic factors. However, following adjustment for demographic factors, anxiety disorder was not significantly associated with violence in the workplace.

Significant associations were also found, following adjustments, with any phobia, obsessive–compulsive disorder, generalised anxiety disorder and mixed anxiety and depressive disorder.

When further adjusting for the same demographic factors together with alcohol and drug dependency and other psychiatric morbidity (ASPD, psychosis and depression), anxiety disorder remained significantly associated with all measures of violence except violence involving police as a victim.

Violence classes and anxiety disorder

Latent class models included five violence classes for men and three violence classes for women, as described in Chapter 2 (see Study 2).

**TABLE 14 Adjusted associations between anxiety, panic disorder, phobia, OCD, GAD, MADD and depression (exposure) and any violence in the past 5 years (outcome)**

<table>
<thead>
<tr>
<th>Exposure</th>
<th>n (%) violent</th>
<th>AORa (95% CI)</th>
<th>AORb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety (any)</td>
<td>394 (24.7)</td>
<td>2.44 (2.06 to 2.89)**</td>
<td>1.91 (1.59 to 2.29)***</td>
</tr>
<tr>
<td>Panic disorder</td>
<td>22 (1.4)</td>
<td>1.38 (0.80 to 2.38)</td>
<td>0.99 (0.55 to 1.79)</td>
</tr>
<tr>
<td>Any phobia</td>
<td>66 (4.1)</td>
<td>3.03 (2.02 to 4.54)***</td>
<td>2.08 (1.32 to 3.27)***</td>
</tr>
<tr>
<td>OCD</td>
<td>42 (2.6)</td>
<td>2.98 (1.88 to 4.72)***</td>
<td>2.13 (1.29 to 3.54)***</td>
</tr>
<tr>
<td>GAD</td>
<td>103 (6.5)</td>
<td>2.18 (1.63 to 2.91)***</td>
<td>1.77 (1.29 to 2.42)***</td>
</tr>
<tr>
<td>MADD</td>
<td>91 (5.7)</td>
<td>2.11 (1.51 to 2.94)***</td>
<td>1.90 (1.31 to 2.75)***</td>
</tr>
<tr>
<td>Depression</td>
<td>79 (4.9)</td>
<td>2.33 (1.67 to 3.24)***</td>
<td>1.42 (0.96 to 2.09)</td>
</tr>
</tbody>
</table>

**p < 0.01, ***p < 0.001.
AOR, adjusted odds ratio; GAD, generalised anxiety disorder; MADD, mixed anxiety and depression; OCD, obsessive–compulsive disorder.

a Adjusted for demographics (sex, age, marital status and ethnicity).
b Adjusted for demographics (sex, age, marital status and ethnicity), clinical factors (ASPD, alcohol dependency, drug dependency, psychosis) and for anxiety instead of depression.
We used multinomial logistic regression models to estimate associations between the latent classes and anxiety, which are shown for men and women in Tables 16 and 17 respectively. These revealed significant associations with anxiety disorder for all classes exhibiting violence compared with the non-violent class for both men and women after adjustments. Serious repetitive violence among men and IPV among women showed the strongest associations with anxiety disorder after adjustments.

**Discussion**

We found a strong, independent association between anxiety disorder and violence in the general population of Great Britain. Anxiety disorder would not at first appear to be a likely risk factor for violence. It might be expected that anxious people would avoid situations leading to violence. However, a state of anxiety can also be seen as corresponding to a fight or flight response, with hyperarousal, or an acute stress response as a physiological reaction to a harmful event, attack or threat. This primes the individual for fighting or fleeing. Alternatively, aggression and anxiety can both result from poor emotional regulation and heightened emotional reactivity. However, it is also necessary to differentiate between fear and anxiety. A behavioural inhibition system regulating responsiveness to aversive stimuli and associated with

### TABLE 15  Adjusted associations between anxiety (exposure) and measures of violence in the past 5 years (outcome)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n (%), violent</th>
<th>AOR (^a) (95% CI)</th>
<th>AOR (^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>394 (16.5)</td>
<td>2.00 (1.73 to 2.32)**</td>
<td>1.91 (1.59 to 2.29)**</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>192 (8.0)</td>
<td>2.28 (1.87 to 2.78)**</td>
<td>1.76 (1.36 to 2.28)**</td>
</tr>
<tr>
<td>Severity of violence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>130 (5.4)</td>
<td>1.40 (1.12 to 1.76)**</td>
<td>1.57 (1.22 to 2.03)**</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>95 (3.9)</td>
<td>2.25 (1.66 to 3.04)**</td>
<td>1.97 (1.38 to 2.81)**</td>
</tr>
<tr>
<td>Victim injured</td>
<td>139 (5.8)</td>
<td>2.20 (1.74 to 2.78)**</td>
<td>1.77 (1.30 to 2.42)**</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>149 (6.2)</td>
<td>2.36 (1.86 to 3.00)**</td>
<td>1.65 (1.24 to 2.21)**</td>
</tr>
<tr>
<td>Police involved</td>
<td>130 (5.4)</td>
<td>2.50 (1.94 to 3.21)**</td>
<td>1.82 (1.35 to 2.44)**</td>
</tr>
<tr>
<td>Victim of violence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>122 (5.1)</td>
<td>5.47 (4.16 to 7.20)**</td>
<td>3.55 (2.62 to 4.82)**</td>
</tr>
<tr>
<td>Family member</td>
<td>44 (1.8)</td>
<td>2.27 (1.47 to 3.51)**</td>
<td>1.90 (1.15 to 3.16)*</td>
</tr>
<tr>
<td>Friend</td>
<td>76 (3.2)</td>
<td>1.82 (1.29 to 2.57)**</td>
<td>1.66 (1.10 to 2.51)*</td>
</tr>
<tr>
<td>Known person</td>
<td>128 (5.4)</td>
<td>1.92 (1.49 to 2.48)**</td>
<td>1.67 (1.23 to 2.28)**</td>
</tr>
<tr>
<td>Stranger</td>
<td>183 (7.6)</td>
<td>1.76 (1.42 to 2.18)**</td>
<td>1.60 (1.22 to 2.08)**</td>
</tr>
<tr>
<td>Police</td>
<td>26 (1.1)</td>
<td>2.29 (1.34 to 3.90)**</td>
<td>1.23 (0.65 to 2.32)</td>
</tr>
<tr>
<td>Location of violent incident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>120 (5.0)</td>
<td>4.05 (3.10 to 5.29)**</td>
<td>2.80 (2.07 to 3.79)**</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>51 (2.1)</td>
<td>3.36 (2.12 to 5.31)**</td>
<td>2.58 (1.52 to 4.38)**</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>136 (5.7)</td>
<td>2.31 (1.91 to 2.79)**</td>
<td>2.28 (1.81 to 2.88)**</td>
</tr>
<tr>
<td>Street</td>
<td>254 (10.6)</td>
<td>1.93 (1.52 to 2.46)**</td>
<td>1.41 (1.05 to 1.90)*</td>
</tr>
<tr>
<td>Workplace</td>
<td>19 (0.8)</td>
<td>1.31 (0.73 to 2.37)</td>
<td>0.98 (0.55 to 1.75)</td>
</tr>
</tbody>
</table>

\(^*p<0.05, \ **p<0.01, \ ***p<0.001.\)

AOR, adjusted odds ratio.

\(^a\) Adjusted for demographics (sex, age, marital status, social class and ethnicity).

\(^b\) Adjusted for demographics (sex, age, marital status, social class and ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, psychosis and depression).

All weighted percentages and estimates based on violence responders are \(n=15,743\). Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.
fear contrast and have differing effects on behavioural activating systems, leading to excessive emotionality, including anxiety, and subsequent violence.96,97 The association we observed with all subcategories of anxiety disorder except for panic disorder therefore indicates the importance of a chronic state of anxiety for violence, rather than sudden extreme anxiety presenting intermittently in the form of panic attacks.

We found independent associations between anxiety disorder and all levels of violence severity. Because these findings were adjusted for other psychiatric morbidity, both the wide range of victims we observed and the levels of seriousness, including multiple incidents, confirmed the importance of a chronic state of anxiety. Anxiety disorder was also associated with each of the classes of violent individuals we identified in Chapter 2 (see Study 2). However, the strongest associations observed at the population level were for IPV, particularly among women in class 3.

These associations between anxiety disorder and IPV at the population level represent a novel finding and require further investigation. However, high levels of anxiety disorder have been observed in samples of people arrested for IPV, both men and women.98-101 Anxiety disorder in these studies was one among several mental disorders associated with IPV. A specific role of anxiety in IPV has been described through its effects on anxious attachment in adult romantic relationships, with potentially destructive effects on relationships among highly anxious individuals. Anxious attachment is defined as uncertainty regarding the availability of attachment figures and is thought to develop when infants receive a pattern of inconsistent attachment.

<table>
<thead>
<tr>
<th>TABLE 16</th>
<th>Male violence typologies (outcome) based on LCA in association with anxiety (exposure): multinomial logit model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence typologies</td>
<td>Anxiety, n (%)</td>
</tr>
<tr>
<td>No violence</td>
<td>697</td>
</tr>
<tr>
<td>Minor violence</td>
<td>63 (14.0)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>71 (23.9)</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>72 (23.5)</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>39 (31.8)</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.  
RRR, relative risk ratio.  
a Adjusted for demographics (age, social class, marital status and ethnicity).  
b Adjusted for demographics (age, social class, marital status and ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, depression and psychosis).

<table>
<thead>
<tr>
<th>TABLE 17</th>
<th>Female violence typologies (outcome) based on LCA in association with anxiety (exposure): multinomial logit model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence typologies</td>
<td>Anxiety, n (%)</td>
</tr>
<tr>
<td>No violence</td>
<td>1310 (17.2)</td>
</tr>
<tr>
<td>General violence</td>
<td>94 (33.5)</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>51 (41.5)</td>
</tr>
</tbody>
</table>

**p < 0.01, ***p < 0.001.  
RRR, relative risk ratio.  
a Adjusted for demographics (age, social class, marital status and ethnicity).  
b Adjusted for demographics (age, social class, marital status and ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, depression and psychosis).
care from their attachment figure, becoming unsure regarding the availability of the caregiver, particularly in times of need. Children with anxious ambivalent attachment exhibit approach-avoidance behaviours towards their caregivers when distressed, mixing needs for comfort and support with emotional arousal and strong expressions of anger. People who are anxiously attached in adulthood to their partner tend to develop sexual behaviours that are less rewarding. When they are distressed, they exaggerate the severity of their adversities, become obsessed with thoughts of being abandoned by their partner and display intense negative emotions.102,103

Intimate partner violence is thought more likely to occur when there is an inappropriate matching of partners, particularly the ‘mispairing’ of a male partner who is avoidant of making attachments with an anxious female partner, a combination thought to increase the risk of both male and female violence.104 Avoidant men may respond to the behaviour of anxious women with violence and women then respond with violence as a self-protective behaviour. Alternatively, a woman with high attachment anxiety may view her partner’s violence as an act of rejection and respond to activation of her fears of abandonment with violence towards her partner.

**Study 2: depressive disorder**

**Objective**

The objectives of this study were to:

1. investigate the associations between depressive disorder and self-reported violence in the household population
2. investigate the associations between depressive disorder and the classes of violence identified in the population in Chapter 2 (see Study 2).

**Methods**

**Sample**

For the purposes of this analysis, we combined two data sets, the APMS 2007 and the NHPMS 2000, giving a total of 15,734 subjects.

**Definition and assessment**

Depressive symptoms were assessed using the CIS-R with depression diagnosed according to ICD-10 criteria, as described in the previous section for anxiety disorders (see Study 1). Depressive symptoms that were ongoing and which had occurred during the preceding month were included in this measure.

Associations between depression and any violence in the past 5 years were examined. Risks were measured using ORs. Weighted analyses were used to account for the sampling procedure in the surveys as described in Chapter 2.

**Results**

We found 441 (2.3%) people meeting criteria for depressive disorder. Table 18 shows that depression was significantly more common among those who were middle-aged, those who were single or divorced and those from lower socioeconomic groups.

When adjusting for demographics (sex, age, marital status and ethnicity), any violence in the past 5 years remained associated with depression (OR 2.37, 95% CI 1.70 to 3.30; \( p < 0.001 \)). However, when further adjusting for the same demographic factors, substance misuse and other psychiatric morbidity (anxiety, psychosis, ASPD), depression was no longer significantly associated with violence (OR 1.33, 95% CI 0.89 to 1.97; \( p = 0.164 \)).
Table 19 shows the associations between depression and seriousness, victims and location of violence. After adjusting for demographics (sex, age, marital status and ethnicity), depression was associated with violence while intoxicated, repetitive violence, violence that resulted in a victim sustaining an injury, violence in which the perpetrator sustained an injury, violence that required police intervention, violence in the perpetrator’s own home or in the street, IPV and violence against a friend, known person and stranger. However, after adjusting for other psychiatric morbidity, depression remained significantly associated only with violence in the perpetrator’s own home.

### Violence classes and depression

Latent class models derived five violence classes for men and three violence classes for women in this joint data set as described in Chapter 2 (see Study 2). Tables 20 and 21 show the prevalence of depression.
### TABLE 19 Adjusted associations between depression (exposure) and measures of violence in the past 5 years (outcome)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n (%) violent</th>
<th>AOR(^a) (95% CI)</th>
<th>AOR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>79 (18.9)</td>
<td>2.16 (1.66 to 2.81)***</td>
<td>1.42 (0.96 to 2.09)</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>35 (8.3)</td>
<td>2.08 (1.42 to 3.05)**</td>
<td>1.10 (0.63 to 1.93)</td>
</tr>
<tr>
<td><strong>Severity of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>25 (5.9)</td>
<td>1.50 (0.92 to 2.44)</td>
<td>1.28 (0.74 to 2.20)</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>20 (4.6)</td>
<td>2.40 (1.46 to 3.92)**</td>
<td>1.09 (0.50 to 2.38)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>26 (6.1)</td>
<td>2.06 (1.31 to 3.23)**</td>
<td>1.09 (0.54 to 2.20)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>30 (7.2)</td>
<td>2.41 (1.60 to 3.61)**</td>
<td>1.11 (0.59 to 2.09)</td>
</tr>
<tr>
<td>Police involved</td>
<td>29 (6.9)</td>
<td>2.81 (1.87 to 4.21)***</td>
<td>1.32 (0.75 to 2.34)</td>
</tr>
<tr>
<td><strong>Victim of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>24 (5.6)</td>
<td>3.96 (2.60 to 6.02)***</td>
<td>1.24 (0.67 to 2.29)</td>
</tr>
<tr>
<td>Family</td>
<td>7 (1.7)</td>
<td>1.79 (0.84 to 3.85)</td>
<td>0.89 (0.37 to 2.13)</td>
</tr>
<tr>
<td>Friend</td>
<td>17 (4.0)</td>
<td>2.14 (1.18 to 3.88)*</td>
<td>1.38 (0.59 to 3.25)</td>
</tr>
<tr>
<td>Known person</td>
<td>26 (6.2)</td>
<td>2.07 (1.27 to 3.36)*</td>
<td>1.07 (0.54 to 2.13)</td>
</tr>
<tr>
<td>Stranger</td>
<td>33 (7.7)</td>
<td>1.66 (1.10 to 2.51)*</td>
<td>1.05 (0.62 to 1.79)</td>
</tr>
<tr>
<td>Police</td>
<td>5 (1.2)</td>
<td>2.22 (0.88 to 5.61)</td>
<td>0.64 (0.22 to 1.85)</td>
</tr>
<tr>
<td><strong>Location of violent incident</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>35 (8.2)</td>
<td>5.29 (3.60 to 7.77)***</td>
<td>2.35 (1.42 to 3.90)**</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>5 (1.3)</td>
<td>1.47 (0.74 to 2.93)</td>
<td>0.62 (0.27 to 1.41)</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>24 (5.7)</td>
<td>1.79 (1.10 to 2.90)</td>
<td>0.85 (0.42 to 1.73)</td>
</tr>
<tr>
<td>Street</td>
<td>48 (11.4)</td>
<td>2.20 (1.56 to 3.10)***</td>
<td>1.31 (0.78 to 2.19)</td>
</tr>
<tr>
<td>Workplace</td>
<td>7 (1.6)</td>
<td>2.68 (1.08 to 6.65)</td>
<td>2.20 (0.83 to 5.83)</td>
</tr>
</tbody>
</table>

\(^*p<0.05; \ ^{**}p<0.01; \ ^{***}p<0.001.

AOR, adjusted odds ratio.

\(^a\) Adjusted for demographics (sex, age, marital status and ethnicity).

\(^b\) Adjusted for demographics (sex, age, marital status, ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, psychosis and anxiety).

All weighted percentages and estimates based on violence responders are \(n = 15,743\). Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.

### TABLE 20 Male violence typologies (outcome) based on LCA in association with depression (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Depression, n (%)</th>
<th>RRR(^a) (95% CI)</th>
<th>RRR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>137 (2.1)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>10 (2.3)</td>
<td>1.21 (0.50 to 2.87)</td>
<td>0.94 (0.40 to 2.23)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>15 (4.9)</td>
<td>2.40 (1.20 to 4.78)</td>
<td>1.21 (0.54 to 2.67)</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>9 (3.0)</td>
<td>1.51 (0.64 to 3.54)</td>
<td>0.86 (0.36 to 2.06)</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>11 (9.4)</td>
<td>4.20 (1.64 to 10.76)*</td>
<td>1.63 (0.41 to 6.48)</td>
</tr>
</tbody>
</table>

\(^*p<0.05.

RRR, relative risk ratio.

\(^a\) Adjusted for demographics (age, social class, marital status and ethnicity).

\(^b\) Adjusted for demographics (age, social class, marital status and ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, anxiety and psychosis).
among men and women in the different violence classes respectively. Class 5 in men, the serious repetitive violence class, and class 3 in women, IPV, showed the highest prevalence of depression.

Table 20 shows that, following adjustments for demographics, only class 5 among men (serious repetitive violence) was associated with depression. However, following further adjustments for other psychiatric morbidity, this was no longer significant.

Table 21 shows the same analyses for the three violent classes in women. A strong association with depression remained among women who were violent towards intimate partners following adjustments for demographics and other psychiatric morbidity.

**Discussion**

This study found few independent associations between depression and violence. The findings indicate that the associations initially observed following adjustments for demography were explained by other comorbid psychopathology among depressed people who were violent. However, an independent association was observed between class 3 women who were violent towards their partners and members of their family and this remained significant following adjustments for comorbidity. This finding was supported by the only other independent association that we observed, with violence in the perpetrator’s home, corresponding to the location where violence against these victims was most likely to occur.

An epidemiological study previously found that depression was associated with an increased risk of violent behaviour in the US population. However, this survey did not adjust for comorbid psychopathology. Furthermore, because no independent measure of violence was originally used at the fieldwork stage, criteria items for ASPD were used instead and ASPD could not, therefore, be used as an adjustment. Nevertheless, other epidemiological studies have argued that depression is associated with an increased risk of violent behaviour towards a spouse, in agreement with our findings. Koh et al. found that patients with depression demonstrated more anger and expressions of anger than patients with anxiety disorders. However, our representative community sample suggested that the association with anxiety disorder was stronger than the association with depressive disorder when the outcome was actual violence.

These findings do not support the psychoanalytical theory that conflicts about anger play a central role in the development of depression. Anger in people with depression is thought to stem from narcissistic vulnerability, a sensitivity to perceived or actual loss or rejection. These angry reactions are then thought to cause intrapsychic conflicts through the onset of guilt and fear that angry feelings will disrupt relationships. These conflicts lead to anger being directed inwards and further lowered self-esteem, creating a vicious cycle. Defence mechanisms that are triggered are ineffective in managing these conflicts and are thought to further prevent the appropriate expression of anger. Certain features of this psychodynamic formulation show some correspondence with our observations for IPV, but for anxiety disorder rather than

---

**TABLE 21** Female violence typologies (outcome) based on LCA in association with depression (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Depression, n (%)</th>
<th>RRR (95% CI)</th>
<th>RRR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General violence</td>
<td>20 (7.2)</td>
<td>2.46 (1.35 to 4.47)**</td>
<td>1.63 (0.80 to 3.34)</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>13 (10.6)</td>
<td>3.63 (2.09 to 6.31)***</td>
<td>2.15 (1.17 to 3.96)**</td>
</tr>
</tbody>
</table>

*p < 0.01, **p < 0.001.
RRR, relative risk ratio.
a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and clinical factors (ASPD, alcohol dependency, drug dependency, anxiety and psychosis).
depression (see Study 1, Discussion). Furthermore, the anger (or proneness to violence) thought to stem from a narcissistic vulnerability in this study could be considered a comorbid form of psychopathology, such as the narcissistic personality components of ASPD, as the key factor leading to violence, and not depression.

**Study 3: psychosis**

**Objectives**
The objectives of this study were to investigate:

1. the prevalence of violent behaviour in a large representative sample of the adult population of Great Britain associated with psychosis and symptoms of psychosis
2. the independent associations between psychosis and psychotic symptoms and characteristics of violence, victim types and locations of violence
3. the independent associations between psychosis and symptoms of psychosis and the classes of violence identified in the population.

**Methods**

**Sample**
For the purposes of this analysis we combined two data sets, the NHPMS 2000 and the APMS 2007, to provide a total of 15,734 subjects.

The PSQ was used to assess the experience of five common symptoms of psychosis: hypomania, thought interference, paranoid delusions, strange experiences and auditory and visual hallucinations. We used a cut-off point of three or more symptoms using the PSQ to identify a categorical diagnosis of psychosis.

**Statistical analyses**
Weighted (n) frequencies and proportions were reported on all categorical variables. Group associations between psychosis and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted.

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were carried out for demographic factors, drug dependency, alcohol dependency, ASPD and anxiety disorders. To adjust for the effects of selecting one individual per household and the under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all estimates were weighted. Details of the procedures used in weighting have previously been described. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata version 13 (StataCorp LP, College Station, TX, USA).

**Results**

**Demographic characteristics**
Of 15,743 respondents, 1596 (10.1%) reported violence in the past 5 years. Table 22 shows that sociodemographic factors of male sex, marital status other than married and social class lower than I and II were significantly associated with violence, whereas age > 34 years was protective. The weighted count and prevalence of psychosis in this joint sample was 55 (0.34%). Separated marital status and black ethnicity were demographic factors associated with an increased risk of psychosis. Anxiety disorder was significantly associated with psychosis in adjusted models.
Table 23 shows the unadjusted and adjusted associations of psychosis with level of severity of violence, victim types and locations of reported violence. Before adjustment, psychosis as a categorical construct showed associations only with violence towards a friend and in an unspecified location. After adjustments there were no associations between psychosis and violence in the household population.

### Individual psychotic symptoms and characteristics of violence

Analyses of the associations between all violent outcomes and each psychotic symptom in the PSQ were carried out (Table 24). There were no associations between hypomania and violence. Thought insertion...
significantly increased the risk for any reported violence, violence in which the police were involved and violence towards a stranger. The paranoid delusions item showed the largest number of associations with any violence, violence when intoxicated, five or more violent incidents, victim injured, violence against a known person, violence occurring in the street and violence occurring in a bar or pub. Strange experiences doubled the risk of IPV. Hallucinations were not associated with any of the violent outcomes.

Violence classes and psychosis
Latent class models derived five violence classes for men and three violence classes for women (see Chapter 2, Study 2). Tables 25 and 26 show the associations between these classes and psychosis for men and women respectively.

The ‘no violence’ class had the lowest prevalence of psychosis (0.3%). Prevalences were < 1% for all classes and only marginally increased above the population base rate (0.3%). No significant associations were found between the latent classes and psychosis.
### TABLE 24 Adjusted associations between symptoms of psychosis and violence

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Hypomania, AOR* (95% CI)</th>
<th>Thought insertion, AOR* (95% CI)</th>
<th>Paranoid delusions, AOR* (95% CI)</th>
<th>Strange experiences, AOR* (95% CI)</th>
<th>Hallucinations, AOR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>0.97 (0.37 to 2.56)</td>
<td>1.85 (1.05 to 3.26)*</td>
<td>1.75 (1.03 to 2.96)*</td>
<td>1.03 (0.68 to 1.56)</td>
<td>0.92 (0.48 to 1.74)</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>0.20 (0.02 to 2.23)</td>
<td>1.50 (0.64 to 3.47)</td>
<td>1.90 (1.07 to 3.35)*</td>
<td>1.12 (0.65 to 1.95)</td>
<td>1.46 (0.63 to 3.34)</td>
</tr>
</tbody>
</table>

#### Severity of violence

| Minor violence                  | 0.76 (0.16 to 3.65)      | 1.51 (0.68 to 3.38)             | 1.03 (0.50 to 2.12)              | 0.69 (0.37 to 1.30)              | 0.55 (0.16 to 1.87)          |
| Five or more violent incidents  | 0.58 (0.08 to 4.16)      | 1.60 (0.73 to 3.51)             | 3.59 (1.83 to 7.05)**            | 0.55 (0.29 to 1.05)              | 2.25 (0.89 to 5.72)          |
| Victim injured                  | 1.63 (0.45 to 5.81)      | 0.69 (0.20 to 2.33)             | 2.15 (1.13 to 4.09)*             | 0.97 (0.50 to 1.87)              | 1.34 (0.51 to 3.47)          |
| Perpetrator injured             | 1.65 (0.57 to 4.77)      | 1.29 (0.53 to 3.17)             | 1.42 (0.77 to 2.63)              | 0.91 (0.51 to 1.62)              | 1.83 (0.87 to 3.86)          |
| Police involved                 | 1.25 (0.34 to 4.57)      | 3.07 (1.44 to 6.56)**           | 1.36 (0.72 to 2.57)              | 1.43 (0.80 to 2.55)              | 1.21 (0.53 to 2.77)          |

#### Victim of violence

| Intimate partner                | 1.26 (0.39 to 4.03)      | 1.16 (0.51 to 2.64)             | 1.44 (0.69 to 2.99)              | 2.04 (1.08 to 3.85)*             | 0.82 (0.28 to 2.36)          |
| Family member                   | 1.57 (0.29 to 8.32)      | 2.71 (0.85 to 8.61)             | 1.41 (0.55 to 3.63)              | 1.16 (0.41 to 3.29)              | 2.40 (0.72 to 7.97)          |
| Friend                          | 1.41 (0.16 to 12.22)     | 1.12 (0.32 to 3.90)             | 2.01 (0.83 to 4.87)              | 1.17 (0.54 to 2.52)              | 0.76 (0.18 to 3.13)          |
| Person known                    | 0.93 (0.16 to 5.52)      | 0.64 (0.22 to 1.83)             | 1.96 (1.05 to 3.65)*             | 0.79 (0.40 to 1.54)              | 1.10 (0.40 to 2.99)          |
| Stranger                        | 0.67 (0.17 to 2.65)      | 2.91 (1.31 to 6.45)**           | 1.45 (0.79 to 2.68)              | 0.82 (0.48 to 1.39)              | 1.27 (0.58 to 2.79)          |
| Police                          | 2.32 (0.25 to 21.56)     | 3.32 (0.71 to 15.49)            | 1.50 (0.47 to 4.83)              | 1.28 (0.46 to 3.54)              | 2.25 (0.66 to 7.73)          |
| Other                           | 1.67 (0.19 to 14.25)     | 3.17 (0.81 to 12.36)            | 2.75 (0.83 to 9.06)              | 0.90 (0.28 to 2.92)              | 1.05 (0.15 to 7.21)          |

#### Location of violent incident

| Own home                        | 1.80 (0.61 to 5.34)      | 1.35 (0.63 to 2.92)             | 0.99 (0.50 to 1.96)              | 1.19 (0.65 to 2.18)              | 1.82 (0.73 to 4.54)          |
| Someone else’s home             | 0.62 (0.08 to 5.05)      | 1.45 (0.34 to 6.23)             | 1.68 (0.58 to 4.85)              | 0.84 (0.31 to 2.27)              | 1.09 (0.24 to 4.94)          |
| Street                          | 1.12 (0.33 to 3.74)      | 1.03 (0.46 to 2.30)             | 1.84 (1.00 to 3.37)*             | 0.90 (0.55 to 1.47)              | 1.51 (0.72 to 3.13)          |
| Bar/pub                         | 0.57 (0.12 to 2.78)      | 1.20 (0.44 to 3.28)             | 2.22 (1.25 to 3.95)**            | 0.86 (0.46 to 1.63)              | 0.89 (0.33 to 2.41)          |
| Workplace                       | 1.24 (0.15 to 10.54)     | 0.75 (0.17 to 3.34)             | 1.26 (0.26 to 6.16)              | 0.77 (0.26 to 2.30)              | 1.57 (0.38 to 6.41)          |
| Other                           | 1.00 (1.00 to 1.00)      | 3.56 (0.97 to 13.09)            | 3.09 (1.21 to 7.86)*             | 0.53 (0.21 to 1.37)              | 1.73 (0.49 to 6.10)          |

*p < 0.05, **p < 0.01, ***p < 0.001.

AOR, adjusted odds ratio.

a Adjusted for sex, age, marital status, social class, ethnicity, alcohol and drug dependency, ASPD, anxiety disorders and all other psychotic symptoms.

All weighted percentages and estimates based on violence responders are n = 15,743. Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.
Violence typologies and individual psychotic symptoms

The frequencies and percentages of individual psychotic symptoms observed for each violence typology class are provided in Table 27 for men and Table 28 for women.

In men, both ‘paranoid delusions’ and ‘strange experiences’ appear over-represented in the classes ‘violence towards known persons’ and ‘serious repetitive violence’. Association tests after adjusting for the other

### Table 25: Male violence typologies (outcome) based on LCA in association with psychosis (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Psychosis, n (%)</th>
<th>RRR (95% CI) a</th>
<th>RRR (95% CI) b</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>22 (0.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>2 (0.4)</td>
<td>0 (0 to 0)</td>
<td>0 (0 to 0)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>1 (0.2)</td>
<td>0.70 (0.10 to 5.03)</td>
<td>0.43 (0.06 to 2.80)</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>2 (0.6)</td>
<td>3.33 (0.37 to 29.63)</td>
<td>2.15 (0.25 to 18.49)</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>1 (0.5)</td>
<td>3.36 (0.35 to 31.89)</td>
<td>2.03 (0.17 to 23.92)</td>
</tr>
</tbody>
</table>

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).

b Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependency, drug dependency, anxiety and ASPD.

### Table 26: Female violence typologies (outcome) based on LCA in association with psychosis (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Psychosis, n (%)</th>
<th>RRR (95% CI) a</th>
<th>RRR (95% CI) b</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>24 (0.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>General violence</td>
<td>2 (0.8)</td>
<td>1.22 (0.24 to 6.29)</td>
<td>0.62 (0.13 to 3.01)</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>0 (0.0)</td>
<td>0 (0 to 0)</td>
<td>0 (0 to 0)</td>
</tr>
</tbody>
</table>

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).

b Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependency, drug dependency, anxiety and ASPD.

### Table 27: Frequencies of individual psychotic symptoms by violence typology class in men

<table>
<thead>
<tr>
<th>Psychotic symptoms (PSQ)*</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No violence, n (%)</td>
</tr>
<tr>
<td>Hypomania, 0.7%</td>
<td>43 (0.7)</td>
</tr>
<tr>
<td>Thought insertion, 0.9%</td>
<td>55 (0.8)</td>
</tr>
<tr>
<td>Paranoid delusions, 2.1%</td>
<td>95 (1.4)</td>
</tr>
<tr>
<td>Strange experiences, 3.0%</td>
<td>165 (2.5)</td>
</tr>
<tr>
<td>Hallucinations, 0.8%</td>
<td>42 (0.6)</td>
</tr>
</tbody>
</table>

a Percentages refer to the prevalence for each psychotic symptom.

Note: All weighted frequencies and percentages.
psychotic symptoms showed that ‘paranoid delusions’ was the only psychotic symptom associated with any violence classes, namely ‘violence towards known persons’ and ‘serious repetitive violence’ (Table 29).

For women, the most salient psychotic symptom observed in the classes ‘general violence’ and ‘intimate/family violence’ was ‘strange experiences’ (see Table 28). However, after adjusting for the other psychotic symptoms, only ‘thought insertion’ significantly increased the likelihood of membership of the class ‘general violence’ (Table 30).

<table>
<thead>
<tr>
<th>TABLE 28</th>
<th>Frequencies of individual psychotic symptoms by violence typology class in women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychotic symptoms (PSQ)*</td>
<td>Class</td>
</tr>
<tr>
<td>Hypomania, 0.6%</td>
<td></td>
</tr>
<tr>
<td>Thought insertion, 1.0%</td>
<td></td>
</tr>
<tr>
<td>Paranoic delusions, 1.4%</td>
<td></td>
</tr>
<tr>
<td>Strange experiences, 3.3%</td>
<td></td>
</tr>
<tr>
<td>Hallucinations, 1.0%</td>
<td></td>
</tr>
</tbody>
</table>

a Percentages refer to the prevalence for each psychotic symptom.

Note
All weighted frequencies and percentages.

<table>
<thead>
<tr>
<th>TABLE 29</th>
<th>Adjusted associations between psychotic symptoms and violence typology classes in household men in the UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychotic symptoms (PSQ)</td>
<td>Class</td>
</tr>
<tr>
<td>Hypomania</td>
<td>Reference</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>Reference</td>
</tr>
<tr>
<td>Thought insertion</td>
<td>Reference</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>Reference</td>
</tr>
<tr>
<td>Paranoid delusions</td>
<td>Reference</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>Reference</td>
</tr>
<tr>
<td>Strange experiences</td>
<td>Reference</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>Reference</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>Reference</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>Reference</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

RRR, relative risk ratio.
a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependency, drug dependency, anxiety and ASPD and all other psychotic symptoms.

All weighted percentages and estimates based on violence responders are n = 15,743. Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.
Discussion

Epidemiological studies have demonstrated that the key risk factors for violence among those with psychosis are the same as those among the general population, after adjustment for comorbid psychopathology. 

Considerable emphasis has been placed on the possibility that most of the associations (or indeed the entire association) between psychotic illness and violence are the result of co-occurring substance misuse disorder. We did not find a significant association between violence in the general population and our categorical measure of psychosis after adjustments, including for substance dependence. Prior to adjustments we found an association with violence towards friends and in ‘other’ locations, but these associations were no longer present following adjustments. Furthermore, there was considerable change in the odds of association and, although no longer significant, there was a trend for psychosis to have a negative association with several violent outcomes.

Examining the CIs, the power to detect an association in this sample was low. Only 0.3% of the population was classified as psychotic using the PSQ. This is most likely because we chose a high cut-off point of three out of five PSQ items. We have previously investigated the association in the 2000-household sample using a lower cut-off point of two or more items. However, the prevalence of those screening positive was still lower than might be expected at 0.6%. Furthermore, after adjustments in this previous study, we did not find associations with any of the outcomes, including levels of violence severity, victim types or locations of the violence, except for a significant association with five or more violent incidents. Taken together, our current findings would tend to confirm our previous findings that concomitant psychopathology is the explanatory variable in a pathway between a categorical diagnosis of psychotic illness and violence.

More recently, several researchers have begun to reconsider the association between violence and psychosis and the observation that the risk of violence is higher when the symptoms of the psychosis are active. However, associations between psychotic symptoms and violence at the population level have not been firmly established. Earlier studies challenged the classical ‘syndrome’ approach and promoted the

| TABLE 30 | Adjusted associations between psychotic symptoms and violence typology classes in household women in the UK |
|-----------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| Psychedelic symptoms (PSQ) | No violence, RRR (95% CI) | General violence, RRR (95% CI) | Intimate/family violence, RRR (95% CI) |
| Hypomania | Reference | 1.21 (0.23 to 6.47) | 3.43 (1.06 to 11.07)* |
| Adjustedb | Reference | 1.20 (0.21 to 6.75) | 3.08 (0.93 to 10.22) |
| Thought insertion | Reference | 4.94 (2.33 to 10.47)*** | 3.32 (1.23 to 8.91)* |
| Adjustedb | Reference | 3.73 (1.54 to 9.07)** | 2.63 (0.89 to 7.77) |
| Paranoid delusions | Reference | 4.95 (2.40 to 10.19)*** | 1.20 (0.44 to 3.30) |
| Adjustedb | Reference | 2.31 (0.87 to 6.11) | 0.45 (0.13 to 1.55) |
| Strange experiences | Reference | 2.54 (1.43 to 4.53)** | 3.29 (1.59 to 6.81)** |
| Adjustedb | Reference | 1.24 (0.56 to 2.77) | 2.13 (0.89 to 5.12) |
| Hallucinations | Reference | 1.41 (0.52 to 3.80) | 1.20 (0.27 to 5.38) |
| Adjustedb | Reference | 0.43 (0.13 to 1.42) | 0.44 (0.09 to 2.25) |

*p < 0.05, **p < 0.01, ***p < 0.001.

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).

b Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependency, drug dependency, anxiety and ASPD and all other psychotic symptoms.

All weighted percentages and estimates based on violence responders are n = 15,743. Totals for other main exposures such as clinical syndromes (e.g. anxiety, depression, psychosis) may vary; therefore, percentage figures may not add to 100.
investigation of single symptoms.\textsuperscript{120,121} By investigating individual symptoms, we confirmed a much stronger association with violence, but only for symptoms of thought insertion, strange experiences and paranoid delusions. In general, the strongest odds of association and the largest number of outcomes were observed in the associations between violence and paranoid delusions. Paranoid delusions were associated with violence when intoxicated, repetitive violence (five or more incidents) and injury to a victim. There was a specific association with persons known and these incidents were more likely to occur in the street and in a bar/pub as well as in ‘other’ locations. Paranoid delusions were also independently associated with membership of class 5 for men (‘serious repetitive violence’) and class 3 for women (‘intimate/family violence’).

Our findings therefore correspond to those of previous studies showing that, among a range of psychotic symptoms, persecutory delusions are most strongly associated with violence in community surveys.\textsuperscript{111,122–124} However, the findings relating to hallucinations, thought interference and external influences or control were inconsistent in these studies. The considerable methodological heterogeneity of studies, previously observed in meta-analyses of clinical psychosis, is likely to explain this.\textsuperscript{91}

Among the other symptoms, we found that thought insertion had an independent association with any violence, violent incidents that were serious enough for the police to become involved and violent incidents involving a stranger. There was no association between the violence classes among men and thought insertion. However, this symptom was associated with the general violence class (class 2) among women.

Strange experiences did not show an association with any of the levels of violence severity or locations. This symptom was found to show an association only with IPV. There were also no associations between strange experiences and the classes of violence for men or for women in this sample.
Chapter 4  Personality disorders

Background

Most mental health professionals believe that there is a strong relationship between personality disorders and violence. In the past, this has led to reluctance to accept patients with this diagnosis. Longitudinal studies have provided strong evidence of personality disorders representing a significant risk for future violence. Personality disorder symptoms were found to be even stronger predictors of violence than overall diagnosis. In particular, items from personality disorders included in cluster A and cluster B disorders corresponded to violence in the community. Overall, paranoid, narcissistic, passive–aggressive personality disorder symptoms correlated significantly with violence. These findings remained significant after controlling for Axis I disorders and demography. However, it was of significant interest that these researchers did not find any associations between violence and BPD.

These findings were generally confirmed in a survey of adults in households in Great Britain, with those with cluster B disorders (including ASPD, BPD and narcissistic personality disorder) being 10 times as likely to be violent as those without. However, it is probable that a single cluster B disorder, ASPD, had primarily accounted for the raised risk. One possibility considered by previous researchers is that clinical and forensic studies that have a high prevalence of BPD are likely to have sampled a more severe form of this condition than is studied in community samples. An elevated risk for violence might be evident only in prisoners and in hospitalised patients with severe conditions. These are typically characterised by poor emotional regulation and impulse control leading to behaviour that in turn results in hospitalisation. Nevertheless, Roberts and Coid did not find an association between violent offending and BPD in a representative sample of UK prisoners. Conduct disorder and adult antisocial symptoms using continuous scores demonstrated the highest and most frequent associations with criminal behaviour including violence. ASPD was thought to demonstrate extensive overlap with the criminological construct of the career criminal. Previous studies of offending behaviour among individuals with ASPD have consistently shown an association with crimes involving financial gain, including burglary and theft, robbery and firearm offences, and violent offences.

It is unsurprising that ASPD is found to be associated with violence because certain criteria for diagnosing ASPD actually include violent behaviour. The essential feature of ASPD is a pervasive pattern of disregard for, and violation of, the rights of others that begins in childhood or early adolescence and continues into adulthood. For the diagnosis to be given, the individual must be at least 18 years of age and have had a history of some symptoms of conduct disorder before the age of 15 years. Conduct disorder involves a repetitive and persistent pattern of behaviour in which the basic rights of others or major age-appropriate societal norms or rules are violated. BPD is defined as a pervasive pattern of instability of interpersonal relationships, self-image and affects and marked impulsivity, beginning by early adulthood and present in a variety of contexts. It might be expected that criteria for BPD, which include unstable and intense interpersonal relationships, affective instability because of a marked reactivity of mood, and inappropriate, intense anger or difficulty controlling anger, might be associated with violent behaviour despite previous studies failing to find this association. In this chapter we report an investigation of the associations of ASPD and BPD with violence in a large representative sample of the population of Great Britain.

Although the DSM-IV Axis II Personality Disorders (SCID-II) screening questionnaire includes 10 personality disorder categories, only ASPD and BPD have consistently been included in the National Household Surveys. Furthermore, these two personality disorders are the only personality disorders that are currently within National Institute for Health and Care Excellence (NICE) guidelines for treatment and management.
**Study 1: antisocial personality disorder**

**Objectives**
The objectives of the study were to investigate:

1. the prevalence of self-reported violence associated with ASPD in a large representative sample of the household population of Great Britain
2. the independent associations of ASPD with different characteristics of violence, victim types and locations of violent behaviour
3. the association between ASPD and comorbid psychiatric disorder and violence
4. the association between ASPD and latent classes of violence among men and women.

**Methods**

**Sample**
For the purpose of this analysis we combined two data sets, the NHPMS 2000 and the APMS 2007, to provide a total of 15,734 subjects.

Antisocial personality disorder was identified using the SCID-II screen. Participants gave ‘yes’ or ‘no’ responses to questions administered on a laptop computer. The ASPD category of the *Diagnostic and Statistical Manual of Mental Disorders*, Fourth edition (DSM-IV) Axis II was created by manipulating cut-off points to increase levels of agreement, measured by the kappa coefficient, between both individual criteria and clinical diagnoses.

**Analysis**
Weighted (n) frequencies and proportions were reported on all categorical variables. Group associations between ASPD and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted.

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were carried out for demographic factors, depression, drug dependency, alcohol dependency, screening positive for psychosis (three or more symptoms on the PSQ) and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.

**Results**

**Demographic characteristics**
Of the 15,734 respondents, 1596 (10.1%) reported any violence in the past 5 years. Table 31 shows that male sex, marital status other than married and social class lower than I and II were significantly associated with violence, whereas age > 34 years was protective. The overall prevalence of ASPD in the sample was 3.4%. The older age group (≥ 55 years) showed a significantly lower rate of ASPD. Being male, separated or divorced and from social classes IV and V showed significantly increased associations with ASPD. Anxiety disorders and drug and alcohol dependency were also significantly associated with ASPD in adjusted models.
Main associations of antisocial personality disorder with violence

Table 32 shows unadjusted and adjusted associations of ASPD with violent outcomes, victim types and locations of reported violence. The only violent outcomes that ASPD did not show associations with following adjustments were minor violence, violence towards a friend and violence occurring in someone else’s home.

**TABLE 31** Demographic and clinical covariates for any violence in the past 5 years and ASPD

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Any violence in the past 5 years (n = 1596; 10.1%)</th>
<th>ASPD (n = 542; 3.4%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) AOR* (95% CI)</td>
<td>n (%) AOR* (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>406 (5.1) Reference</td>
<td>127 (1.6) Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1190 (15.4) 3.57 (3.02 to 4.21)***</td>
<td>414 (5.3) 3.30 (2.52 to 4.31)***</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>1175 (22.4) Reference</td>
<td>320 (6.1) Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>371 (6.3) 0.33 (0.28 to 0.39)***</td>
<td>182 (3.1) 0.67 (0.51 to 0.90)**</td>
</tr>
<tr>
<td>≥ 55</td>
<td>51 (1.1) 0.06 (0.05 to 0.08)***</td>
<td>40 (0.9) 0.25 (0.17 to 0.36)***</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>480 (4.7) Reference</td>
<td>209 (2.1) Reference</td>
</tr>
<tr>
<td>Single</td>
<td>973 (23.4) 1.78 (1.49 to 2.13)***</td>
<td>265 (6.3) 1.26 (0.92 to 1.72)</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>144 (9.9) 2.09 (1.66 to 2.63)***</td>
<td>68 (4.7) 1.77 (1.29 to 2.43)***</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>302 (5.6) Reference</td>
<td>139 (2.6) Reference</td>
</tr>
<tr>
<td>III and IIIINM</td>
<td>708 (11.3) 2.11 (1.76 to 2.53)***</td>
<td>227 (3.6) 1.24 (0.95 to 1.61)</td>
</tr>
<tr>
<td>IV and V</td>
<td>398 (12.6) 2.47 (1.99 to 3.06)***</td>
<td>147 (4.6) 1.60 (1.18 to 2.17)**</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1463 (10.2) Reference</td>
<td>496 (3.4) Reference</td>
</tr>
<tr>
<td>Black</td>
<td>49 (12.1) 0.90 (0.57 to 1.44)</td>
<td>14 (3.5) 0.90 (0.47 to 1.73)</td>
</tr>
<tr>
<td>Indian subcontinent</td>
<td>36 (7.0) 0.44 (0.25 to 0.78)**</td>
<td>9 (1.8) 0.47 (0.18 to 1.26)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (11.2) 0.90 (0.54 to 1.51)</td>
<td>17 (4.6) 1.19 (0.56 to 2.52)</td>
</tr>
<tr>
<td>Drug dependency</td>
<td>276 (48.4) 2.93 (2.22 to 3.86)***</td>
<td>159 (27.8) 6.12 (4.32 to 8.67)***</td>
</tr>
<tr>
<td>Alcohol dependency</td>
<td>371 (35.3) 2.38 (1.91 to 2.96)***</td>
<td>170 (16.1) 2.47 (1.80 to 3.39)***</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>375 (16.2) 2.00 (1.67 to 2.40)***</td>
<td>190 (8.1) 2.61 (2.00 to 3.40)***</td>
</tr>
<tr>
<td>Psychosis</td>
<td>7 (14.0) 0.52 (0.16 to 1.70)</td>
<td>5 (10.7) 1.20 (0.36 to 3.99)</td>
</tr>
</tbody>
</table>

**Note**
All weighted percentages and estimates (n = 15,743).

**AOR** adjusted odds ratio.

**p < 0.01**, ***p < 0.001.

* Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, alcohol and drug dependency and anxiety disorder.
Impact of coexisting disorders on the association of antisocial personality disorder with any violence

We performed logistic regression analyses stratified by comorbid categories of psychiatric morbidity (presence/absence) to examine the impact of specific co-occurring disorders on the association of ASPD with any reported violence. Table 33 shows the results of these adjusted analyses. ASPD was significantly associated with any violence both in the absence and in the presence of comorbid drug dependency, alcohol dependency, psychosis and anxiety disorders. The odds of association for violence and ASPD in the presence of each co-occurring disorder were higher than the odds in the absence of the co-occurring disorder. However, these differences were not statistically significant.

### Table 32: Unadjusted and adjusted associations between ASPD (exposure) and measures of violence in the past 5 years (outcome)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n (%)</th>
<th>OR (CI 95%)</th>
<th>AOR* (CI 95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any violence</strong></td>
<td>1596 (10.1)</td>
<td>8.57 (6.89 to 10.66)***</td>
<td>2.81 (2.07 to 3.82)***</td>
</tr>
<tr>
<td><strong>Violence while intoxicated</strong></td>
<td>685 (4.3)</td>
<td>11.40 (8.82 to 14.74)***</td>
<td>3.14 (2.21 to 4.45)***</td>
</tr>
<tr>
<td><strong>Severity of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>655 (4.2)</td>
<td>2.52 (1.81 to 3.52)***</td>
<td>1.03 (0.67 to 1.58)</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>335 (2.1)</td>
<td>10.54 (7.48 to 14.84)***</td>
<td>2.77 (1.75 to 4.37)***</td>
</tr>
<tr>
<td>Victim injured</td>
<td>505 (3.2)</td>
<td>12.19 (9.23 to 16.11)***</td>
<td>3.98 (2.74 to 5.77)***</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>514 (3.3)</td>
<td>9.93 (7.50 to 13.14)***</td>
<td>3.04 (2.08 to 4.45)***</td>
</tr>
<tr>
<td>Police involved</td>
<td>431 (2.7)</td>
<td>10.44 (7.72 to 14.11)***</td>
<td>3.17 (2.19 to 4.60)***</td>
</tr>
<tr>
<td><strong>Victim of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>252 (1.6)</td>
<td>9.99 (7.02 to 14.23)***</td>
<td>3.98 (2.40 to 6.60)***</td>
</tr>
<tr>
<td>Family member</td>
<td>153 (1.0)</td>
<td>6.80 (4.00 to 11.56)***</td>
<td>3.08 (1.66 to 5.71)***</td>
</tr>
<tr>
<td>Friend</td>
<td>312 (2.0)</td>
<td>5.68 (3.83 to 8.42)***</td>
<td>1.40 (0.83 to 2.35)</td>
</tr>
<tr>
<td>Person known</td>
<td>511 (3.2)</td>
<td>8.17 (6.01 to 11.10)***</td>
<td>2.52 (1.65 to 3.84)***</td>
</tr>
<tr>
<td>Stranger</td>
<td>783 (5.0)</td>
<td>7.36 (5.62 to 9.64)***</td>
<td>2.16 (1.54 to 3.04)***</td>
</tr>
<tr>
<td>Police</td>
<td>88 (0.6)</td>
<td>26.07 (15.63 to 43.48)***</td>
<td>7.69 (4.25 to 13.90)***</td>
</tr>
<tr>
<td>Other</td>
<td>108 (0.7)</td>
<td>7.49 (4.23 to 13.26)***</td>
<td>3.24 (1.43 to 7.32)***</td>
</tr>
<tr>
<td><strong>Location of violent incident</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>292 (1.9)</td>
<td>6.85 (4.71 to 9.96)***</td>
<td>2.73 (1.63 to 4.55)***</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>138 (0.9)</td>
<td>7.05 (4.05 to 12.28)***</td>
<td>2.15 (1.00 to 4.65)</td>
</tr>
<tr>
<td>Street</td>
<td>909 (5.8)</td>
<td>8.64 (6.78 to 11.01)***</td>
<td>2.60 (1.87 to 3.62)***</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>541 (3.4)</td>
<td>10.29 (7.75 to 13.67)***</td>
<td>2.90 (2.02 to 4.16)***</td>
</tr>
<tr>
<td>Workplace</td>
<td>101 (0.6)</td>
<td>8.58 (4.90 to 15.05)***</td>
<td>3.47 (1.90 to 6.32)***</td>
</tr>
<tr>
<td>Other</td>
<td>241 (1.5)</td>
<td>6.23 (3.93 to 9.89)***</td>
<td>2.03 (1.12 to 3.66)**</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.
AOR, adjusted odds ratio.

a Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, alcohol and drug dependency and anxiety disorder.

Note
All weighted percentages and estimates (n = 15,743).
Violence classes and antisocial personality disorder

Latent class models derived five violence classes for men and three violence classes for women in this joint data set (see Chapter 2, Study 2). Tables 34 and 35 show the associations between individuals with ASPD and the violence classes for men and for women respectively.

Among men, the ‘no violence’ class had the lowest prevalence of ASPD at 3.4%, followed by ‘minor violence’ at 7.6%. In contrast, the ‘serious repetitive violence’ class had an ASPD prevalence of 37.7%.

Using the ‘no violence’ class as a reference and after adjustment for demographics and depression,

**TABLE 33** Impact of comorbid psychiatric morbidity on the association of ASPD with any violence in the past 5 years

<table>
<thead>
<tr>
<th>Comorbid category</th>
<th>Without comorbidity</th>
<th>With comorbidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychosis</td>
<td>2.81 (2.07 to 3.82)**</td>
<td>5.46 (1.62 to 18.35)**</td>
</tr>
<tr>
<td>Drug dependency</td>
<td>2.66 (1.88 to 3.77)**</td>
<td>5.55 (3.24 to 9.52)**</td>
</tr>
<tr>
<td>Alcohol dependency</td>
<td>2.79 (1.97 to 3.96)**</td>
<td>3.72 (2.24 to 6.18)**</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>2.85 (1.95 to 4.19)**</td>
<td>3.50 (2.27 to 5.42)**</td>
</tr>
</tbody>
</table>

*p < 0.01, **p < 0.001.
Each comorbid category is adjusted for the other comorbid categories.

**TABLE 34** Male violence typologies (outcome) based on LCA in association with ASPD (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>ASPD, n (%)</th>
<th>RRRa (95% CI)</th>
<th>RRRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>223 (3.4)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>34 (7.6)</td>
<td>1.76 (1.10 to 2.81)*</td>
<td>1.35 (0.81 to 2.24)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>55 (18.6)</td>
<td>4.26 (2.75 to 6.62)**</td>
<td>2.33 (1.37 to 3.98)**</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>55 (18.0)</td>
<td>4.47 (2.89 to 6.89)**</td>
<td>3.00 (1.87 to 4.80)**</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>46 (37.7)</td>
<td>11.59 (6.34 to 21.21)**</td>
<td>5.33 (2.77 to 10.27)**</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.
RRR, relative risk ratio.
a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and depression, alcohol dependency, drug dependency, anxiety and psychosis.

**TABLE 35** Female violence typologies (outcome) based on LCA in association with ASPD (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>ASPD, n (%)</th>
<th>RRRa (95% CI)</th>
<th>RRRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>74 (1.0)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>General violence</td>
<td>40 (14.3)</td>
<td>7.18 (4.18 to 12.34)**</td>
<td>4.55 (2.54 to 8.14)**</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>13 (10.5)</td>
<td>6.51 (2.85 to 14.88)**</td>
<td>4.70 (1.78 to 12.38)**</td>
</tr>
</tbody>
</table>

*p < 0.01, **p < 0.001.
RRR, relative risk ratio.
a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and depression, alcohol dependency, drug dependency, anxiety and psychosis.
alcohol dependency, drug dependency, anxiety and psychosis, all other classes of violence were significantly associated with an increased risk for ASPD with the exception of ‘minor violence’ (see Table 34).

Female distribution of ASPD across the classes was 1.0% for the ‘no violence’ class, 14.3% for the ‘general violence’ class and 10.5% for the ‘intimate/family violence’ class. Multinomial logistic regression models to estimate associations between violence latent classes and ASPD showed significant associations, after adjustments, for both violent classes (see Table 35).

**Discussion**

The demographic characteristics of those in the general population of Great Britain who reported violence in the past 5 years were very similar to the demographic characteristics of those who received a diagnosis of ASPD. In both cases they were more likely to be male, younger, single or separated, of lower social class and with comorbid drug dependency, alcohol dependency and anxiety disorder. Of those with ASPD, 1 in 10 reported that they had been violent in the past 5 years, which corresponds to the somewhat higher prevalence of 14% reported in a meta-analysis by Yu et al., although this study contained a larger proportion of men and men in clinical and prison settings.

The only associations with violence outcomes, including measures of severity, victim types and locations of the violence, that were not significant were those with minor violence and violence towards friends, occurring in someone else’s home. This corresponds to the highly versatile quality of criminal offending among prisoners with ASPD and the extensive overlap with the criminological construct of the career criminal. Previous studies of offending behaviour have shown associations with crimes involving financial gain, including burglary and theft, robbery and firearm offences, together with violent offences and drug offences. Criminal versatility is a component of psychopathy. It is possible that individuals in the community with ASPD come into contact with multiple potential victims through their varied criminal activity. On the other hand, it could be argued that personality traits of deceitfulness, impulsivity, irritability and aggressiveness, reckless disregard for safety of self and others, consistent irresponsibility and lack of remorse mean that they are prone to violently victimise many individuals whom they come into contact with, in multiple locations, irrespective of whether or not they are engaged in criminal activities.

We found that co-occurring drug dependence, psychosis, alcohol dependence and anxiety all increased the odds of association with violence among those with ASPD. However, the difference between those with and those without this comorbid diagnosis was not statistically significant. This would suggest that co-occurring disorders can increase risk but that the risk of violence as a result of the personality disorder itself is already high, so that most of the violent behaviour associated with the diagnosis is explained by ASPD.

Antisocial personality disorder did not discriminate men involved in minor violence (class 2) from those who were not involved in violence. However, classes 3–5 were significantly associated with a diagnosis of ASPD, particularly class 5 (‘serious repetitive violence’), in which more than one-third of men received an ASPD diagnosis. This provides further support that class 5 contains individuals who exhibit early-onset persistent antisocial behaviour, corresponding to Moffitt’s classification.

Although it might be expected that class 2 among women (‘general violence’) would have a stronger association with ASPD, it was of some interest that 1 in 10 women involved in IPV as an exclusive category of violent behaviour received a diagnosis of ASPD. However, whether this represents a subgroup of women who have a violent disposition resulting in them becoming particularly aggressive towards their partners and members of their family or whether these women form partnerships with aggressive and antisocial men with whom they come into frequent conflict with cannot be determined by this study.
**Study 2: borderline personality disorder**

**Objectives**
The aims of the study were to investigate:

1. the prevalence of self-reported violence associated with BPD in a combined data set representative of the household population of Great Britain
2. the association of BPD with different characteristics of violence, victim types and locations after adjusting for sociodemographic factors and comorbid psychiatric morbidity
3. the impact of comorbid psychiatric disorder on the association of BPD with violence
4. whether or not potential associations between BPD and violence in the household population are sex dependent.

**Methods**

**Sample**
For the purpose of this analysis, we combined two data sets, the NHPMS 2000 and the APMS 2007, to provide a total of 15,734 subjects.

Borderline personality disorder was identified using the SCID-II screen. Participants gave ‘yes’ or ‘no’ responses to specific questions derived from the diagnostic criteria administered on a laptop computer. The BPD category of DSM-IV Axis II was created by manipulating cut-off points to increase levels of agreement, measured by the kappa coefficient, between both individual criteria and clinical diagnoses.

**Statistical analyses**
Weighted frequencies and proportions were reported on all categorical variables. Group associations between BPD and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted.

We quantified the associations between positive BPD classification and the violence typologies described in Chapter 2 (see Study 2).

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were made for demographic factors, drug dependence, alcohol dependence, positive psychosis screening, ASPD and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all variance estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.

**Results**

**Demographic characteristics**
Of 15,734 respondents, 1596 (10.1%) reported any violence in the past 5 years. The overall prevalence of BPD in the sample was 1.4%. Table 36 shows that the older age groups (35–54 years and ≥ 55 years) had significantly lower rates of BPD. Sex was not associated with BPD-positive screening. However, in adjusted models, being separated or divorced and being in the lowest social classes were all significantly associated with BPD. Anxiety disorders, drug and alcohol dependence, psychosis and ASPD were also all significantly associated with BPD in adjusted models.
Main associations of borderline personality disorder with violence

Table 37 shows unadjusted and adjusted associations of BPD with all violent outcomes, victim types and locations of reported violence. Following adjustments, BPD was significantly associated with only IPV and violence in the respondent’s own home. Furthermore, logistic regression analyses stratified by sex revealed no associations between BPD and violence for women or men when carried out separately (p > 0.05).
Impact of coexisting disorders on the association of borderline personality disorder with any violence

We performed logistic regression analyses stratified by comorbid psychiatric morbidity (presence/absence) to examine the impact of specific co-occurring disorders on the association of BPD with any reported violence. Table 38 shows the results of these adjusted analyses. BPD was not significantly associated with reports of any violence in the absence of any comorbid disorders, except for ASPD. Associations with violence were present when BPD was specifically comorbid with drug dependency, alcohol dependency and anxiety disorders (see Table 38). Despite significant associations in the presence of these comorbid disorders, the increased levels that we observed were not statistically significant.
Violence classes and borderline personality disorder

Latent class models derived five violence classes for men and three violence classes for women in this joint data set. (see Chapter 2, Study 2.) Tables 39 and 40 report associations between individuals with BPD and the violence classes for men and women respectively.

For men, the ‘no violence’ class 1 had the lowest prevalence of BPD at 0.7%, followed by ‘minor violence’ at 2.0%. The ‘serious repetitive violence’ class had a BPD prevalence of 9.9%. Using the ‘no violence’ class as a reference, none of the remaining classes was significantly associated with BPD in the fully adjusted model (see Table 39).

Female distribution of BPD across the classes was 1.3% for the ‘no violence’ class, 8.2% for the ‘mild/moderate violence’ class and 5.8% for the ‘intimate/family violence’ class. Multinomial logistic regression models to estimate associations between violence latent classes and BPD showed no significant associations after full adjustment (see Table 39).

Discussion

Borderline personality disorder is the category of personality disorder that is most commonly found among patients in mental health services. There has been more research carried out into BPD, particularly into its treatment, than into any other Axis II disorder. In the past, the condition was considered to be associated with difficulties in management, particularly on an inpatient basis, and in this chapter we have described how personality disorders, including BPD, were excluded from many services. There is no information to indicate whether improvements in treatment have resulted in mental health professionals becoming more

### Table 38

<table>
<thead>
<tr>
<th>Comorbid category</th>
<th>Without comorbidity, AOR* (95% CI)</th>
<th>With comorbidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug dependence</td>
<td>1.39 (0.80 to 2.42)</td>
<td>2.58 (1.17 to 5.70)*</td>
</tr>
<tr>
<td>Psychosis</td>
<td>1.49 (0.92 to 2.40)</td>
<td>0.77 (0.27 to 2.22)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>1.19 (0.67 to 2.12)</td>
<td>2.93 (1.33 to 6.46)**</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.26 (0.54 to 2.94)</td>
<td>2.42 (1.38 to 4.24)**</td>
</tr>
<tr>
<td>ASPD</td>
<td>1.84 (1.13 to 3.01)*</td>
<td>1.41 (0.67 to 2.98)</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01.

All models were adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, psychosis, ASPD, alcohol and drug dependency and anxiety disorders.

### Table 39

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>BPD, n (%)</th>
<th>RRR* (95% CI)</th>
<th>RRR** (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>45 (0.7)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>9 (2.0)</td>
<td>2.06 (0.76 to 5.55)</td>
<td>1.31 (0.46 to 3.72)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>22 (7.7)</td>
<td>6.22 (2.72 to 14.23)**</td>
<td>2.32 (0.92 to 5.86)</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>9 (3.1)</td>
<td>3.32 (1.18 to 9.32)</td>
<td>1.22 (0.41 to 3.69)</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>11 (9.9)</td>
<td>8.81 (3.40 to 22.80)**</td>
<td>2.02 (0.67 to 6.10)</td>
</tr>
</tbody>
</table>

***p < 0.001.

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and ASPD, alcohol dependence, drug dependence, anxiety and psychosis.
comfortable with the treatment of patients with BPD. However, more are now treated in the community with psychological therapies than in the past and avoiding hospitalisation is considered an important goal. Although there are several features of BPD that might be expected to result in violence, and thereby cause difficulties in treatment and management, our study did not show an increased risk of violence among members of the general household population with a diagnosis of BPD.

We found in this large representative sample that there was no difference in the prevalence of BPD between men and women. However, as with violence in the population, the diagnosis was uncommon among older people. It was more common among those who were separated and those of lower social classes. BPD was highly comorbid with other conditions, including psychosis and anxiety disorder, as well as with substance dependence and ASPD. Our study revealed that, when those with BPD do behave violently, it is most likely to be driven by comorbid conditions, including drug and alcohol dependency and anxiety disorder, rather than by the personality disorder. Because BPD was not a factor in determining the general level of violence in the household population, it did not discriminate between the classes of violence for either men or women. The only association that we found between violence and BPD was for IPV and violence occurring in the person’s own home. This corresponds to the demographic finding that this condition was more common among those who were separated and to criterion 2 of the DSM-IV BPD diagnosis: ‘a pattern of unstable and intense interpersonal relationships characterised by alternating between extremes of idealisation and devaluation’. It may also correspond to criterion 1, ‘frantic efforts to avoid real or imagined abandonment’, resulting in altercations with partners who threaten to leave.

### TABLE 40 Female violence typologies based on LCA in association with BPD: multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>BPD, n (%)</th>
<th>RRR(^a) (95% CI)</th>
<th>RRR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>94 (1.3)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>General violence</td>
<td>22 (8.2)</td>
<td>3.30 (1.80 to 6.03)**</td>
<td>1.40 (0.66 to 2.97)</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>7 (5.8)</td>
<td>3.09 (1.42 to 6.72)**</td>
<td>1.17 (0.44 to 3.11)</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for demographics (age, social class, marital status and ethnicity).

\(^b\) Adjusted for demographics (age, social class, marital status and ethnicity) and ASPD, alcohol dependence, drug dependence, anxiety and psychosis.

\(^*\) p < 0.01, \(^**\) p < 0.001.

RRR, relative risk ratio.
Chapter 5 Neurodevelopmental disorder and violence

Part of this chapter was first published in González R, Kallis C, Coid JW. Attention deficit hyperactivity disorder and violence in the population of England: does comorbidity matter? *PLOS ONE* 2013;8:e75575. It is reused here under the terms of the Creative Commons Attribution (CC BY) licence.

Background

Reports describing high rates of neuropsychiatric abnormalities among death row inmates, forensic psychiatric inpatients and others with a history of violence have led in the past to assertions that evidence of brain-behavioural impairment may mitigate or excuse criminal behaviour.\(^{142}-^{145}\) It has been argued that there is an episodic dyscontrol syndrome related to minimal brain dysfunction and complex partial seizures\(^ {146}\) and that violently recidivistic criminals are men who are likely to have abnormal brain biology.\(^ {147}\) Neuroimaging studies suggest that the brain areas associated with violent and impulsive acts are located in the prefrontal cortex and medial temporal regions.\(^ {148}\) However, although a higher level of brain abnormalities tends to be found in individuals who are violent, particularly those who are repetitively violent, there is no established cause of association between brain pathology and violent behaviour.

An alternative approach is to consider violence as one form of antisocial behaviour that may be understood as a disorder having neurodevelopmental origins that, alongside autism, hyperactivity and dyslexia, shows strong male preponderance, early childhood onset, subsequent persistence and low prevalence in the population. These features were described by Moffitt\(^ {142}\) in early-onset, persistent antisocial behaviour. Moffitt\(^ {145}\) later argued that one form of antisocial behaviour, the early-onset persistent type, is a neurodevelopmental disorder. The other form of antisocial behaviour, affecting females as well as males, is common and emerges in the context of social relationships.

Chapter 4 examined the strong association between violence and individuals with ASPD, who fulfil many of the criteria of Moffitt’s\(^ {141}\) early-onset persistent subtype (see Study 1). In this chapter we examine associations between violence and childhood neurodevelopmental disorders and proxy measures of neurodevelopmental disorders at the population level among adults. When investigating intelligence, it could be rightly argued that this is not an accurate measure of neuropsychological development as much as educational and social functioning and at a highly complex level. However, taking a simplistic view, a high score for intelligence can be considered to reflect a high level of functioning and might therefore be presumed to have a negative association with neuropsychological deficits that might lead to violent behaviour at the population level.

Childhood neurodevelopmental disorders have been studied in relation to violent criminality using population-based registers of child and adolescent mental health services in Stockholm, Sweden.\(^ {149}\) No association with violent crime could be observed for autistic spectrum disorders (ASDs), although ADHD showed an elevated risk of committing a violent crime.

Study 1: intelligence and violence

Objectives

The objectives of this study were to investigate:

1. the association between total intelligence quotient (IQ) score and violent behaviour in the general population to identify the risk or protective effects of a verbal measure of IQ
2. potential direct associations between total IQ score and violent behaviour in the general population by adjusting for demographic factors that are linked to both IQ and violence perpetration
3. whether or not there are mean differences in IQ score according to a violence typology for men and women.

Methods

Sample
For the purpose of this study we combined two data sets, the NHPMS 2000 and the APMS 2007, to provide a sample of 15,734 men and women.

Intellectual functioning
Intellectual functioning was estimated using the National Adult Reading Test (NART), a proxy measure of pre-morbid IQ that includes 50 words printed in order of increasing difficulty. Originally developed to predict Wechsler Adult Intelligence Scale (WAIS) IQ scores, the NART was subsequently restandardised to predict WAIS-Revised IQ scores. Acceptable construct validity and high correlations with measures of IQ have been consistently reported for the NART.

Statistical analyses
As each of the surveys employed the same measures of IQ, demography and violence outcomes, we conducted joint analyses of individual-level data.

Weighted frequencies and proportions were reported for categorical predictors and outcomes. We estimated their impact on violence using logistic regression models, with ORs as indicators of the magnitude of associations.

All models are presented (1) unadjusted and (2) adjusted for social class, sex, age, marital status and ethnicity. Demographic variables significantly associated with either exposure (IQ) or outcome (violence) were included as confounders in multivariable models.

The IQ total mean score differences between the latent violence classes were estimated through analysis of variance (ANOVA) with Bonferroni post hoc tests.

To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, probability weights were used. All models employed robust SEs to adjust for clustering of individuals within postcodes. To control for differences between the two sources of data, survey was included as a fixed factor on model estimates.

Results

Demographic characteristics
All age categories above 16–34 years were protective for ‘any violence’. Participants from the Indian subcontinent were also less likely to report perpetration of violence. Being male, single or separated or divorced and from social classes lower than I and II significantly increased the likelihood of violence (Table 41).

Table 41 also shows differences in IQ score according to each sociodemographic variable. There were no differences in IQ by sex. Age was positively associated with IQ score. Being single or separated/divorced, from social classes lower than I and II and from any ethnic group other than white were all associated with a lower IQ score.
Main associations of intellectual functioning with violence outcomes

Total IQ score showed significant protective associations with all violent outcomes. The higher the IQ score, the less likely the individual was to report violence (Table 42). Most of these findings remained significant after adjusting for all sociodemographic characteristics, with certain exceptions: associations with minor violence, violence towards family members or strangers and violence in the home or the workplace were no longer significantly associated with IQ score after adjustment.

Violence classes and intelligence quotient

There was variation in the mean IQ score according to the violence typologies for men and women. In men, the mean IQ score was 99.9 (SD 25.9) for those in the ‘no violence’ class, 95.7 (SD 20.1) for those in the ‘minor violence’ class, 93.0 (SD 18.7) for those in the ‘violence towards known persons’ class, 97.5 (SD 20.9) for those in the ‘fighting with strangers’ class and 93.7 (SD 14.6) for those in the ‘serious repetitive violence’ class. For women, the mean IQ score was 100.0 (SD 24.0) for those in the ‘no violence’ class, 92.3 (SD 15.9) for those in the ‘general violence’ class and 100.2 (SD 18.7) for those in the ‘intimate/family violence class’. There were significant differences in mean IQ score between the classes for both men (F = 7.2, p < 0.001) and women (F = 13.1, p < 0.001). Post hoc tests revealed that men in the ‘violence classes and intelligence quotient
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There was variation in the mean IQ score according to the violence typologies for men and women. In men, the mean IQ score was 99.9 (SD 25.9) for those in the ‘no violence’ class, 95.7 (SD 20.1) for those in the ‘minor violence’ class, 93.0 (SD 18.7) for those in the ‘violence towards known persons’ class, 97.5 (SD 20.9) for those in the ‘fighting with strangers’ class and 93.7 (SD 14.6) for those in the ‘serious repetitive violence’ class. For women, the mean IQ score was 100.0 (SD 24.0) for those in the ‘no violence’ class, 92.3 (SD 15.9) for those in the ‘general violence’ class and 100.2 (SD 18.7) for those in the ‘intimate/family violence class’. There were significant differences in mean IQ score between the classes for both men (F = 7.2, p < 0.001) and women (F = 13.1, p < 0.001). Post hoc tests revealed that men in the ‘violence...
towards known persons’ class had a significantly lower mean IQ score than men in the ‘no violence’ class ($p < 0.01$). Women in the ‘general violence’ class had a significantly lower mean IQ score than those in the ‘no violence’ and ‘intimate/family violence’ classes ($p < 0.01$).

**Discussion**

An extensive body of research has previously linked low IQ score and intellectual disability to delinquency, serious crime and interpersonal violence.\textsuperscript{155–157} Our findings therefore correspond in showing a negative association with all violent outcomes except minor violence, violence towards family members and strangers and violence in the home or in the workplace. This would imply that a higher IQ score conveys a protective effect against violence, independent of demography. This corresponds to evidence on the protective effects of above-average intelligence and intact cognition on both general health\textsuperscript{158} and antisocial behaviours.\textsuperscript{159}

Only two classes of the violence typology were significantly associated with lower IQ score than in the general population. Nevertheless, these are of considerable interest in the context of our findings reported in other chapters. Class 4 in men (‘violence towards known persons’) was associated with impaired social functioning in that these individuals were unemployed and economically inactive. A proportion were also dependent on drugs and alcohol and more had shown difficulty in maintaining close relationships.
Class 2 (‘general violence’) in women showed the lowest mean IQ score of any subgroup, with the mean score also being lower than those of the male classes. This group showed some similarities to classes 4 and 5 (‘serious repetitive violence’) among men in that women appeared to be socially dysfunctional. Intellectual functioning was hence identified as an important distinguishing characteristic of this subgroup.

**Study 2: attention deficit hyperactivity disorder and violence**

**Objectives**
The objectives of this study were to:

1. estimate the prevalence of self-reported violence associated with ADHD and its severity and victims and the location of violent incidents
2. investigate the independent associations between the symptom dimensions of ADHD: inattention and hyperactivity/impulsivity
3. investigate the associations of ADHD with a typology of violence in the general population.

**Methods**

**Sample**
For the purpose of this analysis we used a single data set, the APMS 2007, which recruited adults aged ≥16 years living in private households in England.

**Measures**
The survey included the six-item version of the Adult Self-Report Scale (ASRS), based on DSM-IV diagnostic criteria as a measure of ADHD. The ASRS has strong concordance with clinical diagnoses, with a reported AUC of 0.90. Four items are related to inattention and two to hyperactivity. Items are based on a 5-point Likert scale. We used the ASRS-6 scoring and classification methods, with a binary cut-off point of ≥13. To explore the relative contributions of ADHD symptoms, the sum of the response scores was calculated for the inattention items (items 1–4) and the hyperactivity items (items 5 and 6).

**Statistical analyses**
Weighted frequencies and proportions were reported for all categorical variables. Group associations were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted.

Two approaches examined the associations of ADHD with dependent binary measures of violence. In the first approach the exposure was a binary measure of ADHD, based on a cut-off point of ≥13. In the second approach we estimated hyperactivity and inattention scores as an alternative to the ADHD categorical classifications using symptom dimension scores.

Additionally, we quantified the associations between ADHD classification and the violence typologies described in Chapter 2 (see Study 2).

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were made for demographic factors, ASPD, drug dependence, alcohol dependence and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all variance estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.
Results
The overall prevalence of ADHD in the sample was 5.7%. The prevalence of any violence in the past 5 years was 8.4%. The older age group (≥ 55 years) had a significantly lower rate of ADHD. Being male increased the association with ADHD. Anxiety disorders, ASPD, psychotic symptoms and alcohol dependence were significantly associated with ADHD (Table 43).

Main associations of attention deficit hyperactivity disorder with violence
Table 44 shows the numbers of respondents who reported the different violence outcomes. Following adjustment, an association with ADHD was observed only for having been involved in any violence in the past 5 years and in violent events considered minor.

### Table 43: Demographic and clinical covariates for any violence in the past 5 years and ADHD

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Any violence in the past 5 years (n = 614; 8.4%)</th>
<th>ADHD (n = 424; 5.7%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) reported AOR (95% CI)</td>
<td>n (%) reported AOR (95% CI)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>173 (4.6) Reference</td>
<td>305 (5.4) Reference</td>
</tr>
<tr>
<td>Male</td>
<td>441 (12.3) 3.14 (2.42 to 4.07)***</td>
<td>219 (6.1) 1.41 (1.09 to 1.81)**</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>448 (19.9) Reference</td>
<td>189 (8.3) Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>141 (5.4) 0.32 (0.24 to 0.42)***</td>
<td>171 (6.5) 1.01 (0.74 to 1.38)</td>
</tr>
<tr>
<td>≥ 55</td>
<td>25 (1.0) 0.06 (0.04 to 0.10)***</td>
<td>64 (2.6) 0.47 (0.32 to 0.68)***</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>235 (4.6) Reference</td>
<td>225 (4.4) Reference</td>
</tr>
<tr>
<td>Single</td>
<td>340 (20.4) 1.61 (1.20 to 2.16)**</td>
<td>157 (9.4) 1.10 (0.79 to 1.53)</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>39 (7.2) 1.70 (1.14 to 2.54)**</td>
<td>42 (7.6) 1.16 (0.82 to 1.64)</td>
</tr>
<tr>
<td><strong>Social class</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>114 (4.3) Reference</td>
<td>110 (4.2) Reference</td>
</tr>
<tr>
<td>IIIM and IIINM</td>
<td>264 (9.5) 2.10 (1.55 to 2.84)***</td>
<td>158 (5.6) 1.27 (0.93 to 1.73)</td>
</tr>
<tr>
<td>IV and V</td>
<td>149 (10.5) 2.15 (1.51 to 3.08)***</td>
<td>101 (7.1) 1.40 (0.99 to 1.98)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>550 (8.3) Reference</td>
<td>366 (5.5) Reference</td>
</tr>
<tr>
<td>Black</td>
<td>21 (9.3) 0.87 (0.43 to 1.76)</td>
<td>22 (9.9) 1.67 (0.89 to 3.14)</td>
</tr>
<tr>
<td>Indian subcontinent</td>
<td>19 (6.9) 0.50 (0.23 to 1.08)</td>
<td>10 (3.7) 0.66 (0.29 to 1.50)</td>
</tr>
<tr>
<td>Other</td>
<td>19 (8.7) 0.78 (0.37 to 1.63)</td>
<td>20 (9.4) 1.35 (0.66 to 2.76)</td>
</tr>
<tr>
<td>ASPD</td>
<td>80 (41.1) 2.26 (1.40 to 3.64)**</td>
<td>45 (22.6) 1.72 (1.02 to 2.91)*</td>
</tr>
<tr>
<td>Drug dependency</td>
<td>111 (44.2) 3.36 (2.18 to 5.16)***</td>
<td>46 (18.1) 1.64 (0.93 to 2.91)</td>
</tr>
<tr>
<td>Alcohol dependency</td>
<td>106 (24.5) 1.38 (0.95 to 2.00)</td>
<td>74 (17.0) 1.70 (1.09 to 2.65)*</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>165 (15.2) 2.07 (1.54 to 2.80)***</td>
<td>228 (20.8) 6.89 (5.37 to 8.85)***</td>
</tr>
<tr>
<td>Psychosis</td>
<td>23 (24.5) 1.77 (0.83 to 3.81)</td>
<td>33 (33.6) 3.13 (1.78 to 5.53)***</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001.
AOR, adjusted odds ratio.
a Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, alcohol and drug dependency, anxiety disorders and ASPD.

Note
All weighted percentages and estimates (weighted n = 7361, all violent responders).
To estimate the independent contributions of hyperactivity and inattention, we developed adjusted models replacing the ADHD binary variable with continuous scores of hyperactivity and inattention. The inattention and hyperactivity scores were entered in models simultaneously (to adjust for each other).

Table 44 shows that inattention may be associated with any violence, but specifically only with minor violence. However, there were additional independent associations with hyperactivity, including any violence, violence while intoxicated and police involvement. Direct associations with hyperactivity were also observed for specific victim types (intimate partner, family members and friends) and locations of violence (in the participant’s or another person’s home, in a bar/pub or in the workplace). However, hyperactivity was not associated with more severe violence leading to injury to victim or perpetrator and was associated with minor violence.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n (% violent)</th>
<th>ADHD, AOR* (95% CI)</th>
<th>Hyperactivity, ORb (95% CI)</th>
<th>Inattention, ORb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>614 (8.4)</td>
<td>1.75 (1.14 to 2.68)*</td>
<td>1.15 (1.08 to 1.23)***</td>
<td>1.06 (1.02 to 1.11)**</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>263 (3.6)</td>
<td>1.34 (0.72 to 2.48)</td>
<td>1.15 (1.04 to 1.26)**</td>
<td>1.03 (0.97 to 1.10)</td>
</tr>
<tr>
<td>Severity of violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>247 (3.3)</td>
<td>2.54 (1.48 to 4.34)**</td>
<td>1.18 (1.07 to 1.30)**</td>
<td>1.11 (1.05 to 1.18)**</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>98 (1.3)</td>
<td>1.42 (0.49 to 4.15)</td>
<td>1.16 (0.96 to 1.40)</td>
<td>1.01 (0.92 to 1.11)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>172 (2.3)</td>
<td>0.88 (0.37 to 2.14)</td>
<td>1.10 (0.98 to 1.24)</td>
<td>0.99 (0.92 to 1.06)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>204 (2.8)</td>
<td>1.10 (0.55 to 2.20)</td>
<td>1.06 (0.95 to 1.18)</td>
<td>1.00 (0.94 to 1.07)</td>
</tr>
<tr>
<td>Police involved</td>
<td>177 (2.4)</td>
<td>1.19 (0.56 to 2.55)</td>
<td>1.15 (1.02 to 1.28)*</td>
<td>0.97 (0.90 to 1.04)</td>
</tr>
<tr>
<td>Victim of violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>115 (1.6)</td>
<td>1.52 (0.70 to 3.28)</td>
<td>1.16 (1.01 to 1.32)*</td>
<td>1.05 (0.97 to 1.14)</td>
</tr>
<tr>
<td>Family member</td>
<td>91 (1.2)</td>
<td>1.77 (0.70 to 4.44)</td>
<td>1.26 (1.08 to 1.46)**</td>
<td>1.04 (0.94 to 1.16)</td>
</tr>
<tr>
<td>Friend</td>
<td>132 (1.8)</td>
<td>1.53 (0.60 to 3.89)</td>
<td>1.18 (1.02 to 1.37)*</td>
<td>1.06 (0.97 to 1.16)</td>
</tr>
<tr>
<td>Person known</td>
<td>195 (2.6)</td>
<td>1.16 (0.57 to 2.36)</td>
<td>1.10 (0.98 to 1.23)</td>
<td>1.03 (0.95 to 1.11)</td>
</tr>
<tr>
<td>Stranger</td>
<td>300 (4.1)</td>
<td>1.15 (0.64 to 2.08)</td>
<td>1.07 (0.97 to 1.18)</td>
<td>1.04 (0.99 to 1.10)</td>
</tr>
<tr>
<td>Location of violent incident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>123 (1.7)</td>
<td>1.75 (0.87 to 3.52)</td>
<td>1.21 (1.06 to 1.39)**</td>
<td>1.02 (0.94 to 1.11)</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>61 (0.8)</td>
<td>1.25 (0.49 to 3.17)</td>
<td>1.21 (1.05 to 1.40)*</td>
<td>0.93 (0.83 to 1.03)</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>183 (2.5)</td>
<td>1.50 (0.74 to 3.05)</td>
<td>1.17 (1.05 to 1.31)**</td>
<td>1.01 (0.93 to 1.10)</td>
</tr>
<tr>
<td>Workplace</td>
<td>21 (0.3)</td>
<td>2.79 (0.83 to 9.39)</td>
<td>1.25 (1.01 to 1.54)*</td>
<td>1.14 (0.98 to 1.32)</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

AOR, adjusted odds ratio.

a Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, alcohol and drug dependency, anxiety disorders and ASPD.
b Adjusted model with nominal ADHD replaced by continuous hyperactivity and inattention scores, entered simultaneously, as exposure variables.

**Note**
All weighted percentages and estimates (n = 7369).

Attention deficit hyperactivity disorder symptom dimensions and violence: hyperactivity and inattention

To estimate the independent contributions of hyperactivity and inattention, we developed adjusted models replacing the ADHD binary variable with continuous scores of hyperactivity and inattention. The inattention and hyperactivity scores were entered in models simultaneously (to adjust for each other). Table 44 shows that inattention may be associated with any violence, but specifically only with minor violence. However, there were additional independent associations with hyperactivity, including any violence, violence while intoxicated and police involvement. Direct associations with hyperactivity were also observed for specific victim types (intimate partner, family members and friends) and locations of violence (in the participant’s or another person’s home, in a bar/pub or in the workplace). However, hyperactivity was not associated with more severe violence leading to injury to victim or perpetrator and was associated with minor violence.

Violence classes and attention deficit hyperactivity disorder

Latent class models derived five violence classes for men and three violence classes for women in the 2007 APMS. Development of these LCAs is described in detail in Chapter 2. Tables 45 and 46 include the associations between individuals with ADHD and the violence classes for men and women respectively.
For men, the ‘no violence’ class had the lowest prevalence of ADHD at 4.8%; this was followed by ‘fighting with strangers’ at 14.2%, ‘minor violence’ at 16.1%, ‘violence towards known persons’ at 16.3% and ‘serious repetitive violence’ at 19.1%. With the ‘no violence’ class as a reference, none of the remaining classes was significantly associated with ADHD after adjustment for psychopathology (see Table 45).

The female distribution of ADHD across the classes was 5.0% for the ‘no violence’ class, 12.6% for the ‘general violence’ class and 17.0% for the ‘intimate/family violence’ class. Multinomial logistic regression models implemented to estimate associations between violence latent classes and ADHD revealed no significant associations after adjustment for psychopathology (see Table 46).

**Discussion**

In this study we aimed to examine the main effects of ADHD among individuals involved in violent incidents, as well as its impact on the severity, frequency, targets and locations of violence. After adjustments, ADHD appeared to be only moderately associated with violence, with the significant association observed being between ADHD and violent incidents classified as minor.

After examining two continuous measures using symptom dimensions, inattention demonstrated little or no impact on violence in the population and involved only minor incidents. On the other hand, hyperactivity was directly associated with violent incidents that resulted in police involvement, with reports of victims in close relationships and with violence taking place in the perpetrator’s or someone else’s home as well as in pubs and bars.
This finding is consistent with two other epidemiological studies that have reported significant associations between retrospective measures of ADHD and violent outcomes. Our findings also provide validation of what has been evidenced by small study samples in forensic settings, which indicate an association between ADHD symptoms and violent breaches of discipline and offending. However, in the general population, our findings suggest that direct associations of ADHD are restricted to violence towards those in intimate relationships and relatives. ADHD did not discriminate between the violence classes that we identified in Chapter 2 (see Study 2).

This study confirmed the importance of the association of hyperactivity with behavioural disturbance and impulsivity. Hyperactivity has been linked to an increased risk of aggression among adults. This corresponds to the view that aggression and violence stem from deficient self-regulatory processes, including response disinhibition, failure to delay gratification, and emotional reactivity and dysregulation.

**Study 3: autism and violence**

**Objective**
The objective of this study was to investigate the prevalence of self-reported violence associated with autism and associated spectrum disorders in the household population.

**Methods**

**Sample**
The sample was drawn from the APMS 2007, a national survey of psychiatric morbidity among adults aged ≥ 16 years living in households in England in 2007. A total of 7403 participants completed the survey (response rate 57.0%). The design and sampling procedures have previously been described. Autism was diagnosed in this sample using the Autism Diagnostic Observation Schedule module-4 (ADOS-4), which provides a face-to-face assessment of current respondent behaviours for an autistic disorder. Non-specific pervasive developmental disorder (PDD) and autism classifications can be derived from ADOS-4 algorithm scores of ≥ 7 and ≥ 10 respectively.

**Statistical analyses**
Weighted frequencies and proportions were reported for all categorical variables. Group associations between autism and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted.

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were made for demographic factors, alcohol dependence, psychosis, drug dependence, ASPD, depression and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.

**Results**

**Demographic characteristics**
Of 7361 respondents (weighted), 614 (8.4%) reported any violence in the past 5 years. Table 47 shows that the sociodemographic factors of male sex, marital status other than married and social classes lower than I and II were significantly associated with violence risk. Any age category above 34 years was protective.
The overall weighted prevalence of autism in the sample in phase 1 of the two-phase survey was 0.3%. Being male was the only sociodemographic factor associated with autism.

**Main associations of drug dependence with violence**

There were no observations with categorically defined diagnosis of autism that reported any violence in the past 5 years associated with drug dependence. Using the less strict cut-off score for PDD of ≥ 7 revealed only two participants who were violent respondents.
Discussion

The prevalence of autism in the sample was very low, resulting in a problem of statistical power when searching for associations with violence. However, because there have been a series of media stories suggesting that there might be a link between violence and individuals with ASD (particularly Asperger’s syndrome) in cases of high-school shootings in the USA, it was important to observe that no cases of ASD were found. Only two cases were found in the population sample when the cut-off score was lowered to allow detection of more cases. This would suggest that there is little evidence for an association between ASD at the population level and violence. This is consistent with previous findings.149

It has been observed that as the prevalence of autism spectrum disorders has increased, attention has shifted towards consideration of these disorders in adolescence and adulthood, as well as the public health repercussions for this population. The social and emotional deficits within these disorders could be relevant to certain cognitive features of criminal and violent behaviour that is not intended by the violent individual, for example impulsive behaviour triggered by stressful environments. Because of media attention over ASD and serious criminal acts, not always with clear evidence that the perpetrator actually has ASD, judicial and legislative state systems in the USA have begun to develop policies that lack an evidence base.172 This has fortunately not occurred in the UK. Overall, there are thought to be three deficits characteristic of individuals with ASDs that might have a bearing on violent and criminal behaviour. These include theory of mind, emotional regulation and moral reasoning. However, there is no clear evidence base for these at present. More importantly, a key component of ASD is poor social interaction and social withdrawal. Because violence can be considered a highly ‘social’ activity, or at least it occurs most commonly in social settings, it should not be surprising that our study has failed to demonstrate an association between autism and violence.
Chapter 6  Substance dependence and violence

Background

Substance use is among the most consistently reported risk factor for violent behaviour. Substance misuse is prevalent both among those in the general population reporting violence and among offenders convicted for violence. In the NHPMS 2000, the highest percentage of violent incidents and the highest population-attributable risk were explained by individuals engaging in hazardous drinking followed by drug misuse. Clinical studies of alcohol use have confirmed strong, if complex, associations with violence. Furthermore, the high annual medical and social costs of injury from deliberate harm are highlighted by measures taken in A&E departments in the UK. These correlate with unemployment, poverty and, in particular, expenditure on alcohol.

Associations with substance misuse are highly complex. For example, Arseneault et al. have argued that, because of involvement in the illegal economy of drugs markets, young people who are dependent on drugs must rely on violence to solve problematic transactions with dealers and others involved in drug-related social interactions. However, the high level of violence reported by drug-misusing individuals suggests that additional mechanisms must be operating in this association. Furthermore, many drug misusers are also alcohol misusers and individuals with a propensity to violence may be inclined to abuse alcohol and drugs. The chemical effects of drugs and alcohol, including disinhibition, are thought by many to explain the association with violence, and many violent people attempt to explain their violence in terms of these chemical effects.

Because the associations are complex, we restricted our two studies of substance misuse reported in this chapter to the most severe level of dependence on drugs and alcohol.

Study 1: drug dependence

Objectives

The objectives of this study were to investigate:

1. the prevalence of self-reported violence associated with drug dependence in the household population of Great Britain
2. the associations between the characteristics of violence, victim types and locations of violence, after adjusting for sociodemographic factors, and drug dependence
3. the distribution of drug dependence and associations with a typology of violence in the general population.

Methods

Sample

For the purposes of this analysis we combined two data sets, the APMS 2007 and the NHPMS 2000, to provide a sample of 15,734 participants.

Definitions and assessment

Questions about drug use were asked in a computer-assisted self-completion interview. This included lifetime experience of 13 different types of illicit drugs together with patterns of use over the last year. Five questions derived from the Diagnostic Interview Schedule (DIS) were used to measure substance dependence.
**Statistical analyses**

Weighted frequencies and proportions were reported for all categorical variables. Group associations between drug dependence and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted. The violence typologies for men and women described in Chapter 2 were regressed onto drug dependence using multinomial logistic regression.

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were made for demographic factors, psychosis, alcohol dependence, ASPD, depression and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.

**Results**

**Demographic characteristics**

Of the 15,734 respondents, 1596 (10.1%) reported any violence in the past 5 years. Table 48 shows that male sex, marital status other than married and social class lower than I and II were significantly associated with violence risk, whereas any age category > 34 years and being of Indian/Asian ethnicity were

**TABLE 48** Demographic and clinical covariates for any violence in the past 5 years and drug dependence

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Any violence in the past 5 years (n = 1596; 10.1%)</th>
<th>Drug dependence (n = 573; 3.6%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>AOR* (95 CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>406 (5.1)</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1190 (15.4)</td>
<td>3.50 (2.95 to 4.14)**</td>
</tr>
<tr>
<td>Age groups (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>1175 (22.4)</td>
<td>Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>371 (6.3)</td>
<td>0.31 (0.26 to 0.37)**</td>
</tr>
<tr>
<td>≥ 55</td>
<td>51 (1.1)</td>
<td>0.06 (0.04 to 0.08)**</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>480 (4.7)</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>973 (23.4)</td>
<td>1.85 (1.55 to 2.20)**</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>144 (9.9)</td>
<td>2.05 (1.63 to 2.58)**</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>302 (5.6)</td>
<td>Reference</td>
</tr>
<tr>
<td>III and IIINM</td>
<td>708 (11.3)</td>
<td>2.14 (1.78 to 2.57)**</td>
</tr>
<tr>
<td>IV and V</td>
<td>398 (12.6)</td>
<td>2.46 (1.98 to 3.05)**</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1463 (10.2)</td>
<td>Reference</td>
</tr>
<tr>
<td>Black</td>
<td>49 (12.1)</td>
<td>0.91 (0.57 to 1.45)</td>
</tr>
<tr>
<td>Indian subcontinent</td>
<td>36 (7.0)</td>
<td>0.45 (0.26 to 0.79)**</td>
</tr>
<tr>
<td>Other</td>
<td>40 (11.2)</td>
<td>0.91 (0.55 to 1.52)</td>
</tr>
</tbody>
</table>
protective. The overall weighted prevalence of drug dependence in the sample was 3.6%. Male sex, marital status other than married and social class lower than I and II increased risk associations with drug dependence. Having an anxiety disorder or ASPD or alcohol dependence were directly associated with drug dependence in adjusted models.

Main associations of drug dependence with violence
Table 49 shows unadjusted and adjusted associations of drug dependence with all key measures of violence. Drug dependence was significantly associated with all violent outcomes in univariate models (all \( p < 0.001 \)). After adjustments, drug dependence was still an important source of risk for most outcomes of violence, including incidents of violence while intoxicated, repeated violence, violence leading to injuries and violence in which the police were involved.

Drug dependence also significantly increased the likelihood of violence towards intimate partners, friends, persons known, strangers and the police and the likelihood of violence taking place in all locations, with the exception of the workplace.

Violence classes and drug dependence
Latent class models derived five violence classes for men and three violence classes for women in this joint data set. The development of these LCAs is described in detail in Chapter 2. Tables 50 and 51 show the associations between individuals with drug dependence and the violence classes for men and women respectively.

In men, the ‘no violence’ class had the lowest prevalence of drug dependence at 2.6%. The highest prevalence of drug dependence was observed for class 5 (‘serious repetitive violence’) at 39.8%. Following adjustments, drug dependence was associated with more than a threefold increase in the odds of violence towards known persons and almost a fivefold increase of belonging in the odds of serious repetitive violence (see Table 50).

The female distribution of drug dependence across the classes was 1.7% for the ‘no violence’ class, 15.4% for the ‘general violence’ class and 7.0% for the ‘intimate/family violence’ class. Multinomial logistic regression models to estimate associations between violence latent classes and drug dependence showed a threefold increase in the odds of general violence compared with no violence (see Table 51).
### TABLE 49  
Unadjusted and adjusted associations between drug dependence (exposure) and measures of violence in the past 5 years (outcome)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n (%) violent</th>
<th>OR (CI 95%)</th>
<th>AOR* (CI 95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any violence</strong></td>
<td>1596 (10.1)</td>
<td>9.87 (7.88 to 12.35)***</td>
<td>2.32 (1.74 to 3.10)***</td>
</tr>
<tr>
<td><strong>Violence while intoxicated</strong></td>
<td>685 (4.4)</td>
<td>14.63 (11.40 to 18.78)***</td>
<td>2.61 (1.89 to 3.62)***</td>
</tr>
<tr>
<td><strong>Severity of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>655 (4.2)</td>
<td>3.17 (2.23 to 4.50)***</td>
<td>1.03 (0.67 to 1.56)</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>335 (2.1)</td>
<td>11.49 (8.14 to 16.22)***</td>
<td>2.36 (1.53 to 3.62)***</td>
</tr>
<tr>
<td>Victim injured</td>
<td>505 (3.2)</td>
<td>11.40 (8.61 to 15.10)***</td>
<td>2.17 (1.49 to 3.17)***</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>514 (3.3)</td>
<td>10.61 (7.94 to 14.19)***</td>
<td>1.99 (1.33 to 2.97)***</td>
</tr>
<tr>
<td>Police involved</td>
<td>431 (2.7)</td>
<td>11.42 (8.58 to 15.19)***</td>
<td>2.65 (1.85 to 3.80)***</td>
</tr>
<tr>
<td><strong>Victim of violence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>252 (1.6)</td>
<td>7.05 (4.88 to 10.18)***</td>
<td>1.77 (1.07 to 2.92)*</td>
</tr>
<tr>
<td>Family member</td>
<td>153 (1.0)</td>
<td>4.10 (2.22 to 7.58)***</td>
<td>1.04 (0.50 to 2.14)</td>
</tr>
<tr>
<td>Friend</td>
<td>312 (2.0)</td>
<td>11.46 (7.86 to 16.70)***</td>
<td>3.18 (2.02 to 5.01)***</td>
</tr>
<tr>
<td>Person known</td>
<td>511 (3.2)</td>
<td>9.91 (7.26 to 13.52)***</td>
<td>2.65 (1.77 to 3.95)***</td>
</tr>
<tr>
<td>Stranger</td>
<td>783 (5.0)</td>
<td>7.95 (6.20 to 10.21)***</td>
<td>1.64 (1.19 to 2.25)**</td>
</tr>
<tr>
<td>Police</td>
<td>88 (0.6)</td>
<td>14.80 (8.56 to 25.59)***</td>
<td>2.35 (1.13 to 4.87)*</td>
</tr>
<tr>
<td>Other</td>
<td>108 (0.7)</td>
<td>5.97 (3.25 to 10.98)***</td>
<td>1.52 (0.60 to 3.82)</td>
</tr>
<tr>
<td><strong>Location of violent incident</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>292 (1.9)</td>
<td>7.18 (5.06 to 10.19)***</td>
<td>2.33 (1.44 to 3.77)***</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>138 (0.9)</td>
<td>9.84 (5.91 to 16.37)***</td>
<td>2.52 (1.33 to 4.79)**</td>
</tr>
<tr>
<td>Street</td>
<td>909 (5.8)</td>
<td>9.92 (7.77 to 12.67)***</td>
<td>2.18 (1.59 to 3.00)**</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>541 (3.4)</td>
<td>9.52 (7.19 to 12.61)***</td>
<td>1.72 (1.20 to 2.48)**</td>
</tr>
<tr>
<td>Workplace</td>
<td>101 (0.6)</td>
<td>5.64 (2.94 to 10.84)***</td>
<td>1.60 (0.76 to 3.37)</td>
</tr>
<tr>
<td>Other</td>
<td>241 (1.5)</td>
<td>7.40 (4.80 to 11.43)***</td>
<td>2.41 (1.35 to 4.29)**</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.
AOR, adjusted odds ratio.
a Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, alcohol dependence, psychosis, depressive episode, ASPD and anxiety disorder.

Note
All weighted percentages and estimates (n = 15,743).

### TABLE 50  
Male violence typologies (outcome) based on LCA in association with drug dependence (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Drug dependence, n (%)</th>
<th>RRR* (95% CI)</th>
<th>RRRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>169 (2.6)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>48 (10.6)</td>
<td>1.95 (1.22 to 3.13)**</td>
<td>1.57 (0.96 to 2.58)</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>72 (24.4)</td>
<td>6.38 (4.09 to 9.94)***</td>
<td>3.63 (2.21 to 5.94)***</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>54 (17.4)</td>
<td>2.98 (1.83 to 4.86)***</td>
<td>1.67 (0.98 to 2.83)</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>48 (39.8)</td>
<td>11.16 (6.31 to 19.72)***</td>
<td>4.73 (2.61 to 8.56)***</td>
</tr>
</tbody>
</table>

**p < 0.01, ***p < 0.001.
RRR, relative risk ratio.
a Adjusted for demographics (age, social class, marital status and ethnicity).
b Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependence, depression, anxiety disorder, psychosis and ASPD.
Discussion

We found that the demographic characteristics of drug-dependent individuals in these household surveys were very similar to the demographic characteristics of those who were violent. As with individuals who report violence, drug-dependent individuals tend to be younger men who are single or separated from their partner, from lower social classes and with comorbid alcohol dependence and ASPD. The odds of reporting any violence in the past 5 years were more than doubled with drug dependence and it was unsurprising, in view of their dependence on drugs, that individuals were more likely to report violence when intoxicated. All levels of severity of violence were increased, including multiple incidents, incidents in which a victim was injured and incidents in which the perpetrator was injured. More importantly, individuals with drug dependence were more likely to report violence in which the police became involved. All victim types were reported except for members of the family. Friends and persons known showed the highest odds of association together with the police.

Because we do not have details of individual incidents, it cannot be confirmed whether these violent incidents corresponded to intoxication with drugs, situations in which drugs were bought and sold or situations in which altercations with drug dealers or customers had occurred or whether certain individuals had a pre-existing violent propensity that predisposed them both to violence and to abusing drugs to the extent that they became dependent on them. It is probable that all of these possibilities, in different combinations, had an effect on the associations with drug dependence. The level of police involvement with drug-dependent individuals in the study would suggest that they had regularly come into conflict with others and that the police had become involved. Alternatively, the police had become involved because of their drug-taking or other criminal activities such as theft and burglary, to obtain money for drugs. The strong association with friends and persons known to these individuals suggested that violence had occurred in a social milieu with other drug-abusing individuals, outside of the home. Nevertheless, risks of violence towards an intimate partner were also increased among this subgroup. On the other hand, the lack of association with other family members might suggest that drug misuse had caused these individuals to be estranged from close family members or that they were unable to support or maintain a family themselves.

Following adjustments, drug dependence was not found to be associated with classes 2 (‘minor violence’) and 4 (‘fighting with strangers’) among men. The strong association with serious repetitive violence among men (class 5) corresponded to the findings in Chapter 2 (see Study 2). Drug dependence may partly explain the wide range of potential victims of men in this class, with the risks increased for friends and persons known in the context of buying, selling and misusing drugs. The association with class 3 (‘violence towards known persons’) is also of considerable interest. Nearly one-quarter of these individuals were dependent on drugs. The higher level of divorced and separated men in this group and the finding that one-quarter were economically inactive, leading them to be poor at sustaining relationships and friendships, with many dependent on state benefits, may be partly explained by their drug dependence.

### Table 51

**Female violence typologies (outcome) based on LCA in association with drug dependence (exposure): multinomial logit model**

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Drug dependence, n (%)</th>
<th>RRR(^a) (95% CI)</th>
<th>RRR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>127 (1.7)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>General violence</td>
<td>43 (15.4)</td>
<td>4.94 (3.02 to 8.07)*****</td>
<td>3.16 (1.84 to 5.43)*****</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>9 (7.0)</td>
<td>2.01 (0.87 to 4.65)</td>
<td>1.06 (0.43 to 2.60)</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for demographics (age, social class, marital status and ethnicity).

\(^b\) Adjusted for demographics (age, social class, marital status and ethnicity) and alcohol dependence, depression, anxiety disorder, psychosis and ASPD.

* **p < 0.001.

RRR, relative risk ratio.
Similarities between women from class 2 and men from classes 3 and 5 were previously observed in Chapter 2 (see Study 2). More than one in six of this class of women were dependent on drugs.

There are four basic explanatory models for the relationship between drug use and violence: (1) substance use causes violence; (2) violence leads to substance use; (3) the relationship is reciprocal; and (4) the relationship is spurious, that is, it is coincidental or explained by a set of common causes. Each model may be applicable to different subgroups of the population or to different incidents of drug-related violence. Unfortunately, a cross-sectional method does not allow exploration of these possibilities in any depth in this chapter. Nevertheless, these explanations are likely to have contributed to the findings.

**Study 2: alcohol misuse**

**Objectives**

The objectives this study were to:

1. investigate the prevalence of self-reported violence associated with alcohol dependence in a combined data set representative of the household population of Great Britain
2. investigate the independent associations of alcohol dependence with characteristics of violence, victim types and locations of violence
3. investigate the associations of alcohol dependence with a typology of violence in the general population.

**Methods**

**Sample**

The combined sample was drawn from the first phase of the NHPMS 2000 and the APMS 2007. The total sample included 15,734 men and women. Alcohol dependence was identified by a score of ≥ 20 on the AUDIT.

**Statistical analyses**

Weighted frequencies and proportions were reported for all categorical variables. Group associations between alcohol dependence and violence were established using binary logistic regression with the OR as the measure of magnitude. Multiple categorical predictor covariates were assigned a reference category against which other categories were contrasted. The violence typology for men and women described in Chapter 2 (see Study 1) were regressed on alcohol dependence using multinomial logistic regression.

All statistical analyses were adjusted by including covariates in each model simultaneously. Adjustments were made for demographic factors, psychosis, drug dependence, ASPD, depression and anxiety disorders. To adjust for the effects of selecting one individual per household and under-representation of certain subgroups, and to account for any deviation from selecting a simple random sample, all estimates were weighted. Details of the procedures used in weighting have been described previously. All models employed robust SEs to adjust for clustering of individuals within postcodes. All analyses were performed using Stata.

**Results**

**Demographic characteristics**

Of the 15,734 respondents, 1596 (10.1%) reported any violence in the past 5 years. Table S2 shows that male sex, marital status other than married and social class lower than I and II were significantly associated with violence risk. Any age category > 34 years and being of Asian/Indian ethnicity were protective.

The overall weighted prevalence of alcohol dependence in the sample was 6.7%. Being male and of single or divorced/separated marital status increased the risk associations with alcohol dependence. Any age
category > 34 years and being of Asian/Indian or black ethnicity had protective associations with alcohol dependence. Having an anxiety disorder, depression or ASPD or being dependent on drugs was associated with alcohol dependence in adjusted models and therefore highly comorbid in the study population.

**Main associations of alcohol dependence with violence**

*Table 53* shows the unadjusted and adjusted associations of alcohol dependence with all key violent outcomes, victim types and locations of reported violence. Alcohol dependence was significantly associated with all violent outcomes in univariate models (all \( p < 0.001 \)). After adjustments, alcohol dependence was

---

**TABLE 52 Demographic and clinical covariates for any violence in the past 5 years and alcohol dependence**

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Any violence in the past 5 years ((n = 1596; 10.1%))</th>
<th>Alcohol dependence ((n = 1065; 6.7%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>n (%) reported</td>
<td>AOR* (95% CI)</td>
<td>AOR* (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>406 (5.1)</td>
<td>248 (3.1)</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>1190 (15.4)</td>
<td>817 (10.4)</td>
</tr>
<tr>
<td></td>
<td>3.70 (3.14 to 4.36)***</td>
<td>3.73 (3.13 to 4.45)***</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>1175 (22.4)</td>
<td>602 (11.4)</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>371 (6.3)</td>
<td>368 (6.2)</td>
</tr>
<tr>
<td></td>
<td>0.32 (0.27 to 0.38)***</td>
<td>0.73 (0.60 to 0.89)**</td>
</tr>
<tr>
<td>≥ 55</td>
<td>51 (1.1)</td>
<td>95 (2.0)</td>
</tr>
<tr>
<td></td>
<td>0.06 (0.04 to 0.08)***</td>
<td>0.29 (0.22 to 0.38)***</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>480 (4.7)</td>
<td>376 (3.7)</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>973 (23.4)</td>
<td>558 (13.3)</td>
</tr>
<tr>
<td></td>
<td>1.90 (1.59 to 2.26)***</td>
<td>2.31 (1.91 to 2.79)***</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>144 (9.9)</td>
<td>131 (8.9)</td>
</tr>
<tr>
<td></td>
<td>2.12 (1.69 to 2.66)***</td>
<td>2.17 (1.74 to 2.72)***</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>302 (5.6)</td>
<td>314 (5.8)</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>IIIIM and IIINM</td>
<td>708 (11.3)</td>
<td>464 (7.3)</td>
</tr>
<tr>
<td></td>
<td>2.10 (1.75 to 2.53)***</td>
<td>1.18 (0.97 to 1.45)</td>
</tr>
<tr>
<td>IV and V</td>
<td>398 (12.6)</td>
<td>227 (7.1)</td>
</tr>
<tr>
<td></td>
<td>2.38 (1.92 to 2.95)***</td>
<td>1.05 (0.84 to 1.31)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1463 (10.2)</td>
<td>1015 (7.0)</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Black</td>
<td>49 (12.1)</td>
<td>15 (3.6)</td>
</tr>
<tr>
<td></td>
<td>0.85 (0.53 to 1.36)</td>
<td>0.38 (0.20 to 0.70)**</td>
</tr>
<tr>
<td>Indian subcontinent</td>
<td>36 (7.0)</td>
<td>8 (1.6)</td>
</tr>
<tr>
<td></td>
<td>0.43 (0.25 to 0.75)**</td>
<td>0.22 (0.09 to 0.52)**</td>
</tr>
<tr>
<td>Other</td>
<td>40 (11.2)</td>
<td>20 (5.6)</td>
</tr>
<tr>
<td></td>
<td>0.86 (0.51 to 1.46)</td>
<td>0.63 (0.34 to 1.16)</td>
</tr>
<tr>
<td>Psychosis</td>
<td>7 (14.0)</td>
<td>10 (19.1)</td>
</tr>
<tr>
<td></td>
<td>0.50 (0.15 to 1.69)</td>
<td>1.66 (0.63 to 4.37)</td>
</tr>
<tr>
<td>Drug dependence</td>
<td>371 (35.3)</td>
<td>186 (32.5)</td>
</tr>
<tr>
<td></td>
<td>2.63 (1.99 to 3.47)***</td>
<td>2.83 (2.08 to 3.83)***</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>276 (48.4)</td>
<td>294 (12.5)</td>
</tr>
<tr>
<td></td>
<td>1.92 (1.60 to 2.32)***</td>
<td>2.23 (1.82 to 2.72)***</td>
</tr>
<tr>
<td>ASPD</td>
<td>246 (46.2)</td>
<td>170 (31.4)</td>
</tr>
<tr>
<td></td>
<td>3.14 (2.33 to 4.22)***</td>
<td>2.48 (1.81 to 3.39)***</td>
</tr>
<tr>
<td>Depression</td>
<td>79 (18.9)</td>
<td>70 (16.0)</td>
</tr>
<tr>
<td></td>
<td>1.53 (1.05 to 2.24)**</td>
<td>1.80 (1.24 to 2.61)**</td>
</tr>
</tbody>
</table>

* \( * p < 0.05, ** p < 0.01, *** p < 0.001 \).

AOR, adjusted odds ratio.

a Adjusted for the following sociodemographic and clinical characteristics: sex, age, marital status, social class, ethnicity, drug dependence, psychosis, depression, ASPD and anxiety disorder.

**Note**

All weighted percentages and estimates \((n = 15,743)\).
still an important risk correlate for most descriptors of violence, including violence while intoxicated, repeated violence, violence leading to injuries and violence in which the police were involved.

Alcohol dependence also significantly increased the likelihood of violence towards intimate partners, friends, persons known, strangers and the police and the likelihood of violence taking place in all locations with the exception of someone else’s home and in the workplace.

Violence classes and alcohol dependence

Latent class models derived five violence classes for men and three violence classes for women in this joint data set. Development of these LCAs is described in detail in Chapter 2. Tables 54 and 55 include the associations between individuals with alcohol dependence and the violence classes for men and women respectively.
In men, the ‘no violence’ class had the lowest prevalence of alcohol dependence at 7.5%. The highest prevalence of alcohol dependence was observed for class 5 (‘serious repetitive violence’) at 45.5%. After adjustments, alcohol dependence was associated with more than a threefold increase in the odds of violence towards known persons and serious repetitive violence. Alcohol dependence was also associated with minor violence and fighting with strangers (see Table 54).

The female distribution of alcohol dependence across the classes was 2.5% for the ‘no violence’ class, 13.4% for the ‘general violence’ class and 12.1% for the ‘intimate/family violence’ class. Adjusted multinomial logistic regression models to estimate associations between violence latent classes and alcohol dependence revealed no significant associations for the violence classes compared with the ‘no violence’ class (see Table 55).

**Discussion**

The demographic associations with both violence and alcohol dependence in the general population were similar and corresponded in part to those observed for drug dependence. Violent and alcohol-dependent individuals tended to be male, younger, single or separated and with comorbid drug dependence, anxiety disorder and ASPD. However, the association that we observed for drug dependence with lower social class was not observed for alcohol dependence. Furthermore, being of black and Indian subcontinent ethnic origin appeared to be protective for alcohol dependence and also for violence among individuals originating from the Indian subcontinent. As with drug dependence, it was an unsurprising finding that alcohol dependence was associated with violence when intoxicated. However, the odds of association were higher for dependence on alcohol than for dependence on drugs. Alcohol dependence was not associated with minor violent incidents and was strongly associated with more severe altercations with others, violence

**TABLE 54** Male violence typologies (outcome) based on LCA in association with alcohol dependence (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Alcohol, n (%)</th>
<th>RRRa (95% CI)</th>
<th>RRRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>494 (7.5)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Minor violence</td>
<td>82 (18.2)</td>
<td>1.77 (1.24 to 2.54)**</td>
<td>1.57 (1.08 to 2.28)*</td>
</tr>
<tr>
<td>Violence towards known persons</td>
<td>91 (30.8)</td>
<td>4.17 (2.89 to 6.01)***</td>
<td>3.10 (2.13 to 4.52)***</td>
</tr>
<tr>
<td>Fighting with strangers</td>
<td>86 (28.0)</td>
<td>3.13 (2.15 to 4.55)***</td>
<td>2.45 (1.65 to 3.63)***</td>
</tr>
<tr>
<td>Serious repetitive violence</td>
<td>55 (45.5)</td>
<td>5.90 (3.59 to 9.69)***</td>
<td>3.59 (2.07 to 6.21)***</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).

b Adjusted for demographics (age, social class, marital status and ethnicity) and drug dependence, depression, anxiety, psychosis and ASPD.

**TABLE 55** Female violence typologies (outcome) based on LCA in association with alcohol dependence (exposure): multinomial logit model

<table>
<thead>
<tr>
<th>Violence typologies</th>
<th>Alcohol, n (%)</th>
<th>RRRa (95% CI)</th>
<th>RRRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No violence</td>
<td>193 (2.5)</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>General violence</td>
<td>38 (13.4)</td>
<td>2.68 (1.63 to 4.41)***</td>
<td>1.57 (0.87 to 2.84)</td>
</tr>
<tr>
<td>Intimate/family violence</td>
<td>15 (12.1)</td>
<td>3.14 (1.71 to 5.77)***</td>
<td>1.99 (0.99 to 3.98)</td>
</tr>
</tbody>
</table>

***p < 0.001.

RRR, relative risk ratio.

a Adjusted for demographics (age, social class, marital status and ethnicity).

b Adjusted for demographics (age, social class, marital status and ethnicity) and drug dependence, depression, anxiety, psychosis and ASPD.
involving injuries and police involvement. The somewhat stronger association with the perpetrator being injured than with the victim being injured may correspond to previous observations in cases of homicide that, when a fight has occurred in which one of the participants is killed (typically an altercation between strangers when intoxicated in or outside a bar), the deceased is subsequently found to have consumed a higher level of alcohol than the person charged with the murder.\textsuperscript{185} In general, studies of victims of violence in Denmark\textsuperscript{186} and the Netherlands\textsuperscript{187} have shown that between 40\% and 50\% of victims had been drinking, although Shepherd \textit{et al.}\textsuperscript{188} found that 74\% of male victims in a British study had been drinking.

Victims of those with alcohol dependence were similar to victims of those with drug dependence, but with a stronger level of association for IPV. There was no association with violence towards family members and the level of violence towards friends and persons known showed a weaker association than for drug dependence, but with a strong association for violence towards strangers and police involvement. The locations of violence were fewer than for drug dependence, with violence occurring in the home of perpetrators, which would correspond to IPV, but also in the street/outdoors or in a bar/pub.

Alcohol misuse and its relationship to violence, particularly binge drinking, have generated increasing public and political concern in the UK following a marked increase in the number of licensed premises selling alcohol over the past 25 years\textsuperscript{189} and legislative changes relaxing the laws relating to the sale of alcohol. Research into alcohol-related disorder highlights the concentration of violent and public order offences in urban areas with high densities of licensed premises, which peaks at weekends.\textsuperscript{44} This has emerged within the planned regeneration of certain inner-urban areas in the UK but where there is competition among licensed premises designed to accommodate large numbers of drinkers, resulting in cheaper alcohol. The financial resources available to the alcohol industry in the UK (facilitating more effective litigation to overcome objections of residents and regulations of local authorities), coupled with an inherent culture of binge drinking, have compounded these problems.\textsuperscript{190}

In a previous study\textsuperscript{83} of violence and psychiatric morbidity in the household population of Great Britain, the highest percentage of incidents and the high population-attributable risk were explained by individuals who engaged in hazardous drinking (27\%). The prevalence of alcohol dependence in this previous study (involving one of the two data sets included in the present study) was a similar 7\% of the population. However, many more of the population engage in hazardous drinking and therefore hazardous drinkers accounted for 56\% of violent incidents over the study period. Nevertheless, the relatively small percentage of alcohol-dependent individuals was associated with a substantial 29\% of all violent events. This would indicate that a targeted approach to alcohol-dependent individuals who are prone to become involved in violence might have a major impact on the overall level of violence in the population.\textsuperscript{74}

Alcohol dependence was associated with all classes of violence among men, but the associations with alcohol dependence were no longer significant following adjustments among women. These were surprising findings and did not correspond to the observation in study 1 that women involved in general violence (class 2) showed a significant association with drug dependence. Two factors may partly explain these differences. First, the relative proportions of men and women who are drug and alcohol dependent differs, with a larger proportion of men dependent on alcohol relative to women compared with those dependent on drugs. Second, we have previously referred to the ‘threshold’ hypothesis and the notion that women who develop antisocial behaviour surmount a higher threshold of risk than men and are therefore more severely afflicted.\textsuperscript{86} We earlier showed that women were found to have raised thresholds of risk from affective and anxiety disorders and personality disorder. However, men in the general population of Great Britain were found to surmount a lower threshold of risk specifically from hazardous drinking and alcohol dependence than violent women. It was thought that the explanation for these raised thresholds of risk from heavy drinking could be explained primarily by the drinking culture of men in Great Britain. Many more men than women drank heavily. In this context it is probable that a large number of additional factors associated with heavy alcohol misuse, but not investigated in this study, characterised men but not women to account for these sex differences. However, these were not associated with drug dependence, with both men and women appearing to show relatively similar associations with violence.
Chapter 7 Childhood maltreatment and adult victimisation

Background

There is a strong overlap between violence and victimisation. Perpetrators and victims share significant characteristics and behaviours and are often the same people.\(^{191-198}\) Posick\(^{199}\) has pointed out that, traditionally, research on violence has considered two separate groups of individuals: one group that harms others (offenders or perpetrators of violence) and one group that is harmed by others (victims). However, their common characteristics suggest that it is difficult to understand either violence or violent victimisation without understanding both.

Although many violent incidents occur with little or no contribution on the part of the victim, social interactions between the participants during violent incidents often suggest that there are many similarities and that victims can contribute to their own injury through their behaviour. Furthermore, individuals who are violent towards others also have a tendency to put themselves at greater risk.

Hinderlang\(^{200}\) has described how early systems of law and politics can provide a backdrop for a violent cycle of attack and retaliation. In some cultures it is considered necessary that victims seek revenge for wrongs committed against them or their family. In these social settings, a person may be the victim of an attack one day and the perpetrator the next. Ethnographic research on violence and disadvantaged neighbourhoods reveals that some individuals are enmeshed in the violent culture of offending and victimisation through retaliation.\(^{152,200,201}\) This is particularly the case among gangs in such neighbourhoods.\(^{202}\) Posick\(^{199}\) has described victims and offenders as similar groups of individuals in such contexts, who are involved in a ‘cycle of violence’. The social setting may be the link between offending and victimisation. Who becomes a victim and who becomes an offender within a particular violent event may be based on the immediate social interaction. The initial offender may become the ultimate victim and vice versa. The difference between victims and offenders in such interactions may be obscure and both parties may escalate the violent situation by trying to save face through acting aggressively.\(^{203}\) Some individuals may act tough and resort to violence if disrespected. However, because there are many individuals in certain locations, there are likely to be some ‘winners’ (who will be seen as perpetrators) and some ‘losers’ (who become victims). The next time similar individuals meet, roles may be reversed.\(^{204}\)

A further body of research that has proceeded independently but which shows close parallels with the above studies of adult perpetrator–victim interactions is the child to adult ‘cycle of violence’ hypothesis. This posits that being abused or neglected as a child increases the risk for delinquency, adult criminal behaviour and violent criminal behaviour.\(^{205}\) Although abused and neglected children are generally at ‘high risk’ for social problems, not all succumb to these and protective factors can intervene in a child’s development, leading some to be ‘resilient’. These include dispositional attributes, environmental conditions, biological predispositions and positive events that mitigate against early negative experiences.\(^{206}\) However, recent research was unable to confirm the cycle of violence hypothesis\(^{207}\) and a literature review has also highlighted methodological inconsistencies across studies.\(^{205}\)

In this chapter we first investigate a wider range of childhood exposures and psychopathology in adulthood than in previous studies to test the cycle of violence hypothesis. In addition to childhood experiences of physical abuse, sexual abuse and neglect, we also include witnessing domestic violence and being the victim of bullying. In the second study of victimisation and violence perpetration in adulthood, the cross-sectional methods used ultimately prevented us from examining the relationship between victims and perpetrators. Our investigation is, therefore, limited to both of these experiences as reported by the
same individuals, with the intention of measuring their association at the population level. Study 2 therefore provides a basis for future epidemiological investigation.

**Study 1: childhood maltreatment and perpetration of violence in adulthood**

**Objectives**
The objectives of the study were to investigate:

1. whether or not direct associations exist between different types of early maltreatment and violence among young adult men in a representative national sample of young adult men
2. whether or not there is a linear increase in the proportion of violence associated with multiple forms of maltreatment
3. the associations between child maltreatment and a typology of violence in the general population.

**Methods**

**Data collection**
The second MMLS was a cross-sectional survey of young adult men aged 18–34 years \( n = 5400 \) carried out in 2011 in Great Britain. The sampling methods and components, and measures of the survey, are described in Chapter 2 (see Study 1).

**Measures**
Early maltreatment was defined by affirmative responses to self-reported experiences before 16 years of age, including sexual abuse/assault, physical abuse, neglect, having been bullied, witnessing violence in the home and witnessing parents or carers fighting.

**Statistical analyses**
For descriptive purposes, absolute \( (n) \) and relative (%) frequencies were reported for all dichotomous/polytomous categorical variables.

We initially investigated associations between early maltreatment and violence in the past 5 years and estimated their independent effects by including all forms of maltreatment simultaneously. To estimate the impact of exposure to multiple adverse childhood events, we combined the binary maltreatment variables and plotted their frequencies against any violence in the past 5 years and explored whether or not there was a significant linear trend.

To control for differences between samples, survey type was included as a covariate in all analyses. We also used robust SEs to account for correlations within survey areas because of clustering within postcodes. An \( \alpha \) level of 0.05 was adopted throughout. All analyses were performed in Stata.

**Results**

**Demography and sampling**
The weighted final sample included 5400 men aged 18–34 years, of whom 1360 (25.2%) reported being bullied, 585 (10.8%) reported witnessing violence at home, 571 (10.6%) reported witnessing parents/carers fighting, 135 (2.5%) reported experiencing sexual abuse, 337 (6.2%) reported experiencing physical abuse and 272 (5.0%) reported having being neglected before 16 years of age (Table 56).
Table 57 shows that, after adjusting for all other maltreatment types, those of Asian and ‘other’ ethnicity were less likely to report witnessing their parents fighting but more likely to report neglect. Men who were not born in the UK were less likely to report having been bullied. Compared with those in higher social classes (I and II), men from social classes IV and V were less likely to report sexual abuse. Older age was associated with reports of witnessing violence in the home.

Early maltreatment and violence

Table 58 shows the frequencies of violent outcomes and associations between early maltreatment and the violent outcomes before adjusting for the other types of maltreatment but after adjustments for...
## TABLE 57  Adjusted associations between early maltreatment and demographic characteristics (n = 5400)

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Being bullied, AOR (95% CI)</th>
<th>Witness violence at home, AOR (95% CI)</th>
<th>Witness parents/carers fighting, AOR (95% CI)</th>
<th>Sexual abuse, AOR (95% CI)</th>
<th>Physical abuse, AOR (95% CI)</th>
<th>Neglect, AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24 (reference)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>25–34</td>
<td>1.04 (0.88 to 1.24)</td>
<td>1.56 (1.16 to 2.08)**</td>
<td>0.83 (0.64 to 1.07)</td>
<td>1.32 (0.79 to 2.19)</td>
<td>0.91 (0.65 to 1.27)</td>
<td>0.76 (0.53 to 1.09)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/ cohabiting (reference)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Single</td>
<td>1.06 (0.89 to 1.28)</td>
<td>1.12 (0.83 to 1.53)</td>
<td>0.82 (0.62 to 1.07)</td>
<td>1.63 (0.98 to 2.70)</td>
<td>0.69 (0.47 to 1.00)</td>
<td>0.82 (0.55 to 1.24)</td>
</tr>
<tr>
<td>Divorced/ separated</td>
<td>0.96 (0.64 to 1.44)</td>
<td>0.99 (0.49 to 2.02)</td>
<td>0.84 (0.40 to 1.75)</td>
<td>0.93 (0.37 to 2.31)</td>
<td>1.73 (0.92 to 3.27)</td>
<td>1.48 (0.72 to 3.05)</td>
</tr>
<tr>
<td><strong>Social class</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II (reference)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>III and IIIINM</td>
<td>1.14 (0.85 to 1.53)</td>
<td>1.05 (0.65 to 1.71)</td>
<td>0.94 (0.62 to 1.44)</td>
<td>1.01 (0.50 to 2.06)</td>
<td>0.86 (0.48 to 1.54)</td>
<td>0.83 (0.48 to 1.43)</td>
</tr>
<tr>
<td>IV and V</td>
<td>0.90 (0.66 to 1.22)</td>
<td>1.29 (0.77 to 2.18)</td>
<td>1.19 (0.78 to 1.80)</td>
<td>0.41 (0.19 to 0.88)*</td>
<td>0.92 (0.53 to 1.61)</td>
<td>0.97 (0.55 to 1.71)</td>
</tr>
<tr>
<td>Unemployed/ NC</td>
<td>1.02 (0.77 to 1.37)</td>
<td>1.42 (0.86 to 2.35)</td>
<td>1.26 (0.84 to 1.89)</td>
<td>0.89 (0.45 to 1.75)</td>
<td>1.43 (0.80 to 2.55)</td>
<td>1.27 (0.74 to 2.19)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (reference)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Black</td>
<td>1.01 (0.75 to 1.37)</td>
<td>1.32 (0.77 to 2.29)</td>
<td>0.62 (0.38 to 1.02)</td>
<td>1.77 (0.90 to 3.47)</td>
<td>0.75 (0.42 to 1.34)</td>
<td>1.84 (0.99 to 3.41)</td>
</tr>
<tr>
<td>Asian and other</td>
<td>0.82 (0.59 to 1.13)</td>
<td>0.65 (0.37 to 1.14)</td>
<td>0.39 (0.22 to 0.68)**</td>
<td>1.74 (0.90 to 3.34)</td>
<td>0.70 (0.37 to 1.34)</td>
<td>2.04 (1.21 to 3.46)**</td>
</tr>
<tr>
<td>Non-UK born</td>
<td>0.62 (0.47 to 0.80)**</td>
<td>0.85 (0.52 to 1.38)</td>
<td>1.39 (0.90 to 2.15)</td>
<td>1.74 (0.89 to 3.37)</td>
<td>1.06 (0.61 to 1.87)</td>
<td>0.99 (0.61 to 1.60)</td>
</tr>
<tr>
<td><strong>Survey type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main (reference)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BME</td>
<td>0.63 (0.44 to 0.90)*</td>
<td>0.88 (0.46 to 1.69)</td>
<td>1.24 (0.68 to 2.25)</td>
<td>0.37 (0.15 to 0.91)*</td>
<td>0.89 (0.39 to 2.00)</td>
<td>0.93 (0.46 to 1.89)</td>
</tr>
<tr>
<td>DE</td>
<td>0.95 (0.74 to 1.21)</td>
<td>0.83 (0.57 to 1.21)</td>
<td>1.31 (0.93 to 1.85)</td>
<td>0.84 (0.39 to 1.81)</td>
<td>1.10 (0.70 to 1.75)</td>
<td>1.68 (1.05 to 2.70)*</td>
</tr>
<tr>
<td>Hackney</td>
<td>0.60 (0.45 to 0.80)**</td>
<td>0.82 (0.50 to 1.35)</td>
<td>0.62 (0.38 to 1.03)</td>
<td>1.89 (1.11 to 3.21)*</td>
<td>2.02 (1.13 to 3.61)*</td>
<td>2.74 (1.55 to 4.85)**</td>
</tr>
<tr>
<td>Glasgow East</td>
<td>0.76 (0.60 to 0.97)*</td>
<td>2.07 (1.53 to 2.81)**</td>
<td>1.13 (0.79 to 1.62)</td>
<td>0.47 (0.21 to 1.04)</td>
<td>0.88 (0.55 to 1.39)</td>
<td>1.11 (0.68 to 1.80)</td>
</tr>
</tbody>
</table>

*p < 0.05; **p < 0.01; ***p < 0.001.

AOR, adjusted odds ratio; BME, black and minority ethnic; DE, lower social grade D or E; NC, not classifiable.

**Note**

Association tests based on logistic regressions, adjusted for all demographic variables and all other maltreatment types.
demography. Having been a victim of bullying and physical abuse and having witnessed violence in the home showed positive associations with all outcomes except minor violence. Witnessing parents/carers fighting was associated with all outcomes except violence towards an unspecified victim type (‘other’). Sexual abuse was associated with all outcomes except minor violence and violence towards a person known and an unspecified victim type (‘other’). Experiencing physical abuse was associated with all outcomes except minor violence. Experiencing neglect was associated with all outcomes except minor violence and violence towards an unspecified victim type (‘other’).

Table 59 shows the independent associations between self-reported maltreatment before 16 years of age and all violence outcomes following adjustment for other forms of maltreatment. Sexual abuse was not

<table>
<thead>
<tr>
<th>TABLE 58 Frequencies of violence and correlates with early maltreatment (unadjusted) (n = 5400)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcomes</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Any violence</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
</tr>
<tr>
<td>Severity</td>
</tr>
<tr>
<td>Minor violence</td>
</tr>
<tr>
<td>Repeated violence</td>
</tr>
<tr>
<td>Victim injured</td>
</tr>
<tr>
<td>Perpetrator injured</td>
</tr>
<tr>
<td>Police involved</td>
</tr>
<tr>
<td>Location of violent incident</td>
</tr>
<tr>
<td>Own home</td>
</tr>
<tr>
<td>Someone else’s home</td>
</tr>
<tr>
<td>Street/outdoors</td>
</tr>
<tr>
<td>Bar/pub</td>
</tr>
<tr>
<td>Workplace</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

Note: Association tests based on logistic regressions adjusted for the other demographic variables.
## TABLE 59 Frequencies of violence and correlates with early maltreatment (adjusted) (n = 5400)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Being bullied, AOR (95% CI)</th>
<th>Witnessed violence at home, AOR (95% CI)</th>
<th>Witnessed parents/carers fighting, AOR (95% CI)</th>
<th>Sexual abuse, AOR (95% CI)</th>
<th>Physical abuse, AOR (95% CI)</th>
<th>Neglect, AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>1.43 (1.20 to 1.70)**</td>
<td>2.93 (2.21 to 3.89)***</td>
<td>1.67 (1.28 to 2.17)***</td>
<td>0.94 (0.52 to 1.70)</td>
<td>1.55 (1.12 to 2.13)**</td>
<td>1.75 (1.22 to 2.52)**</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>1.51 (1.23 to 1.85)***</td>
<td>2.52 (1.85 to 3.41)***</td>
<td>1.78 (1.32 to 2.38)***</td>
<td>0.82 (0.44 to 1.54)</td>
<td>1.96 (1.37 to 2.80)**</td>
<td>1.45 (1.00 to 2.11)*</td>
</tr>
<tr>
<td>Severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repeated violence</td>
<td>1.30 (0.93 to 1.81)***</td>
<td>2.42 (1.54 to 3.80)***</td>
<td>1.38 (0.97 to 1.79)**</td>
<td>1.27 (0.76 to 1.71)</td>
<td>2.25 (1.44 to 3.50)***</td>
<td>1.40 (0.87 to 2.24)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>1.10 (0.88 to 1.38)***</td>
<td>2.59 (1.94 to 3.46)***</td>
<td>1.57 (1.17 to 2.11)**</td>
<td>0.76 (0.40 to 1.54)</td>
<td>1.82 (1.27 to 2.61)**</td>
<td>1.62 (1.12 to 2.34)*</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>2.00 (1.60 to 2.50)***</td>
<td>2.60 (1.90 to 3.56)***</td>
<td>1.32 (0.97 to 1.79)**</td>
<td>1.00 (0.57 to 1.74)</td>
<td>1.79 (1.26 to 2.53)**</td>
<td>1.15 (0.77 to 1.71)</td>
</tr>
<tr>
<td>Police involved</td>
<td>1.40 (1.07 to 1.83)***</td>
<td>1.83 (1.24 to 2.68)***</td>
<td>1.28 (0.88 to 1.87)****</td>
<td>1.71 (0.94 to 3.11)</td>
<td>2.30 (1.52 to 3.48)***</td>
<td>1.55 (0.98 to 2.46)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>1.26 (0.96 to 1.65)***</td>
<td>0.82 (0.52 to 1.30)</td>
<td>1.61 (1.07 to 2.43)*</td>
<td>0.90 (0.41 to 1.98)</td>
<td>0.75 (0.43 to 1.31)</td>
<td>0.96 (0.55 to 1.69)</td>
</tr>
<tr>
<td>Victim of violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>1.67 (1.18 to 2.36)***</td>
<td>3.08 (1.84 to 5.14)***</td>
<td>1.69 (1.04 to 2.76)***</td>
<td>1.89 (0.93 to 3.85)</td>
<td>1.29 (0.77 to 2.16)</td>
<td>2.23 (1.40 to 3.55)***</td>
</tr>
<tr>
<td>Family member</td>
<td>1.30 (0.88 to 1.92)***</td>
<td>3.66 (2.32 to 5.78)***</td>
<td>2.24 (1.44 to 3.47)***</td>
<td>0.85 (0.40 to 1.81)</td>
<td>1.38 (0.80 to 2.36)</td>
<td>1.24 (0.72 to 2.13)</td>
</tr>
<tr>
<td>Friend</td>
<td>1.85 (1.43 to 2.38)***</td>
<td>1.32 (0.92 to 1.90)</td>
<td>2.17 (1.57 to 3.01)***</td>
<td>1.09 (0.61 to 1.96)</td>
<td>1.56 (1.06 to 2.28)*</td>
<td>1.62 (1.07 to 2.47)*</td>
</tr>
<tr>
<td>Person known</td>
<td>1.57 (1.23 to 2.00)***</td>
<td>1.89 (1.32 to 2.71)***</td>
<td>1.90 (1.34 to 2.69)***</td>
<td>0.62 (0.32 to 1.23)</td>
<td>1.14 (0.77 to 1.69)</td>
<td>1.60 (1.04 to 2.45)*</td>
</tr>
<tr>
<td>Stranger</td>
<td>1.25 (1.00 to 1.57)***</td>
<td>1.60 (1.18 to 2.17)</td>
<td>1.96 (1.46 to 2.63)***</td>
<td>0.82 (0.46 to 1.47)</td>
<td>1.65 (1.14 to 2.40)**</td>
<td>1.53 (1.05 to 2.24)*</td>
</tr>
<tr>
<td>Police</td>
<td>1.30 (0.87 to 1.94)***</td>
<td>2.95 (1.68 to 5.19)***</td>
<td>1.01 (0.56 to 1.82)</td>
<td>1.00 (0.41 to 2.42)</td>
<td>2.07 (1.20 to 3.59)**</td>
<td>1.17 (0.62 to 2.21)</td>
</tr>
<tr>
<td>Other</td>
<td>1.50 (0.88 to 2.55)***</td>
<td>1.63 (0.86 to 3.09)</td>
<td>0.64 (0.33 to 1.21)</td>
<td>1.39 (0.52 to 3.67)</td>
<td>2.51 (1.32 to 4.78)**</td>
<td>0.76 (0.34 to 1.72)</td>
</tr>
<tr>
<td>Location of violent incident</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>1.50 (1.07 to 2.09)*</td>
<td>4.08 (2.59 to 6.43)***</td>
<td>1.59 (1.04 to 2.45)*</td>
<td>0.74 (0.36 to 1.49)</td>
<td>1.70 (1.04 to 2.77)*</td>
<td>1.06 (0.63 to 1.81)</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>1.12 (0.81 to 1.54)***</td>
<td>2.69 (1.84 to 3.94)***</td>
<td>1.67 (1.11 to 2.50)***</td>
<td>1.79 (0.80 to 4.01)</td>
<td>1.45 (0.92 to 2.30)</td>
<td>1.46 (0.90 to 2.38)</td>
</tr>
<tr>
<td>Street/outdoors</td>
<td>1.56 (1.28 to 1.90)***</td>
<td>2.10 (1.55 to 2.85)***</td>
<td>1.77 (1.14 to 2.32)***</td>
<td>0.79 (0.45 to 1.37)</td>
<td>1.40 (0.99 to 1.98)</td>
<td>1.61 (1.13 to 2.31)**</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>1.36 (1.08 to 1.72)***</td>
<td>1.83 (1.30 to 2.58)***</td>
<td>1.91 (1.40 to 2.59)***</td>
<td>1.22 (0.68 to 2.22)</td>
<td>1.21 (0.84 to 1.74)</td>
<td>1.79 (1.25 to 2.57)**</td>
</tr>
<tr>
<td>Workplace</td>
<td>1.94 (1.05 to 3.58)*</td>
<td>1.09 (0.38 to 3.09)</td>
<td>1.52 (0.58 to 4.01)</td>
<td>1.90 (0.67 to 5.40)</td>
<td>2.00 (0.74 to 5.44)</td>
<td>1.43 (0.58 to 3.50)</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.
AOR, adjusted odds ratio.
Note
Association tests based on logistic regressions adjusted for all demographic variables and all other maltreatment types.
associated with any of the violent outcomes. Having been bullied was associated with violence while intoxicated, incidents in which the perpetrator was injured and incidents in which the police were involved. Being bullied was also related to violence towards intimate partners, friends and known persons and violence in the home, in the street, in bars/pubs and in the workplace.

Having witnessed violence in the home was independently associated with all violent outcomes except minor violence, all victim types except friends and all locations except the workplace. Having witnessed parents/carers fighting was independently associated with violence while intoxicated, victim injury and minor violence, all victim types except the police and all locations except the workplace. Physical abuse was independently associated with all violent outcomes except minor violence, violence towards a friend, a stranger and the police and violence in the home. Neglect was independently associated with violence while intoxicated, victim injury, IPV, violence to friends, persons known and strangers and violence in the street/outdoors and in bars or pubs.

**Multiple forms of maltreatment and violence**

*Figure 3* shows the change in the proportion of violence responders by number of early maltreatment types. Multiple forms of maltreatment were endorsed by young men in the sample. There was evidence of a linear trend in these weighted proportions ($F = 71.2; p < 0.001$).

**Discussion**

We confirmed that child maltreatment is a strong predictor of violent behaviour in adulthood among young adult men in the UK population. Our survey also revealed some important epidemiographic trends that require investigation. First, there were important demographic differences among those who reported early maltreatment. We examined typical demographic factors in the survey. However, we included four boost surveys: black and minority ethnic men, men of lower social class who were unemployed, the London borough of Hackney and Glasgow East. Hackney and Glasgow East contained very unusual populations with concentrations of severe socioeconomic deprivation. Hackney has one of the largest black and minority ethnic populations in the UK. Our findings therefore suggest the possibility that demographic and cultural influences, together with a concentration of social problems that affect children, are found together and interact in certain geographical areas.

The findings do not explain the mechanism but it would appear that men of South Asian and other black and minority ethnic origin, together with those who were not born in the UK, were less likely to report bullying in childhood. Similarly, significantly fewer men from the black and minority ethnic and Hackney boost surveys reported bullying before the age of 15 years. It is of interest that black and minority ethnic men reported less perpetration of violence towards others and perpetration/victimisation in adulthood (see *Study 2*).

![Proportion of 'any violence'](image)

**Figure 3** Impact of multiple maltreatment types on any violence in the last 5 years among young men.
Examining each subcategory of early maltreatment, men in the older age range (25–34 years) reported more childhood maltreatment than younger men (18–24 years). Whether there has been a change in the level of violence over time within families in the UK or whether this finding represents recall bias cannot be evaluated from this cross-sectional survey, but this is an important question for future research. However, the finding that more unemployed men had witnessed violence in the home and their parents/carers fighting suggested that these childhood experiences or associated disadvantage had a detrimental effect on later life success. It was of some interest that significantly more men from Glasgow East, the most socioeconomically deprived area of the UK, and with an almost entirely white population, reported the highest levels of violence in the home during childhood, suggesting the importance of area-level effects.

Difficulties in sustaining relationships in adulthood may be linked to physical abuse and neglect from parents/carers during childhood. Neglect was reported significantly more often by men of black ethnicity, men of lower social class, the unemployed and men from Hackney. Asian and other black and minority ethnic men appeared significantly less likely to report physical abuse, suggesting different parenting practices among different ethnic subgroups.

Examining adult outcomes of violence, lack of an association between childhood sexual abuse and violence in adulthood was the most striking observation. Sexual abuse has often been combined with other forms of maltreatment in previous studies, which prevents conclusions being drawn on the independent effects on later violence. However, childhood sexual abuse has been found to increase the risk of adult psychopathology\textsuperscript{208,209} and is associated with self-harm\textsuperscript{210,211} and with an increased risk of repeated sexual and other forms of victimisation (rather than perpetration) in adulthood, in samples that have included women.\textsuperscript{212–214}

Witnessing violence at home showed the strongest odds of association with adult outcomes of violence and a range of victims of violence. The range of different victims would explain the corresponding range of different locations of violence. However, childhood physical abuse was also independently associated with a range of different victims and more serious forms of violence towards others. A literature review has concluded that early physical abuse is the most consistent predictor of youth violence, particularly when compounded by additional forms of maltreatment.\textsuperscript{215}

Finally, we observed that the greater the number of early types of maltreatment experienced, the greater the proportion of men reporting violence towards others in adulthood. When all six forms of maltreatment were reported the above trend ceased to exist. This may be because of the small numbers of men in this subgroup and lack of power. Nevertheless, the linear trend observed suggests a dose–response relationship between childhood maltreatment and violence in adulthood, suggesting a causal relationship that requires confirmation in longitudinal studies.

**Study 2: childhood maltreatment, victimisation and violence perpetration in adulthood**

**Objectives**

The objectives of this study were to:

1. investigate the prevalence of victims of violence, violent perpetrators and victims/perpetrators in a representative sample of young men aged 18–34 years
2. compare victims and perpetrators with young men who either had never been a victim of violence or had acted violently in the past 5 years
3. identify characteristics of victims and perpetrators of violence.
Methods

Data collection
The second MMLS was a cross-sectional survey of young adult men aged 18–34 years (n = 5400) carried out in 2011 in Great Britain. This survey is described in Chapter 2 (see Study 1).

Measures
Early maltreatment and adversity was defined by affirmative responses to self-reported experiences before the age of 16 years, including having been taken to local authority care, sexual abuse/assault, physical abuse, neglect, having been bullied, witnessing violence in the home and witnessing parents or carers fighting.

Participants were classified based on their self-report of ever acting violently towards another person or ever having been a victim of violence. They were then divided into four groups: no violence, victim of violence, perpetrator of violence and victims/perpetrators.

Statistical analyses
For descriptive purposes, absolute (n) and relative (%) frequencies were reported for all dichotomous/polytomous categorical variables.

We investigated associations between demographic characteristics, mental health problems and a series of childhood adversities and mutually exclusive categories of victims of violence, perpetrators of violence and victims/perpetrators, with no violence as the reference. We fitted multinomial logistic regression models with categories of victimisation and perpetration regressed on all demographic correlates, mental health problems and childhood adversity.

To control for differences between samples, survey type was included as a covariate in all analyses. We also used robust SEs to account for correlations within survey areas because of clustering within postcodes. An α level of 0.05 was adopted throughout. All analyses were performed in Stata.

Results

Demography and sampling
The weighted final sample included 5400 men aged 18–34 years, of whom 2751 (54.1%) had not been violent in the past 5 years and had not been a victim of violence, 161 (3.2%) reported that they had been a victim but not a perpetrator of violence, 1491 (29.3%) reported perpetration of violence but not victimisation and 680 (13.4%) reported both victimisation and perpetration of violence in adulthood (Table 60).

Victims of violence were less likely to be single and were over-represented in the Glasgow East boost survey (Tables 61 and 62). Perpetrators were less likely to be from social classes IV and V and more were born in the UK. In contrast, South Asian and other ethnic groups and men from Hackney and Glasgow East were less likely to be perpetrators. Victims/perpetrators were significantly older, divorced or separated, from lower social classes and unemployed and more likely to be born in the UK. Victims/perpetrators were under-represented in Hackney but were over-represented in Glasgow East.

Categories of victimisation and mental health problems
After adjusting for demographics and other psychopathology, victims of violence reported experiencing long-standing mental health problems and admission to inpatient services and suffered from anxiety and...
**TABLE 60** Distribution of non-violent men, victims of violence, violence perpetrators and victims/perpetrators among 5400 young men in the UK by subsample (boosters)

<table>
<thead>
<tr>
<th>Survey type</th>
<th>No violence, n (%)</th>
<th>Victim, n (%)</th>
<th>Perpetrator, n (%)</th>
<th>Victim/perpetrator, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main</td>
<td>950 (48.7)</td>
<td>59 (3.0)</td>
<td>669 (34.3)</td>
<td>272 (14.0)</td>
</tr>
<tr>
<td>BME</td>
<td>709 (69.3)</td>
<td>25 (2.5)</td>
<td>241 (23.6)</td>
<td>48 (4.7)</td>
</tr>
<tr>
<td>DE</td>
<td>277 (44.8)</td>
<td>16 (2.5)</td>
<td>216 (34.8)</td>
<td>111 (17.8)</td>
</tr>
<tr>
<td>Hackney</td>
<td>464 (64.7)</td>
<td>21 (2.9)</td>
<td>174 (24.2)</td>
<td>59 (8.2)</td>
</tr>
<tr>
<td>Glasgow East</td>
<td>350 (45.3)</td>
<td>41 (5.3)</td>
<td>191 (24.7)</td>
<td>191 (24.7)</td>
</tr>
<tr>
<td>Total sample</td>
<td>2751 (54.1)</td>
<td>161 (3.2)</td>
<td>1491 (29.3)</td>
<td>680 (13.4)</td>
</tr>
</tbody>
</table>

BME, black and minority ethnic; DE, lower social grade D or E.

**Note**
All weighted frequencies and percentages.

**TABLE 61** Demographic characteristics by groups of non-violent men, victims of violence, violence perpetrators and victims/perpetrators among 5400 young men in the UK

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>No violence, n (%)</th>
<th>Victim, n (%)</th>
<th>Perpetrator, n (%)</th>
<th>Victim/perpetrator, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants</td>
<td>2751 (54.1)</td>
<td>161 (3.2)</td>
<td>1491 (29.3)</td>
<td>680 (13.4)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>1076 (39.1)</td>
<td>65 (40.1)</td>
<td>572 (38.4)</td>
<td>218 (32.1)</td>
</tr>
<tr>
<td>25–34</td>
<td>1675 (60.9)</td>
<td>97 (59.9)</td>
<td>919 (61.7)</td>
<td>462 (67.9)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/ cohabiting/ widowed</td>
<td>902 (33.3)</td>
<td>62 (38.8)</td>
<td>504 (34.0)</td>
<td>218 (32.1)</td>
</tr>
<tr>
<td>Single</td>
<td>1727 (63.7)</td>
<td>90 (56.5)</td>
<td>915 (61.7)</td>
<td>422 (62.2)</td>
</tr>
<tr>
<td>Divorced/ separated</td>
<td>82 (3.0)</td>
<td>8 (4.7)</td>
<td>64 (4.3)</td>
<td>39 (5.7)</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>338 (12.9)</td>
<td>17 (10.4)</td>
<td>192 (13.7)</td>
<td>49 (7.6)</td>
</tr>
<tr>
<td>IIIM and IIIINM</td>
<td>717 (27.4)</td>
<td>50 (31.3)</td>
<td>365 (26.0)</td>
<td>167 (25.6)</td>
</tr>
<tr>
<td>IV and V</td>
<td>709 (27.1)</td>
<td>33 (20.7)</td>
<td>344 (24.5)</td>
<td>174 (26.6)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>852 (32.6)</td>
<td>60 (37.6)</td>
<td>502 (35.8)</td>
<td>263 (40.2)</td>
</tr>
<tr>
<td>Non-UK born</td>
<td>467 (17.3)</td>
<td>16 (9.9)</td>
<td>151 (10.4)</td>
<td>43 (6.5)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1526 (55.6)</td>
<td>114 (70.5)</td>
<td>1035 (69.5)</td>
<td>573 (84.3)</td>
</tr>
<tr>
<td>Black</td>
<td>414 (15.1)</td>
<td>21 (13.0)</td>
<td>221 (14.9)</td>
<td>66 (9.7)</td>
</tr>
<tr>
<td>South Asian and other</td>
<td>805 (29.3)</td>
<td>27 (16.6)</td>
<td>234 (15.7)</td>
<td>41 (6.0)</td>
</tr>
</tbody>
</table>

**Note**
All weighted frequencies and percentages.
psychotic symptoms. Drug dependence, alcohol dependence and depression were not significantly endorsed by victims of violence (Table 63).

Depression was under-represented among perpetrators of violence. All other mental health indicators were significantly increased among this group, with the exception of admission to inpatient services.

All mental health and psychopathology indicators were significantly more prevalent in the victim/perpetrator group. These men had the strongest odds of association with anxiety, psychosis and alcohol and drug dependence (see Table 63). Depression was less prevalent in this group.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>No violence (reference)</th>
<th>Victim, RRR* (95% CI)</th>
<th>Perpetrator, RRR* (95% CI)</th>
<th>Victim/perpetrator, RRR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24 Reference</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>25–34 – 0.82 (0.55 to 1.22) 1.05 (0.89 to 1.25) 1.44 (1.16 to 1.78)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting/widowed Reference – – –</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single – 0.62 (0.39 to 0.97)* 0.95 (0.79 to 1.14) 1.06 (0.84 to 1.33)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced/separated – 1.23 (0.52 to 2.93) 1.30 (0.86 to 1.98) 1.71 (1.05 to 2.78)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II Reference – – –</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIIM and IIINM – 1.24 (0.65 to 2.33) 0.79 (0.61 to 1.04) 1.44 (0.97 to 2.15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV and V – 0.81 (0.43 to 1.54) 0.78 (0.61 to 1.00)* 1.53 (1.02 to 2.30)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed – 1.27 (0.67 to 2.42) 0.96 (0.74 to 1.25) 1.86 (1.25 to 2.77)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-UK born – 0.80 (0.35 to 1.81) 0.74 (0.57 to 0.97)* 0.67 (0.46 to 0.98)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White Reference – – –</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black – 1.01 (0.44 to 2.32) 1.05 (0.77 to 1.41) 0.86 (0.55 to 1.34)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Asian + other – 0.69 (0.27 to 1.78) 0.64 (0.48 to 0.85)** 0.30 (0.18 to 0.50)***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main Reference – – –</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BME – 0.82 (0.30 to 2.22) 0.68 (0.48 to 0.96)* 0.51 (0.30 to 0.87)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE – 0.93 (0.50 to 1.73) 1.15 (0.91 to 1.47) 1.36 (0.99 to 1.88)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hackney – 0.88 (0.40 to 1.92) 0.66 (0.48 to 0.89)** 0.59 (0.35 to 0.98)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glasgow East – 1.90 (1.18 to 3.07)** 0.77 (0.60 to 0.99)* 1.64 (1.23 to 2.19)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.
BME, black and minority ethnic; DE, lower social grade D or E; RRR, relative risk ratio.
a All multinomial logistic regression models adjusted for all other demographic characteristics in the table.
Categories of victimisation and childhood adversities

After adjusting for demographics and other psychopathology, victims of violence were more likely to report having been bullied, witnessing violence in the home and having experienced physical abuse and neglect before the age of 16 years (Table 64). These men showed the strongest associations with having been bullied and experiencing physical abuse and neglect among all comparison groups.

All childhood adversity indicators were significantly increased among perpetrators of violence except for experiencing sexual abuse before the age of 16 years.

All childhood adversity indicators were significantly increased in the victim/perpetrator group except for experiencing sexual abuse before the age of 16 years. Among the four groups, victims/perpetrators showed the strongest associations with having been taken to local authority care and witnessing violence in the home (see Table 64).

Discussion

We found that few young adult men fitted the stereotype of an ‘innocent victim’ of violence, reporting victimisation but never having perpetrated violence towards others. However, most men had neither perpetrated violence nor been the victim of violence.

The distribution of men in our four categories across the components of the survey, particularly the additional boost surveys, is of some interest. For example, although men in the London borough of Hackney were found to have high levels of multiple problems, there was a high prevalence of those who

---

**TABLE 63** Adjusted associations between groups of non-violent men, victims of violence, violence perpetrators and victim-perpetrators and mental health problems

<table>
<thead>
<tr>
<th>Exposures</th>
<th>No violence (reference)</th>
<th>Victim, RRR* (95% CI)</th>
<th>Perpetrator, RRR* (95% CI)</th>
<th>Victim/perpetrator, RRR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-standing problems</td>
<td>–</td>
<td>4.26 (2.38 to 7.62)***</td>
<td>2.50 (1.71 to 3.66)***</td>
<td>5.67 (3.82 to 8.41)***</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>3.50 (1.65 to 7.42)**</td>
<td>1.65 (1.07 to 2.52)*</td>
<td>2.86 (1.76 to 4.65)***</td>
</tr>
<tr>
<td>Admission to</td>
<td>–</td>
<td>4.06 (1.65 to 9.97)**</td>
<td>2.01 (1.27 to 3.18)**</td>
<td>4.63 (2.95 to 7.28)***</td>
</tr>
<tr>
<td>psychiatric hospital</td>
<td>Adjustedb</td>
<td>–</td>
<td>3.42 (1.07 to 10.95)*</td>
<td>1.40 (0.86 to 2.31)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>–</td>
<td>2.01 (1.22 to 3.32)**</td>
<td>1.91 (1.48 to 2.46)***</td>
<td>3.57 (2.73 to 4.68)***</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>2.05 (1.16 to 3.65)*</td>
<td>1.59 (1.22 to 2.07)**</td>
<td>2.32 (1.69 to 3.19)***</td>
</tr>
<tr>
<td>Depression</td>
<td>–</td>
<td>0.96 (0.57 to 1.63)</td>
<td>0.77 (0.59 to 0.99)*</td>
<td>0.88 (0.61 to 1.25)</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>0.74 (0.43 to 1.29)</td>
<td>0.60 (0.45 to 0.81)**</td>
<td>0.49 (0.32 to 0.73)***</td>
</tr>
<tr>
<td>Psychosis</td>
<td>–</td>
<td>6.03 (2.44 to 14.89)***</td>
<td>7.91 (4.32 to 14.50)***</td>
<td>14.09 (7.12 to 27.91)***</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>3.72 (1.32 to 10.52)*</td>
<td>3.89 (2.09 to 7.26)***</td>
<td>5.37 (2.57 to 11.24)***</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>–</td>
<td>1.80 (1.01 to 3.22)*</td>
<td>2.50 (1.82 to 3.44)***</td>
<td>3.83 (2.79 to 5.25)***</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>1.17 (0.59 to 2.29)</td>
<td>1.67 (1.23 to 2.25)**</td>
<td>2.03 (1.41 to 2.92)***</td>
</tr>
<tr>
<td>Drug dependence</td>
<td>–</td>
<td>3.07 (0.60 to 15.84)</td>
<td>16.91 (7.37 to 38.80)***</td>
<td>38.57 (16.30 to 91.26)***</td>
</tr>
<tr>
<td>Adjustedb</td>
<td>–</td>
<td>2.21 (0.40 to 12.23)</td>
<td>10.88 (4.52 to 26.22)***</td>
<td>21.60 (8.61 to 54.17)***</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

RRR, relative risk ratio.
a Adjusted for demographic characteristics.
b Adjusted for demographic characteristics and psychiatric morbidity.
reported no involvement in violence, which is of some interest. This is most likely a reflection of the unusual nature of the white men in the borough, many of whom were employed and in skilled occupations and of a higher social class, together with the relatively high proportion of men of Asian origin. This would suggest that a relatively small proportion of men in the borough are involved in violence as well as in repetitive and severe violence. In contrast, fewer men from the Glasgow East sample reported that they had been neither a victim nor a perpetrator of violence. We found that victimisation was highest in this subsample. In contrast, our representative UK sample of black and minority ethnic men was consistently less likely to report victimisation or perpetration. These trends were also confirmed following adjustments for demographic characteristics. Our findings suggest that men who were both victims and perpetrators tended to be older, divorced or separated, unemployed or of low social class and born in the UK and were unlikely to be of South Asian or other ethnic origin. Furthermore, victims/perpetrators were more likely to report long-standing mental health problems, admission to psychiatric hospital, anxiety disorder, symptoms of psychosis, alcohol dependence and drug dependence and were less likely to report depression. When examining their experiences of childhood maltreatment and poor care, victims/perpetrators showed the strongest association with being taken into local authority care and with witnessing violence in the family home. They were also more likely to report being bullied, witnessing parents/carers fighting, physical abuse and neglect. These findings suggest a constellation of maltreatment in childhood preceding violence and violent victimisation in adulthood, associated with poor physical and mental health in adulthood. Our findings suggest that this pattern or life course trajectory may be most prevalent in areas characterised by concentrated socioeconomic deprivation.

It was of some interest that men who reported being perpetrators of violence but not having experienced violent victimisation themselves made up a relatively large proportion of the overall sample. Furthermore,
they were less likely to be participants from the boost surveys of the highly deprived inner-city areas of Hackney and Glasgow East. They were also less likely to be of black and minority ethnic origin, particularly South Asian and other, and were likely to be non-UK born and from social classes IV and V. They were more likely to report long-standing mental health problems than men who had not been involved in violence and report higher levels of anxiety disorder, psychotic symptoms, alcohol dependence and drug dependence. However, this group’s mental health problems did not result in them being admitted to a psychiatric hospital and they were less likely to be depressed. It is probable that individuals in the victim/perpetrator group were more reckless and impulsive than the perpetrator-only subgroup and thereby prone to become victims when they engaged in violent altercations with others. It is also possible that they carried out more violent assaults leading to a greater statistical chance that they would ultimately become a victim. Alternatively, their higher level of psychopathology, particularly substance dependence, may have rendered them more vulnerable during violent altercations to becoming a victim of violence. Ultimately, however, the cross-sectional method used in this study does not allow us to determine these possibilities.

In the case of the smallest group of individuals, victims and not perpetrators of violence, certain stereotyped notions of victimised men may well have applied. Victims were less likely to be single men. The finding that they were more likely to be found in the boost sample from Glasgow East could reflect a generally increased level of risk for violent victimisation when living in that geographical location. However, the strength of the odds of association between certain childhood factors suggested that there was a strong continuity in the risk of repeated victimisation from these childhood experiences to victimisation in adulthood. Men who were victims but not perpetrators showed stronger associations with being bullied in childhood, physical abuse and neglect than either perpetrators or victims/perpetrators. They were also more likely to report violence in the home during childhood than men who were not involved in violence. In adulthood, they showed the strongest associations with long-standing mental health problems, admission to a psychiatric hospital and psychotic symptoms and anxiety disorder, suggesting either vulnerability to adult victimisation as a result of their psychopathology or psychopathology as a result of their victimisation. However, being a victim was not specifically associated with alcohol dependence or drug dependence.

Finally, our study has confirmed that one of the best predictors of future victimisation is past victimisation. Studies of sexual abuse among women show that those who have been abused as a child are two to three times more likely to be sexually assaulted later in life. Our findings confirmed that men who have been physically abused and neglected in childhood are more likely to be violent towards others in adulthood but also to become victims themselves. However, we did not find an association between sexual abuse in childhood and adult victimisation. Finkelhor et al. has argued that the re-victimisation and repeated victimisation literature has been limited because there is a tendency to consider victimisation in somewhat narrow terms, typically because studies have examined the recurrence of only one or a few kinds of victimisation, for example sexual abuse or violent crime. However, victimisation of one type, such as physical maltreatment, may create vulnerability for other kinds of victimisation such as bullying by peers or sexual victimisation. This would suggest that childhood maltreatment may act as a vulnerability for more than one type of victimisation in adulthood.

Another limitation to the re-victimisation literature is that it has tended to view victimisation as an event rather than a condition. Finkelhor et al. argue that victimisation has often been treated as an unusual, individual event of a particularly traumatic nature; however, many victimisations are ongoing, as studies on bullying, child abuse and IPV make clear. Furthermore, studies of peer relationships among young children have increasingly suggested that some children become entrapped in the victimisation condition in which they are subjected to repeated attacks of different types from different children. This type of victimisation proneness continues for years. Our findings suggest that this may certainly be the case for men who were victims/perpetrators but also for those who were victims. This suggests that an important focus of further investigation should be on the persistence of victimisation as a condition rather than simply the recurrence of certain kinds of victimisation events. Our findings also indicate that the ‘condition’ of revictimisation described by Finkelhor et al. shows a strong association with psychiatric morbidity.
Chapter 8 Social deprivation and violence

Background

Almost two decades have passed since the World Health Assembly declared violence to be a major public health concern.1 Numerous studies on the causes and consequences of violence have been carried out. One mechanism suggested as being responsible for violent behaviour is the influence of an individual’s neighbourhood of residence. Empirical research has consistently shown that intentional injuries are more prevalent among young people, in particular men, and people from adverse socioeconomic backgrounds.221–223 There is also growing concern that people living in disadvantaged neighbourhoods experience a heightened risk of exposure to violence.224,225

A study carried out in Scotland demonstrated that an increase in mortality as a result of assault was most pronounced in men living in the most deprived quintile of areas.226 A Welsh study on youth violence showed that injury increased with increasing deprivation in cities and their feeder towns.227 A retrospective review of NHS emergency department computer records demonstrated a very strong relationship between material deprivation and the risk of assault.224 Finally, the ratio of the median rate of intentional to unintentional injuries increased steeply with economic deprivation in a study carried out in the USA.228

Objectives

The objectives of this study were therefore to investigate whether or not:

1. socioeconomic deprivation in a representative sample of young men in Great Britain was associated with violent behaviour and type of violence
2. socioeconomic deprivation in a representative sample of young men in Great Britain demonstrated a relationship with specific individuals as victims of violence
3. specific locations where violent incidents occurred differed depending on level of socioeconomic deprivation.

Methods

The sample under study was the second MMLS, described in Chapter 2. However, to investigate the effects of socioeconomic deprivation on violent outcome it was not possible to include the booster samples, as we wanted to include a representative sample of the underlying population. For subsequent analyses only the representative main survey with 2046 study participants was utilised.

Measures

The outcome measures of violence used in this study are described in Chapter 2.

Acorn (http://acorn.caci.co.uk/downloads/Acorn-user-guide.pdf) is a segmentation tool that categorises the UK’s population into demographic types and provides information about the level of socioeconomic deprivation by analysing significant social factors and population behaviour. Categories of Acorn were coded as ordinal variables (from 1 to 5, indicating an increase in socioeconomic deprivation) and were:

1. Affluent achievers These are some of the most financially successful people in the UK. They live in wealthy, high-status rural, semirural and suburban areas of the country. Middle-aged or older people predominate as many have grown-up children no longer living at home and are wealthy retired. Some neighbourhoods contain large numbers of well-off families with school-aged children, particularly the more suburban locations.
2. **Rising prosperity** These are generally younger, well-educated and mostly prosperous people living in major towns and cities. Most are single or couples, with some yet to start a family and others having younger children. Often these are highly educated younger professionals moving up the career ladder.

3. **Comfortable communities** This category contains much of the average Great Britain, whether in the suburbs, smaller towns or the countryside. All life stages are represented in this category. Many areas have mostly stable families and families with grown-up children no longer living at home, especially in suburban or semi-rural locations. There are also comfortably off pensioners living in retirement areas around the coast or in the countryside and sometimes younger couples just starting out in their lives together.

4. **Financially stretched** This category contains a mix of traditional areas of Great Britain. Housing is often terraced or semi-detached, with a mix of lower-value owner-occupied housing and homes rented from the council or housing associations, including social housing developments specifically for the elderly. This category also includes student term-time areas. There tends to be fewer traditional married couples than usual and more single parents and single, separated and divorced people than the national average. Incomes tend to be well below the national average. Although some in this category have reasonably well-paid jobs, more people are in lower-paid administrative, clerical, semiskilled and manual jobs. Apprenticeships and O levels are the most common educational qualifications in this category. The levels of unemployment are above the national average as are the proportions of people claiming other benefits.

5. **Urban adversity** This category contains the most deprived areas of large and small towns and cities across the UK. Household incomes are low and nearly always below the national average. The number of people having difficulties with debt or having been refused credit is double the national average. The number claiming Jobseeker’s Allowance and other benefits is also well above the national average. Qualification levels are low and those in work are likely to be employed in semiskilled or unskilled occupations. The housing is a mix of low-rise estates, with terraced and semidetached houses, and purpose-built flats, including high-rise blocks. Properties tend to be small and there may be overcrowding. Over half of the housing is rented from the local council or a housing association. There is some private renting.

**Statistical analyses**

For descriptive purposes, absolute (n) and relative (%) frequencies were reported for dichotomous/polytomous categorical variables, means and SDs for variables on interval/ratio level.

Binary logistic regression was performed to examine the effects of socioeconomic deprivation (ordinal measure) on violent outcome (dichotomous). Appropriate weights were included in all analyses and analyses were adjusted for clustering within postcodes. No demographic variables were adjusted for in these analyses as the measure of socioeconomic deprivation was derived from factors including age, ethnicity, social class, education and employment status.

**Results**

The weighted mean age of the sample was 26.1 years. The majority of the sample was white (n = 1796, 88%) and nearly half of the sample was single (n = 819, 40.3%). In total, 11% (n = 229) had not achieved any educational qualifications. The distribution across social classes was as follows: 283 (13.8%) high, 627 (30.6%) medium and 449 (21.9%) low. Approximately one-third of the sample was not classifiable because of unemployment (310, 15.2%) or for other reasons (n = 378, 18.5%). The distribution of study participants across the different Acorn categories was as follows: (1) affluent achievers 14.8% (n = 302), (2) rising prosperity 15.1% (n = 308), (3) comfortable communities 28.1% (n = 574), (4) financially stretched 19.9% (n = 408) and (5) urban adversity 22.2% (n = 455). The highest prevalence was in the middle category.

Approximately one-third of the sample (n = 622, 31.7%) reported any violent behaviour in the past 5 years.
The weighted absolute and relative frequencies of types and victims of violence and location of violent incidents in each Acorn category of socioeconomic deprivation are provided in Table 65.

To assure that associations of deprivation with violence were not accounted for by psychopathology, we tested whether or not there was an increase in the prevalence of mental illness with increasing deprivation. Of all mental disorders included (psychosis, anxiety, depression, alcohol abuse and dependence, drug abuse and dependence and ASPD), none was significantly associated with level of socioeconomic deprivation ($p \geq 0.05$).

**Type of violence**

Apart from minor violence, all other types of violence were significantly associated with increasing level of socioeconomic deprivation as follows: any violence – adjusted OR (AOR) 1.16 (95% CI 1.07 to 1.26; $p < 0.001$), violence while intoxicated – AOR 1.18 (95% CI 1.07 to 1.30; $p < 0.001$), repeated violence (five or more times) – AOR 1.26 (95% CI 1.07 to 1.50; $p = 0.006$), victim injured – AOR 1.19 (95% CI 1.07 to 1.32; $p = 0.002$).

**Severity of violence**

- Repeated violence (five or more times) – AOR 1.26 (95% CI 1.07 to 1.50; $p = 0.006$)
- Victim injured – AOR 1.19 (95% CI 1.07 to 1.32; $p = 0.002$)
- Perpetrator injured – AOR 1.18 (95% CI 1.07 to 1.30; $p < 0.001$)
- Police involved – AOR 1.17 (95% CI 1.07 to 1.27; $p < 0.001$)
- Minor violence – AOR 1.16 (95% CI 1.07 to 1.26; $p < 0.001$)

**Location of violent incident**

- Own home – AOR 1.12 (95% CI 1.04 to 1.20; $p = 0.002$)
- Someone else’s home – AOR 1.18 (95% CI 1.07 to 1.30; $p < 0.001$)
- Street/outdoors – AOR 1.18 (95% CI 1.07 to 1.30; $p < 0.001$)
- Bar/pub – AOR 1.17 (95% CI 1.07 to 1.27; $p < 0.001$)
- Workplace – AOR 1.18 (95% CI 1.07 to 1.30; $p < 0.001$)
- Other – AOR 1.16 (95% CI 1.07 to 1.26; $p < 0.001$)

**Table 65**

Weighted absolute and relative frequencies of violence outcomes in the different categories of socioeconomic deprivation

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Acorn category 1,* n (%)</th>
<th>Acorn category 2,* n (%)</th>
<th>Acorn category 3,* n (%)</th>
<th>Acorn category 4,* n (%)</th>
<th>Acorn category 5,* n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>70 (24.0)</td>
<td>75 (24.9)</td>
<td>185 (33.4)</td>
<td>139 (36.2)</td>
<td>152 (35.4)</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>36 (12.4)</td>
<td>36 (12.1)</td>
<td>99 (17.9)</td>
<td>82 (21.7)</td>
<td>83 (19.8)</td>
</tr>
<tr>
<td>Repeated violence (five or more times)</td>
<td>10 (3.5)</td>
<td>8 (2.7)</td>
<td>26 (4.7)</td>
<td>22 (5.9)</td>
<td>30 (7.1)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>29 (9.9)</td>
<td>38 (12.5)</td>
<td>95 (17.1)</td>
<td>67 (17.6)</td>
<td>82 (19.0)</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>26 (8.9)</td>
<td>40 (13.4)</td>
<td>84 (15.2)</td>
<td>59 (15.4)</td>
<td>73 (16.9)</td>
</tr>
<tr>
<td>Police involved</td>
<td>18 (6.1)</td>
<td>25 (8.4)</td>
<td>53 (9.6)</td>
<td>42 (10.8)</td>
<td>52 (12.1)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>23 (8.0)</td>
<td>19 (6.3)</td>
<td>45 (8.1)</td>
<td>42 (10.9)</td>
<td>32 (7.5)</td>
</tr>
<tr>
<td>Intimate partner</td>
<td>8 (2.6)</td>
<td>7 (2.4)</td>
<td>17 (3.0)</td>
<td>14 (3.6)</td>
<td>21 (4.8)</td>
</tr>
<tr>
<td>Family member</td>
<td>3 (0.9)</td>
<td>6 (2.1)</td>
<td>29 (5.3)</td>
<td>18 (4.7)</td>
<td>22 (5.1)</td>
</tr>
<tr>
<td>Friend</td>
<td>13 (4.6)</td>
<td>22 (7.4)</td>
<td>51 (9.2)</td>
<td>30 (7.9)</td>
<td>44 (10.1)</td>
</tr>
<tr>
<td>Someone known</td>
<td>24 (8.0)</td>
<td>27 (8.9)</td>
<td>61 (10.9)</td>
<td>52 (13.5)</td>
<td>42 (9.8)</td>
</tr>
<tr>
<td>Stranger</td>
<td>42 (14.2)</td>
<td>45 (14.9)</td>
<td>107 (19.3)</td>
<td>75 (19.4)</td>
<td>88 (20.3)</td>
</tr>
<tr>
<td>Police</td>
<td>7 (2.2)</td>
<td>7 (2.3)</td>
<td>13 (2.4)</td>
<td>18 (4.7)</td>
<td>10 (2.3)</td>
</tr>
<tr>
<td>Own home</td>
<td>3 (1.0)</td>
<td>6 (2.0)</td>
<td>27 (4.8)</td>
<td>18 (4.7)</td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>6 (2.1)</td>
<td>8 (2.8)</td>
<td>25 (4.5)</td>
<td>17 (4.5)</td>
<td>23 (5.4)</td>
</tr>
<tr>
<td>Street/outdoors</td>
<td>41 (13.9)</td>
<td>45 (14.8)</td>
<td>124 (22.4)</td>
<td>92 (23.8)</td>
<td>84 (19.4)</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>33 (11.3)</td>
<td>38 (12.6)</td>
<td>84 (15.1)</td>
<td>65 (17.0)</td>
<td>66 (15.3)</td>
</tr>
<tr>
<td>Workplace</td>
<td>3 (0.9)</td>
<td>1 (0.4)</td>
<td>11 (1.9)</td>
<td>4 (0.9)</td>
<td>10 (2.1)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (5.2)</td>
<td>15 (4.8)</td>
<td>24 (4.3)</td>
<td>16 (4.3)</td>
<td>21 (4.9)</td>
</tr>
</tbody>
</table>

* Acorn category 1: affluent achievers; acorn category 2: rising prosperity; acorn category 3: comfortable communities; acorn category 4: financially stretched; acorn category 5: urban adversity.
Victims of violence

Level of socioeconomic deprivation predicted violence against a family member (AOR 1.33, 95% CI 1.13 to 1.57; \( p = 0.001 \)), friends (AOR 1.16, 95% CI 1.03 to 1.31; \( p = 0.017 \)) and strangers (AOR 1.12, 95% CI 1.02 to 1.23; \( p = 0.022 \)). IPV (AOR 1.20, 95% CI 0.97 to 1.48; \( p = 0.093 \)) and violence against someone known (AOR 1.08, 95% CI 0.96 to 1.21; \( p = 0.206 \)) and the police (AOR 1.09, 95% CI 0.88 to 1.34; \( p = 0.426 \)) were not associated with socioeconomic deprivation.

Location of violent incidents

Locations of violence significantly predicted by socioeconomic deprivation were the perpetrator’s home (AOR 1.44, 95% CI 1.21 to 1.71; \( p < 0.001 \)), someone else’s home (AOR 1.24, 95% CI 1.05 to 1.47; \( p = 0.014 \)) and streets/locations outdoors (AOR 1.12, 95% CI 1.03 to 1.22; \( p = 0.010 \)). No association was found with bars/pubs (AOR 1.10, 95% CI 0.99 to 1.22; \( p = 0.072 \)), the workplace (AOR 1.26, 95% CI 0.93 to 1.70; \( p = 0.135 \)) and other locations (AOR 1.09, 95% CI 0.88 to 1.34; \( p = 0.426 \)).

Discussion

Our findings confirm that level of socioeconomic deprivation is associated with risk of violence towards others in a representative sample of young British men. However, this association was found only with more serious forms of violence indicated by repetition, injury of perpetrator and/or victim and police involvement. In total, 8% of young men living in the most affluent parts of the country reported committing minor violent acts in the past 5 years, a similar prevalence to that among those living in the most deprived areas. This may correspond to the lack of association with IPV, indicating that violence towards spouses is independent of socioeconomic status. These findings contradict previous research in which socioeconomic deprivation on the national and international level was associated with IPV. However, those samples included a substantial number of older participants aged > 34 years whereas the age range of participants in the current study was restricted. Minor violence and IPV may be more common among younger men irrespective of level of deprivation.

Violence while intoxicated was more likely to occur in areas with increased deprivation. However, there was no association between substance abuse/dependence and level of deprivation that could explain the higher prevalence. Furthermore, violence occurring in pubs or bars did not demonstrate a significant association with deprivation level. There is substantial evidence that binge drinking is a strong and consistent risk factor for violence. One explanation could be that binge drinking occurs more often in those exposed to higher socioeconomic deprivation, increasing the likelihood of violent incidents. Further research is necessary to investigate this hypothesis.

With increasing levels of socioeconomic deprivation victims of violence were more likely to be family members, friends and strangers, corresponding to the locations where violence occurred (own home, someone else’s home and on the streets/outdoors). The findings of a recent study suggest that there are spatiotemporal patterns of injury related to violence depending on the time of the day. During the day, the locations where incidents happened and the residence of the victims were similar. During the night, however, there was a shift in the locations of violent incidents towards certain areas whereas the residence of the victims remained unchanged.

Our findings suggest that exposure to socioeconomic deprivation is associated with serious violent behaviour and that violent victimisation is not restricted to those known by the perpetrators. Although it cannot be concluded on the basis of these data that socioeconomic deprivation causes serious violence in those exposed, intervention strategies should consider contextual factors in their aim to reduce violence on the population level.
Chapter 9 Risk taking and violence

Background

The largest contributors to morbidity and mortality in adolescence are not disease and illness but behaviours such as unsafe driving, experimentation with alcohol, tobacco and illicit drugs, involvement in crime and unsafe sex. Early adolescence (typically 10–14 years of age) is a critical developmental period when risk taking typically emerges. However, by early adulthood many of these behaviours have receded, associated with the establishment of close emotional bonds in relationships and successful entry into the labour market. However, a subgroup persist in risk-taking behaviour and this is associated with poorer physical and mental health. Although there have been studies in developed countries of women found to be taking risks, substantially more men than women engage in risk taking. Among the risk-taking behaviours, violence, particularly violence involving weapons, conveys the greatest chances of infliction of serious harm. However, risk taking is also thought to involve appetitive processes in which positive rewards from the behaviour are pursued and enhanced by the risk-taking individual. Models of risk taking therefore include the notion that people are differentially prone to take risks because of a stable, underlying difference in their risk-taking propensity.

Objectives

The objectives of this study were to:

1. investigate whether or not subgroups exist and identify a typology of risk-taking behaviour among young adult men using self-reported behaviours from the domains of substance misuse, deliberate self-harm, reckless driving, high-risk sexual behaviour and risks to long-term physical health
2. investigate the associations between subtypes of risk taking in adulthood and self-reported violence
3. investigate the associations between subtypes of risk taking in adulthood and psychiatric morbidity.

Methods

Latent class analysis can identify groups or classes in the population according to their endorsement of observed characteristics. It follows the assumption of an underlying unobserved categorical variable that separates a population into subgroups. The classes are multidimensional, as they are defined by various indicators. This approach allows description of the relationships of variables, as they combine into classes that define groups of people within a sample or population.

High-risk behaviours for violent outcomes were selected from a range of previously investigated variables from the domains of alcohol misuse, drug misuse, self-harm, reckless driving, HIV infection risk, lack of exercise and heavy drinking. LCA was used to empirically define participant groups based on these risk behaviours and explore the associations of the classification scheme with violence outcomes. Decisions regarding the most appropriate model are led by statistical indicators and by conceptual considerations. We used the default estimator, which is a MLR. However, maximum likelihood may lead to the presence of a problem called local maxima. To avoid this, all LCA models were estimated with different random starting values: we used 1000 random starts at the initial stage and 100 optimisations at the final stage. Models were inspected to ensure that the log-likelihood value for each model was successfully replicated several times (an indication of low probability of local maxima).
The LCA models were then evaluated using several model fit indicators: log-likelihood, Akaike information criterion (AIC), Bayesian information criterion (BIC) and sample size adjusted BIC (aBIC). The Vuong–Lo–Mendell–Rubin likelihood ratio test (VLMR-LRT) and the entropy measure, additional important indicators of model fit, were also considered in our analysis. Higher entropy indicates overall better classification of participants into their classes.

Associations between the derived classes of multiple high risks and sociodemographic factors were estimated by fitting multinomial logistic regression models with all demographic variables entered simultaneously. Associations between the derived classes of multiple high risks and outcomes were assessed using logistic regression models, with the highest prevalence class as the reference group.

This analysis was performed using Mplus software for Windows OS version 7.11.

**Results**

Table 66 shows the prevalence and frequency of high-risk behaviours among young men in the population (n = 5400). The majority of men do not take health risks. The most prevalent risks included lack of exercise and substance misuse. Less than 5% of men took high risks for sexually transmitted infections (STIs).

Table 67 shows the associations between each high-risk behaviour and any reported violence in the past 5 years. Following adjustments, all high-risk behaviours were significantly associated with violence except for lack of exercise, which decreased the risk of violence, and STI risk, which was no longer significant. Table 67 shows that there was a threefold increase in risk of violence associated with drug misuse.

**Latent classes**

We tested five models of identified subgroups defined by risk factors in the population. Model fit and information criteria for LCA model selection are provided in Table 68. All indicators of parsimony favour the models with four and five classes, with relatively similar entropy indices. Models also replicated the log-likelihood, providing evidence of the non-existence of random classes. We chose the four-class model because of its parsimony and fit indices; the five-class model was not chosen because of its lack of theoretical interpretation.

<table>
<thead>
<tr>
<th>High-risk behaviours</th>
<th>No, n (%)</th>
<th>Yes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol misuse</td>
<td>4223 (83.2)</td>
<td>853 (16.8)</td>
</tr>
<tr>
<td>Drug misuse</td>
<td>4122 (82.9)</td>
<td>849 (17.1)</td>
</tr>
<tr>
<td>Self-harm</td>
<td>4752 (93.3)</td>
<td>342 (6.7)</td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>4810 (93.6)</td>
<td>329 (6.4)</td>
</tr>
<tr>
<td>Reckless driving</td>
<td>4434 (88.1)</td>
<td>598 (11.9)</td>
</tr>
<tr>
<td>STI risk</td>
<td>4680 (96.8)</td>
<td>156 (3.2)</td>
</tr>
<tr>
<td>Lack of exercise</td>
<td>4260 (81.7)</td>
<td>955 (18.3)</td>
</tr>
<tr>
<td>Heavy smoker</td>
<td>4496 (85.9)</td>
<td>737 (14.1)</td>
</tr>
<tr>
<td>None</td>
<td>2122 (45.0)</td>
<td>–</td>
</tr>
</tbody>
</table>
Results from the LCA of the eight high-risk behaviours are shown in Table 68 and Figure 4. The classes were distributed as follows: overall low risk (class 1) 78.4%, high substance misuse (class 2) 13.6%, high self-harm (class 3) 5.6% and multiple high risks (class 4) 2.4%.

The average classification probabilities for the four latent classes were 0.805 for class 1, 0.763 for class 2, 0.926 for class 3 and 0.827 for class 4.

Figure 4 shows the four latent classes identified in the population of young men aged 18–34 years. Class 1 includes more than three-quarters of the men and this group has a low prevalence of all risks except risks for future health (lack of exercise and heavy smoking), although the latter were at a much lower prevalence than in classes 2–4.

Class 2 was characterised primarily by alcohol and drug misuse and heavy smoking. In addition, men in this class took less exercise and reported a higher prevalence of reckless driving. Fewer were of South Asian or ‘other’ ethnic origin and non-UK born and more were single and unemployed than in class 1 (Table 69).

### Table 67: Multivariate models testing the direct associations between high-risk behaviours and any violence in the last 5 years

<table>
<thead>
<tr>
<th>High-risk behaviours</th>
<th>Any violence in the last 5 years</th>
<th>n (%)</th>
<th>OR (95% CI)</th>
<th>AOR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol misuse</td>
<td>476 (29.9)</td>
<td>3.34 (2.71 to 4.12)***</td>
<td>1.76 (1.38 to 2.23)***</td>
<td></td>
</tr>
<tr>
<td>Drug misuse</td>
<td>570 (36.2)</td>
<td>5.94 (4.84 to 7.30)***</td>
<td>3.19 (2.49 to 4.07)***</td>
<td></td>
</tr>
<tr>
<td>Self-harm</td>
<td>210 (12.9)</td>
<td>3.77 (2.84 to 4.99)***</td>
<td>1.56 (1.08 to 2.26)*</td>
<td></td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>209 (12.9)</td>
<td>4.32 (3.20 to 5.85)***</td>
<td>1.98 (1.30 to 3.01)**</td>
<td></td>
</tr>
<tr>
<td>Reckless driving</td>
<td>397 (25.2)</td>
<td>5.52 (4.47 to 6.83)***</td>
<td>2.63 (2.03 to 3.42)***</td>
<td></td>
</tr>
<tr>
<td>STI risk</td>
<td>82 (5.2)</td>
<td>2.24 (1.44 to 3.48)***</td>
<td>0.75 (0.48 to 1.15)</td>
<td></td>
</tr>
<tr>
<td>Lack of exercise</td>
<td>282 (17.2)</td>
<td>0.83 (0.69 to 0.99)*</td>
<td>0.57 (0.45 to 0.71)***</td>
<td></td>
</tr>
<tr>
<td>Heavy smoker</td>
<td>346 (21.0)</td>
<td>2.11 (1.76 to 2.54)***</td>
<td>1.49 (1.16 to 1.90)**</td>
<td></td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

a Weighted estimates adjusted for each other high-risk behaviour and the following demographic characteristics: non-UK born, single and unemployed, ethnicity, age and survey type.

### Table 68: Results from LCA of eight high-risk behaviours in the MMLS (n = 5400)

<table>
<thead>
<tr>
<th>Model</th>
<th>Log-likelihood</th>
<th>Replicated log-likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th>aBIC</th>
<th>VLMR-LRT p-value</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1C</td>
<td>14178.6</td>
<td>Yes</td>
<td>28373.1</td>
<td>28425.8</td>
<td>28400.4</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>2C</td>
<td>13118.5</td>
<td>Yes</td>
<td>26270.9</td>
<td>26382.9</td>
<td>26328.9</td>
<td>&lt; 0.001</td>
<td>0.742</td>
</tr>
<tr>
<td>3C</td>
<td>12940.7</td>
<td>Yes</td>
<td>25933.3</td>
<td>26022.0</td>
<td>25969.9</td>
<td>0.008</td>
<td>0.792</td>
</tr>
<tr>
<td>4C</td>
<td>12890.3</td>
<td>Yes</td>
<td>25850.5</td>
<td>26081.1</td>
<td>25969.9</td>
<td>0.008</td>
<td>0.800</td>
</tr>
<tr>
<td>5C</td>
<td>12841.9</td>
<td>Yes</td>
<td>25771.9</td>
<td>26061.8</td>
<td>25921.9</td>
<td>&lt; 0.001</td>
<td>0.786</td>
</tr>
</tbody>
</table>

NA, not applicable.
Class 3 was characterised primarily by high level of self-harm. In addition, men in this class were less likely to be of black and minority ethnic origin and more likely to be unemployed than men in class 1 (see Table 69).

Class 4 was characterised by multiple high risks at a higher prevalence than in the other classes. In addition, men in this class were significantly older, more likely to be black, less likely to be non-UK born and more likely to be unemployed than men in class 1 (see Table 69).
Associations between classes of risk takers and violent outcomes

Subsequent analyses of violent outcomes and class membership (see Figure 4) used the low-risk group (class 1) as a reference. The results for the main violent outcomes are shown in Tables 70 and 71. Each of the three classes of risk-taking men was significantly associated with each of the violent outcomes except for minor violence in the case of classes 3 and 4.

The three classes differed significantly in terms of their degree of association with violence. For any violence in the last 5 years, the multiple high-risk group (class 4) showed a significantly higher level of association than the substance misuse group (class 2). However, the substance misuse group was more likely to report violence than the self-harm group (class 3). The same differential patterns between the classes were observed for the following outcomes: violent acts when intoxicated, violence repetition, victim injured and involvement in gang fights (see Table 71).

| TABLE 70 Distribution of class membership for all violence and health outcomes |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| **Outcomes**                     | **Class 1, a n (%)** | **Class 2, a n (%)** | **Class 3, a n (%)** | **Class 4, a n (%)** |
| Any violence                     | 951 (23.2)        | 468 (64.4)       | 151 (51.7)       | 109 (86.6)       |
| Violence while intoxicated       | 322 (7.9)         | 292 (42.2)       | 73 (25.8)        | 78 (67.1)        |
| Severity of violence             |                  |                  |                  |                  |
| Repetitive violence              | 86 (2.1)          | 97 (14.3)        | 29 (9.9)         | 43 (36.9)        |
| Victim injured                   | 379 (9.3)         | 231 (32.0)       | 66 (22.6)        | 45 (36.8)        |
| Perpetrator injured              | 315 (7.7)         | 245 (34.0)       | 82 (28.3)        | 70 (57.9)        |
| Police involved                  | 178 (4.4)         | 132 (18.2)       | 58 (19.8)        | 43 (35.0)        |
| Minor violence                   | 267 (6.5)         | 74 (10.2)        | 24 (8.4)         | 9 (7.2)          |
| Gang fights                      | 78 (2.0)          | 113 (16.3)       | 19 (6.7)         | 55 (47.1)        |
| Victim of violence               |                  |                  |                  |                  |
| Intimate partner                 | 43 (1.0)          | 82 (11.4)        | 26 (9.0)         | 50 (41.1)        |
| Family member                    | 77 (1.9)          | 93 (12.8)        | 27 (9.2)         | 27 (21.9)        |
| Friend                           | 195 (4.8)         | 156 (21.6)       | 42 (14.3)        | 44 (36.5)        |
| Someone known                    | 259 (6.3)         | 149 (20.6)       | 52 (18.0)        | 23 (19.2)        |
| Stranger                         | 405 (9.9)         | 217 (30.0)       | 70 (24.0)        | 45 (37.0)        |
| Police                           | 47 (1.2)          | 55 (7.7)         | 15 (5.2)         | 14 (11.3)        |
| Other                            | 54 (1.3)          | 15 (2.0)         | 14 (4.9)         | 9 (7.1)          |
| Location of violent incident     |                  |                  |                  |                  |
| Own home                         | 76 (1.9)          | 98 (13.5)        | 32 (10.9)        | 30 (24.3)        |
| Someone else’s home              | 100 (2.5)         | 117 (16.2)       | 30 (10.4)        | 34 (27.7)        |
| Outdoors/in the street           | 460 (11.3)        | 256 (35.5)       | 88 (30.2)        | 51 (42.4)        |
| Bar/pub                          | 302 (7.4)         | 222 (30.7)       | 49 (16.9)        | 49 (40.4)        |
| Workplace                        | 28 (0.7)          | 14 (2.0)         | 9 (3.0)          | 9 (7.1)          |
| Sporting event                   | 150 (3.8)         | 132 (19.0)       | 23 (8.0)         | 54 (46.9)        |

a Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.
### TABLE 71 Associations between high-risk class membership and violence outcomes in the last 5 years: intraclass contrasts

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Class membership</th>
<th>Intraclass contrasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1&lt;sup&gt;a&lt;/sup&gt; (reference)</td>
<td>Class 2&lt;sup&gt;a&lt;/sup&gt; OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Class 4 – class 3 OR (95% CI)</td>
<td>Class 4 – class 2 OR (95% CI)</td>
</tr>
<tr>
<td><strong>Any violence</strong></td>
<td>Reference</td>
<td>6.26 (5.06 to 7.74)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Violence while intoxicated</strong></td>
<td>Reference</td>
<td>8.07 (6.52 to 10.00)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Severity of violence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repetitive violence</td>
<td>Reference</td>
<td>7.71 (5.56 to 10.68)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td>Victim injured</td>
<td>Reference</td>
<td>4.56 (3.68 to 5.63)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>Reference</td>
<td>5.76 (4.50 to 7.37)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td>Police involved</td>
<td>Reference</td>
<td>4.62 (3.58 to 5.97)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
<tr>
<td>Minor violence</td>
<td>Reference</td>
<td>1.49 (1.11 to 2.00)&lt;sup&gt;**&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gang fights</td>
<td>Reference</td>
<td>9.16 (6.48 to 12.96)&lt;sup&gt;***&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

*<sup>p < 0.05</sup>, **<sup>p < 0.01</sup>, ***<sup>p < 0.001</sup>.

<sup>a</sup> Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.

**Note**

Weighted estimates adjusted for the following demographic characteristics: non-UK born, single, unemployed, ethnicity, age and survey type.
Table 72 shows that the substance misuse (class 2) and self-harm (class 3) groups did not differ from each other in terms of the prevalence of IPV, violence towards a family member or violence towards the police. The multiple high-risk group (class 4) showed a stronger association with all victims of violence than the substance misuse group, except for someone known. The latter group had stronger associations than the self-harm group with both violence towards a friend and violence towards a stranger.

Table 73 shows that, in most locations, violence was more prominent among classes 2 (substance misuse), 3 (self-harm) and 4 (multiple risks). All locations for violence were more prevalent among class 4 than among classes 2 and 3 (self-harm). Violence in own home, in someone else’s home, outdoors/in the street, in a bar/pub and at sporting events was more commonly reported by class 2 than by class 3.

**Early adversity and childhood maltreatment**

Tables 74 and 75 show the associations between class membership (see Figure 4) and reported experiences of early adversity and maltreatment before the age of 16 years. Classes 2–4 (substance misuse, self-harm and multiple risks, respectively) were each significantly more likely to report these factors than class 1 (low risk). The odds of association were higher for class 4, with significant differences from classes 2 and 3 for all childhood factors except for sexual abuse and being in local authority care compared with class 3. There were no significant differences between class 3 and class 2 except for being bullied in childhood, which was significantly higher in class 3.

**Psychiatric morbidity**

Table 74 shows the associations between class membership (see Figure 4) and measures of psychiatric morbidity. Classes 2–4 (substance misuse, self-harm and multiple risks respectively) were all associated with a significantly higher prevalence of anxiety disorder, depression, psychosis, ASPD, pathological gambling, problem use of pornography and stalking than the low-risk group (class 1). Class 4 showed a significantly stronger association with diagnoses of anxiety disorder, ASPD, pathological gambling and stalking than both class 2 and class 3 and a significantly stronger association with psychosis than class 2. When comparing classes 3 and 2, class 3 had significantly stronger associations with anxiety disorder, depression and psychosis, whereas class 2 had a significantly stronger association with ASPD.

**Criminal history**

Table 74 shows the associations between class membership (see Figure 4) and measures of criminal history. All classes were significantly associated with ever having received a criminal conviction, ever having been in prison, having friends who encouraged drug use, having friends who encouraged crime and self-reported gang membership compared with class 1 (low risk).

Class 4 (multiple risks) was significantly more likely to report previous convictions, imprisonment, friends encouraging drug use and crime and gang membership than either class 3 (self-harm) or class 2 (substance abuse).

Table 74 also shows that class 2 (substance abuse) were significantly more likely to report all criminal history outcomes than class 3 (self-harm).

**Adverse health and service use**

Tables 76 and 77 show the associations between class membership and measures of self-reported physical and mental health problems and health service use. Compared with the low-risk group (class 1), classes 2 (substance abuse) and 4 (multiple risks) showed significant associations with all variables except for obesity. Members of class 4 were more likely to report having been involved in an accident leading to themselves and another person being injured and to have had a STI, but the other variables did not discriminate between classes 4 and 3. However, compared with class 2, members of class 4 were significantly more likely to report accidents leading to themselves and others being injured, that they were currently taking medication for both physical and mental health problems, that they had attended an A&E department, that they had had a...
### TABLE 72  Associations between high-risk class membership and violence victims in the last 5 years: intraclass contrasts

<table>
<thead>
<tr>
<th>Violence targets</th>
<th>Class 1* (reference)</th>
<th>Class 2* OR (95% CI)</th>
<th>Class 3* OR (95% CI)</th>
<th>Class 4* OR (95% CI)</th>
<th>Intraclass contrasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1*</td>
<td>Class 2 – class 3 OR (95% CI)</td>
<td>Class 4 – class 3 OR (95% CI)</td>
<td>Class 4 – class 2 OR (95% CI)</td>
<td>Class 3 – class 2 OR (95% CI)</td>
</tr>
<tr>
<td>Intimate partner</td>
<td>Reference</td>
<td>12.32 (7.80 to 19.45)** ***</td>
<td>7.97 (4.29 to 14.79)** ***</td>
<td>37.50 (22.31 to 63.04)** ***</td>
<td>4.71 (2.53 to 8.75)** ***</td>
</tr>
<tr>
<td>Family member</td>
<td>Reference</td>
<td>7.17 (5.03 to 10.23)** ***</td>
<td>4.23 (2.43 to 7.37)** ***</td>
<td>12.73 (7.56 to 21.46)** ***</td>
<td>3.01 (1.56 to 5.81)**</td>
</tr>
<tr>
<td>Friend</td>
<td>Reference</td>
<td>4.98 (3.88 to 6.41)** ***</td>
<td>2.98 (2.00 to 4.43)** ***</td>
<td>9.98 (6.72 to 14.82)** ***</td>
<td>3.35 (2.03 to 5.54)** ***</td>
</tr>
<tr>
<td>Someone known</td>
<td>Reference</td>
<td>3.51 (2.77 to 4.44)** ***</td>
<td>2.37 (1.62 to 3.47)** ***</td>
<td>4.39 (2.82 to 6.84)** ***</td>
<td>1.85 (1.07 to 3.21)*</td>
</tr>
<tr>
<td>Stranger</td>
<td>Reference</td>
<td>3.84 (3.09 to 4.77)** ***</td>
<td>2.25 (1.59 to 3.17)** ***</td>
<td>7.74 (5.07 to 11.80)** ***</td>
<td>3.44 (2.10 to 5.63)** ***</td>
</tr>
<tr>
<td>Police</td>
<td>Reference</td>
<td>5.56 (3.68 to 8.40)** ***</td>
<td>2.97 (1.53 to 5.78)** ***</td>
<td>12.57 (6.78 to 23.30)** ***</td>
<td>4.23 (1.91 to 9.35)** ***</td>
</tr>
<tr>
<td>Other</td>
<td>Reference</td>
<td>1.25 (0.65 to 2.39)*</td>
<td>2.56 (1.23 to 5.34)*</td>
<td>4.65 (2.11 to 10.23)** ***</td>
<td>1.81 (0.69 to 4.75)</td>
</tr>
</tbody>
</table>

*\(p < 0.05\), ** \(p < 0.01\), *** \(p < 0.001\).

**Note:**
- Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.

**Weighted estimates adjusted for the following demographic characteristics: non-UK born, single, unemployed, ethnicity, age and survey type.**
<table>
<thead>
<tr>
<th>Location of violent incident</th>
<th>Class membership</th>
<th>Intraclass contrasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1 (^a) (reference)</td>
<td>Class 2 (^a) OR (95% CI)</td>
</tr>
<tr>
<td>Own home</td>
<td>Reference</td>
<td>6.50 (4.64 to 9.12)***</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>Reference</td>
<td>7.12 (5.28 to 9.61)***</td>
</tr>
<tr>
<td>Outdoors/in the street</td>
<td>Reference</td>
<td>4.44 (3.61 to 5.47)***</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>Reference</td>
<td>5.46 (4.27 to 6.99)***</td>
</tr>
<tr>
<td>Workplace</td>
<td>Reference</td>
<td>2.53 (1.16 to 5.52)*</td>
</tr>
<tr>
<td>Sporting event</td>
<td>Reference</td>
<td>6.28 (4.69 to 8.39)***</td>
</tr>
</tbody>
</table>

\(^{a}\) Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.

**Note**

Weighted estimates adjusted for the following demographic characteristics: non-UK born, single, unemployed, ethnicity, age and survey type.

\(^{*}p<0.05, \^{**}p<0.01, \^{***}p<0.001\)
STI and that they had consulted a professional for mental health problems in the past year or had been in a psychiatric hospital. When comparing classes 3 and 2, members of class 2 were more likely to report fair/poor physical health, that they were currently taking medication for physical health problems, that they had attended an A&E department, that they were taking medication for mental health problems, that they had consulted a health-care professional for mental health problems in the past year and that they had been in a psychiatric hospital. However, they were less likely to report that they had had a STI.

**Discussion**

We found that, by early adulthood, most young men are not actively engaged in taking risks with their future health or carrying out activities that result in a risk of harm to others. However, approximately one-quarter of young men in the population studied do take these risks and the risk factors are generally intercorrelated across the population. We created a typology based on three classes of risk factors.
<table>
<thead>
<tr>
<th>Early adversity and child maltreatment</th>
<th>Class membership</th>
<th>Intradclass contrasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1(^{a}) (reference)</td>
<td>Class 2 OR (95% CI)</td>
</tr>
<tr>
<td>Being bullied</td>
<td>Reference</td>
<td>1.75 (1.44 to 2.14)***</td>
</tr>
<tr>
<td>Witnessed violence in the home</td>
<td>Reference</td>
<td>4.47 (3.54 to 5.65)***</td>
</tr>
<tr>
<td>Witnessed parents fighting</td>
<td>Reference</td>
<td>3.45 (2.70 to 4.40)***</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td>Reference</td>
<td>3.94 (2.34 to 6.64)***</td>
</tr>
<tr>
<td>Physical abuse</td>
<td>Reference</td>
<td>4.71 (3.43 to 6.45)***</td>
</tr>
<tr>
<td>Neglect</td>
<td>Reference</td>
<td>5.18 (3.69 to 7.28)***</td>
</tr>
<tr>
<td>Serious life-threatening injury</td>
<td>Reference</td>
<td>4.19 (2.66 to 6.60)***</td>
</tr>
<tr>
<td>Local authority care</td>
<td>Reference</td>
<td>4.67 (3.21 to 6.82)***</td>
</tr>
</tbody>
</table>

*\(p < 0.05\), **\(p < 0.01\), ***\(p < 0.001\).

\(a\) Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.

**Note**

Weighted estimates adjusted for the following demographic characteristics: non-UK born, single, unemployed, ethnicity, age and survey type.
We found that class 2 was characterised primarily by substance misuse, class 3 by self-harm and class 4 by multiple high risks from all domains. Class 4 showed a higher prevalence of both substance misuse and self-harm behaviours than either class 2 or class 3. Class 4 was the smallest, but exceptionally high-risk, subgroup.

Class 4, multiple risk takers, are of particular interest and, of all subgroups of young men, place the highest burden of care on the health services. Men in class 4 were more likely to be injured in accidents, injure others, receive treatment in an A&E department, take medication for their physical health and report their health as fair/poor. They were also considerably more likely to acquire a STI and to consult a mental health professional, take psychotropic medication and report hospitalisation for psychiatric treatment. This subgroup had experienced multiple forms of childhood maltreatment and adversity and the majority has ASPD, indicating early onset of antisocial behaviour persisting into adulthood and corresponding to these experiences. The finding that members of class 4 were significantly older was unexpected. This would suggest that persistence of risk-taking behaviour had continued together with a series of criminal and violent behaviours and was associated with high levels of substance abuse.

Moffitt141 proposed a theoretical framework that makes specific predictions about risk and protective factors related to early-onset conduct disorder. Class 4 would appear to correspond to the proposed life course-persistent (or early-onset) group. This has its origins in both neurological deficits and exposure to environmental risk, such as poor parenting and parental antisocial behaviour. Neurological deficits are thought to lead to the child becoming vulnerable to poor parenting from caretakers. These early risk factors start the child on a trajectory of increasing acts and behaviours that escalate through adolescence and persist into adulthood. Our finding that persistent risk-taking is closely associated with persistent criminal and violent behaviour into the late 20s and early 30s suggests that this is a particularly severe subgroup in whom persistence of ASPD is associated with an underlying risk-taking propensity.

Previous research emphasises the importance of protective factors over the life course and the importance of accumulated adverse events over time.246 Our study did not include protective factors but demonstrated an accumulation of early adverse events during childhood and mental health problems in adulthood that are likely to be closely inter-related and result in persistence, including anxiety and psychotic symptoms as well as substance misuse.

---

### TABLE 76 Distribution of class membership for poor health and health service use

<table>
<thead>
<tr>
<th>Health and health service use</th>
<th>Class membership (weighted percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1,*a</td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td>Fair/poor health</td>
<td>395 (9.5)</td>
</tr>
<tr>
<td>Accident leading to injury</td>
<td>724 (17.7)</td>
</tr>
<tr>
<td>Accident leading to another being injured</td>
<td>215 (5.3)</td>
</tr>
<tr>
<td>Currently taking medication (physical health problem)</td>
<td>229 (5.6)</td>
</tr>
<tr>
<td>Attended A&amp;E</td>
<td>469 (12.0)</td>
</tr>
<tr>
<td>Obesity</td>
<td>420 (12.4)</td>
</tr>
<tr>
<td>STI</td>
<td>212 (5.8)</td>
</tr>
<tr>
<td>Seen mental health professional (past 12 months)</td>
<td>255 (6.2)</td>
</tr>
<tr>
<td>Currently taking medication (mental health problem)</td>
<td>93 (2.3)</td>
</tr>
<tr>
<td>Hospitalised for psychiatric care</td>
<td>89 (2.2)</td>
</tr>
</tbody>
</table>

*a Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.
<table>
<thead>
<tr>
<th>Health outcomes</th>
<th>Class membership</th>
<th>Intraclass contrasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 1* (reference)</td>
<td>Class 2* OR (95% CI)</td>
</tr>
<tr>
<td>Fair/poor health</td>
<td>Reference 1.87 (1.45 to 2.40)***</td>
<td>3.16 (2.31 to 4.33)***</td>
</tr>
<tr>
<td>Accident leading to injury</td>
<td>Reference 1.90 (1.52 to 2.39)***</td>
<td>2.69 (1.97 to 3.67)***</td>
</tr>
<tr>
<td>Accident leading to another being injured</td>
<td>Reference 2.21 (1.59 to 3.08)***</td>
<td>1.56 (0.95 to 2.54)</td>
</tr>
<tr>
<td>Current taking medication (physical health problem)</td>
<td>Reference 1.68 (1.22 to 2.33)***</td>
<td>4.11 (2.75 to 6.15)***</td>
</tr>
<tr>
<td>Attended A&amp;E</td>
<td>Reference 1.46 (1.13 to 1.87)***</td>
<td>3.39 (2.45 to 4.70)***</td>
</tr>
<tr>
<td>Obesity</td>
<td>Reference 1.11 (0.81 to 1.53)</td>
<td>1.18 (0.76 to 1.82)</td>
</tr>
<tr>
<td>STI</td>
<td>Reference 4.86 (3.67 to 6.43)***</td>
<td>2.83 (1.84 to 4.35)***</td>
</tr>
<tr>
<td>Mental health professional (12 m)</td>
<td>Reference 1.74 (1.27 to 2.38)***</td>
<td>7.68 (5.53 to 10.67)***</td>
</tr>
<tr>
<td>Current taking medication (mental health problem)</td>
<td>Reference 2.75 (1.84 to 4.12)***</td>
<td>13.55 (8.98 to 20.45)***</td>
</tr>
<tr>
<td>Hospitalised for psychiatric care</td>
<td>Reference 1.88 (1.13 to 3.11)*</td>
<td>10.92 (6.87 to 17.35)***</td>
</tr>
</tbody>
</table>

*\(p<0.05\), **\(p<0.01\), ***\(p<0.001\).

a Class 1, low risk; class 2, substance use; class 3, self-harm; class 4, multiple high risk.

**Note**
Weighted estimates adjusted for the following demographic characteristics: non-UK born; single, unemployed, ethnicity, age and survey type.
It has been suggested that young people who take risks are less amenable to positive protection effects as they get older if they continue to take risks. For example, individuals who are still involved in violence at age 21 years are the most entrenched and committed offenders and are less amenable to change. Life-course studies of offending and associated risk taking suggest that hazard rates of these behaviours are not dynamic. By sorting individuals into categories of behaviour over time, there is little evidence that the occurrence of protective factors at later time points corresponds to positive changes in behaviour for entrenched individuals. Nevertheless, employment and partner satisfaction continue to be recommended as targets for intervention when violence continues among older offenders, with confirmed effectiveness.

The persistence of risk taking therefore questions the purpose of these behaviours for the individual if it results in multiple adverse outcomes in adulthood, including injury, illnesses and hospitalisation. Our findings suggest an appetitive, or at least purposeful, component. This could be the result of early trauma and possible neurological deficits in these individuals. The reduced association with depression following adjustments is therefore interesting in this context. Risk taking can be construed as a displacement activity and mechanism for enhancing self-esteem in childhood, together with a means of coping with depression in adulthood to reduce the deleterious effects of a negative environment at both stages of life, including childhood maltreatment, educational failure and later unemployment and lack of a supportive emotional relationship. However, in this cross-sectional study we could not ultimately determine the direction of the association.

A longitudinal study of self-harming behaviour among adolescents shows that it resolves spontaneously in the majority of people. This would indicate that class 3 represents a poor prognostic group, with self-harm persisting into adulthood. Persistence into adulthood was associated with symptoms of anxiety and depression, antisocial behaviour, high-risk alcohol use, cannabis use and cigarette smoking as observed for class 3, but, in an extreme form, with multiple, other high-risk behaviours as observed in class 4. In this current study, non-suicidal self-injury and suicidal behaviour were closely associated, corresponding to other studies in the community and in prisons with additional associations observed with heavy drinking and sexual behaviours. A large-scale community survey of adolescents found that those who reported non-suicidal self-injury were more depressed and hopeless, had experienced childhood physical abuse, had less parental connectedness and had run away from home. Suicidal ideation and self-harm behaviour are also found to be associated with high levels of impulsivity and risk taking, together with high-risk use of the internet, which is closely related to symptoms of depression in studies of adolescents.

The distinction between classes 3 and 4 was shown in a study of self-harm among young offenders. Self-harm was found to be strongly associated with a wide range of risk-taking behaviours and was considered to be a distinct epidemiological profile from that of the general population. Class 4 would correspond more to this profile because it is associated with a wider range of risk-taking behaviours, higher rates of psychiatric morbidity, substance misuse and social risk factors.

The differentiation between class 2 and class 4 appears to be dependent on the level of substance misuse in the sample and its association with a wide range of other high-risk behaviours. Class 4 would appear to include men with the highest levels of substance misuse and the widest range of other behaviours, whereas class 2 appears to be restricted primarily to those with a high-level use of substances, including tobacco. A large longitudinal study of UK children followed up until 15 years of age found that smoking, alcohol use and antisocial behaviour were associated with an increased risk of morbidity and mortality. At 15 years old the most prevalent behaviours were physical inactivity (74%), antisocial and criminal behaviour (42%) and hazardous drinking (34%). This previous study found that boys and girls engaged in a similar number of behaviours, but that antisocial and criminal behaviours, cannabis use and vehicle-related risk behaviours (the latter observed in association with class 2 in the present study) were more prevalent among boys. Tobacco smoking, self-harm and physical inactivity were more prevalent among girls.
Finally, persistence into adulthood of substance misuse and associated risk taking may be determined by the differential development of neural circuitry and its association with both impulsive and compulsive behaviour.\textsuperscript{259,260} This requires further investigation in the classes that we have identified (see Figure 4). The underlying biological mechanisms may underlie compulsive, impulsive and addictive behaviours and therefore may be related to the ‘appetitive’ aspects of risk-taking behaviour.\textsuperscript{261,262}
Chapter 10 Health service use and violence

Background

The importance of treatment, and access to treatment, for those with mental disorders who are violent has become increasingly recognised in recent years. This has significant implications for the successful management of violence, particularly in at-risk populations. However, delivery of successful treatment for mental disorders is not straightforward; often those showing the highest need for treatment are also those least likely to have access to, or seek contact with, services offering such treatment. In this chapter we consider the relationship between mental disorders, use of treatment services and violence within the UK population.

Objectives

The objectives of this chapter were to:

1. describe patterns of mental health and physical health service use in the UK household population and examine the associations of service use with violence
2. investigate whether or not mental health service use is associated with a differential risk of violence for those with a mental disorder.

Methods

Participants

For this study we analysed data on the use of services for both mental and physical health problems. We used data from the NHPMS 2000 and APMS 2007. As each of the surveys employed the same measures of demography, psychiatric morbidity, service use and violence outcomes, we conducted joint analyses of individual-level data. The total sample for the study included 15,973 men and women.

In both surveys, participants were asked a series of questions about their use of services for mental and physical health problems over the previous 2 weeks (contact with a general practitioner (GP)), quarter (inpatient or outpatient service use, use of day services), year (contact with a GP, use of medication) and lifetime (being a psychiatric inpatient).

Statistical analysis

Weighting was used to control for the under-representation of various demographic groupings in the surveys (young men, ethnic minorities, lower social classes). The prevalence of key variables (service use and violence) was analysed in both surveys and the total sample and then the associations between, first, psychiatric morbidity and service use and, second, service use and violence were analysed using logistic regression with ORs and 95% CIs. Robust SE estimates were used to account for correlations with survey areas that may have resulted from postcode randomisation.

Throughout the analysis, adjustments were made for demographic factors and, when associations with psychiatric morbidity were explored, comorbidity. For example, analysis of psychotic illness would be adjusted for anxiety, depression, alcohol and drug misuse and personality disorder.

All analyses were performed using Stata version 13.1.
Results

Prevalence of service use
The reported use of health services for physical and mental health problems is presented in Tables 78 and 79. Table 78 shows the prevalence of different types of service use in the preceding quarter, whereas Table 79 shows the prevalence of different types of service use in the preceding 12 months. In both tables, differences between the surveys based on a chi-square test are noted after the combined prevalences; differences between men and women are noted after the individual survey findings. Significantly more matching variables between surveys were available for the last quarter outcomes. These variables were therefore used for the analysis of associations with violence; the exception was variables relating to seeing a GP, which were available for only the preceding 2 weeks. These variables relating to seeing a GP, together with the reporting of other service use in the previous quarter (see Table 78), were combined to give estimates of service use in the preceding quarter.

A significantly greater proportion of individuals reported going to see their GP for physical health issues in the preceding 2 weeks in the 2007 sample than in the 2000 sample (OR 1.16, 95% CI 1.04 to 1.29; \( p = 0.004 \)). The proportion of individuals seeing their GP for mental or emotional difficulties in the preceding 2 weeks was also greater in the 2007 sample (OR 1.45, 95% CI 1.15 to 1.83; \( p = 0.002 \)). However, this finding was not replicated when participants were asked about health service use in the previous year as a whole. All other service use variables showed a comparable prevalence between the surveys, when matching data were available.

Table 80 shows the associations between clinical and demographic factors and service use in the preceding quarter. In a fully adjusted regression model, only age, sex, anxiety disorder and depression were significantly linked with physical service use. Being female (AOR 1.71, 95% CI 1.58 to 1.85; \( p < 0.001 \)) and older were associated with increased service use after adjustment, as were anxiety (AOR 1.78, 95% CI 1.59 to 2.00; \( p < 0.001 \)) and depression (AOR 1.45, 95% CI 1.05 to 1.99; \( p = 0.023 \)). ASPD also showed a trend towards significance at the \( \alpha = 0.05 \) level.

Patterns of association with mental health service use appeared more multifactorial than for physical service use. Female sex and older age were still significant predictors of mental health service use, but so too was being divorced or separated and being in social classes III or IV–VI. Additionally, being of South Asian ethnicity was negatively associated with use of mental health services after adjustment for other demographic factors and the presence of mental disorder. As expected, the presence of all mental disorders was positively associated with the use of mental health services, except for ASPD, which showed no association after adjustment.

Associations with violence
Associations with violent behaviour of those using health services in the previous quarter are presented in Table 81. The associations are presented first unadjusted and then adjusted for possible confounding variables based on the analysis above.

Service use for physical health problems showed many significant associations with violence. However, following adjustment, significant associations were found for violence involving injury to the perpetrator, IPV and violence in the perpetrator’s home.

Use of services for mental or emotional health was positively associated with violence in this analysis following adjustment. It was not linked to violence when intoxicated nor to any form of severe violence (i.e. repeated violence or violence resulting in injury). However, it was associated with minor violence that did not lead to injury to any party, although the police were more likely to be involved. Mental health service users were also more than twice as likely as those not using services to be involved in IPV and violence in the home and were also more likely to be involved in street violence.
### TABLE 78 Weighted prevalence of service use in the previous quarter: both samples with comparisons for sample and sex

<table>
<thead>
<tr>
<th>Service use, last quarter</th>
<th>Combined sample <em>(n = 15,983)</em></th>
<th>NHPMS 2000</th>
<th>APMS 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>(n = 7393)</em></td>
<td>Men <em>(n = 3592)</em></td>
<td>Women <em>(n = 3801)</em></td>
</tr>
<tr>
<td></td>
<td><strong>n</strong></td>
<td>%</td>
<td>p-value</td>
</tr>
<tr>
<td>Physical health care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seen GP</td>
<td>1959</td>
<td>12.3</td>
<td>**</td>
</tr>
<tr>
<td>Inpatient stay</td>
<td>444</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Outpatient stay</td>
<td>2955</td>
<td>18.5</td>
<td></td>
</tr>
<tr>
<td>Day activity</td>
<td>39</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Community care</td>
<td>240</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>Medication (non-psychotropic)b</td>
<td>6163</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>Mental health care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seen GP</td>
<td>304</td>
<td>1.9</td>
<td>**</td>
</tr>
<tr>
<td>Inpatient stay</td>
<td>14</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Outpatient stay</td>
<td>124</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Day activity</td>
<td>6</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Community care</td>
<td>39</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Psychotropic medication</td>
<td>968</td>
<td>6.1</td>
<td></td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01.

a Reporting period: last 2 weeks.
b Reporting period: currently using.
### TABLE 79  Weighted prevalence of service use in the previous 12 months: both samples with comparisons for sample and sex

<table>
<thead>
<tr>
<th>Service use, last 12 months</th>
<th>Combined sample ((n = 15,983))</th>
<th>NHPMS 2000</th>
<th>APMS 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total ((n = 7393))</td>
<td>Men ((n = 3592))</td>
<td>Women ((n = 3801))</td>
</tr>
<tr>
<td><strong>Physical health care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seen GP</td>
<td>9761 61.1</td>
<td>5204 60.7</td>
<td>2445 57.1</td>
</tr>
<tr>
<td>Inpatient stay</td>
<td>No data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community/outpatient</td>
<td>No data</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mental health care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seen GP</td>
<td>1823 11.4</td>
<td>1005 11.7</td>
<td>341 8.0</td>
</tr>
<tr>
<td>Inpatient stay(^a)</td>
<td>373 2.3</td>
<td>210 2.5</td>
<td>96 2.2</td>
</tr>
<tr>
<td>Community/outpatient</td>
<td>No data</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Reporting period: lifetime.

*\(p < 0.05\), **\(p < 0.01\).
<table>
<thead>
<tr>
<th>Covariate</th>
<th>Physical health service use (last quarter)</th>
<th>Mental health service use (last quarter)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>AOR^a 95% CI p-value</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4419 (54.6)</td>
<td>Reference</td>
</tr>
<tr>
<td>Male</td>
<td>3250 (41.3)</td>
<td>0.60 0.55 to 0.64 &lt; 0.001</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–34</td>
<td>1881 (35.5)</td>
<td>Reference</td>
</tr>
<tr>
<td>35–54</td>
<td>2618 (43.8)</td>
<td>1.37 1.24 to 1.42 &lt; 0.001</td>
</tr>
<tr>
<td>≥ 55</td>
<td>3432 (73.0)</td>
<td>5.13 4.59 to 5.74 &lt; 0.001</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/ cohabiting</td>
<td>5517 (53.6)</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>1607 (38.2)</td>
<td>1.02 0.92 to 1.14 0.701</td>
</tr>
<tr>
<td>Divorced/ separated</td>
<td>807 (54.7)</td>
<td>1.04 0.92 to 1.16 0.554</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I and II</td>
<td>2596 (47.7)</td>
<td>Reference</td>
</tr>
<tr>
<td>IIIM and IIINM</td>
<td>3247 (50.9)</td>
<td>1.07 0.98 to 1.17 0.131</td>
</tr>
<tr>
<td>IV, V and VI</td>
<td>1708 (52.4)</td>
<td>1.08 0.97 to 1.20 0.171</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7356 (50.5)</td>
<td>Reference</td>
</tr>
<tr>
<td>Black</td>
<td>173 (41.8)</td>
<td>0.88 0.68 to 1.14 0.344</td>
</tr>
<tr>
<td>South Asian</td>
<td>178 (34.7)</td>
<td>0.78 0.59 to 1.03 0.076</td>
</tr>
<tr>
<td>Other</td>
<td>167 (45.5)</td>
<td>1.23 0.92 to 1.66 0.166</td>
</tr>
<tr>
<td>Drug dependency</td>
<td>206 (35.9)</td>
<td>0.85 0.66 to 1.10 0.224</td>
</tr>
<tr>
<td>Alcohol dependency</td>
<td>302 (40.6)</td>
<td>0.95 0.77 to 1.18 0.654</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>1397 (59.9)</td>
<td>1.78 1.59 to 2.00 &lt; 0.001</td>
</tr>
<tr>
<td>Depression</td>
<td>168 (59.6)</td>
<td>1.45 1.05 to 1.99 0.023</td>
</tr>
<tr>
<td>Psychosis</td>
<td>23 (70.0)</td>
<td>1.62 0.70 to 3.76 0.262</td>
</tr>
<tr>
<td>ASPD</td>
<td>164 (46.7)</td>
<td>1.32 0.99 to 1.75 0.056</td>
</tr>
</tbody>
</table>

^a Adjusted for all other variables.
TABLE 81  Adjusted associations of service use with violence types: preceding quarter

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Physical health service use</th>
<th>Mental health service use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td><strong>Any violence</strong></td>
<td>591 (7.6)</td>
<td>0.56</td>
</tr>
<tr>
<td>Violence while intoxicated</td>
<td>214 (2.7)</td>
<td>0.45</td>
</tr>
<tr>
<td><strong>Severity of violence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td>229 (2.9)</td>
<td>0.53</td>
</tr>
<tr>
<td>Five or more incidents</td>
<td>131 (1.7)</td>
<td>0.65</td>
</tr>
<tr>
<td>Victim injured</td>
<td>191 (2.5)</td>
<td>0.61</td>
</tr>
<tr>
<td>Perpetrator injured</td>
<td>211 (2.7)</td>
<td>0.80</td>
</tr>
<tr>
<td>Police involved</td>
<td>172 (2.2)</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Victim of violence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intimate partner</td>
<td>142 (1.8)</td>
<td>1.32</td>
</tr>
<tr>
<td>Family</td>
<td>71 (0.9)</td>
<td>0.87</td>
</tr>
<tr>
<td>Friend</td>
<td>88 (1.2)</td>
<td>0.40</td>
</tr>
<tr>
<td>Person known</td>
<td>190 (2.4)</td>
<td>0.59</td>
</tr>
<tr>
<td>Stranger</td>
<td>270 (3.5)</td>
<td>0.62</td>
</tr>
<tr>
<td>Police</td>
<td>35 (0.5)</td>
<td>0.68</td>
</tr>
<tr>
<td>Other</td>
<td>36 (0.5)</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>Location of violent incident</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>161 (2.1)</td>
<td>1.27</td>
</tr>
<tr>
<td>Someone else’s home</td>
<td>53 (0.7)</td>
<td>0.62</td>
</tr>
<tr>
<td>Street</td>
<td>317 (4.1)</td>
<td>0.52</td>
</tr>
<tr>
<td>Bar/pub</td>
<td>191 (2.5)</td>
<td>0.55</td>
</tr>
<tr>
<td>Workplace</td>
<td>39 (0.5)</td>
<td>0.63</td>
</tr>
<tr>
<td>Other</td>
<td>88 (1.3)</td>
<td>0.58</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

a Adjusted for sex, age, anxiety disorder and survey year.
b Adjusted for sex, age, social class, marital status, mental disorder and survey year.
Service use compared with non-service use

A final analysis was conducted to differentiate patterns of violence between those individuals with mental disorder who made use of services and those who screened positive for one or more mental disorder (anxiety disorder, alcohol or drug dependence, psychosis or ASPD) but who did not use services for mental or emotional problems.

A total of 3325 individuals (20.8% of the total sample) screened positive for one or more mental disorders. Of these, only 631 (19.0%) reported any service use within the last quarter, meaning that 2695 individuals (16.9% of the total sample) met caseness criteria for a mental disorder but had not recently accessed services. This group was defined as having an ‘unmet need’ for service use. The two groups (service use and unmet need) were compared on demography, prevalence of mental disorder and violence. Those in the unmet need group were more likely to be male (AOR 3.51, 95% CI 2.58 to 4.79; \( p < 0.001 \)) and younger in age and less likely to be divorced or separated (AOR 0.67, 95% CI 0.56 to 0.83; \( p < 0.001 \)); they were considerably more likely to be of South Asian origin (AOR 6.51, 95% CI 1.40 to 30.4; \( p = 0.017 \)) and less likely to be of social classes III (AOR 0.75, 95% CI 0.58 to 0.97; \( p = 0.029 \)) or IV–VI (AOR 0.62, 95% CI 0.46 to 0.82; \( p = 0.001 \)); and they were also more likely to suffer from a higher number of mental disorders (Wilcoxon \( z = 2.17, p = 0.030 \)) and to have been involved in violence in the past 5 years (AOR 1.39, 95% CI 1.09 to 1.77; \( p = 0.009 \)).

The ORs of associations with violence for those who used services and those who did not are presented in Table 82. The analysis was adjusted for demography and all other mental disorders. Within this sample, no individual who screened positive for the presence of a psychotic disorder had not sought treatment within the last quarter and so the odds of violence in this group could not be calculated.

Anxiety disorder showed no independent association with violence for either group, but for all other mental disorders the odds for involvement with violence were lower in the group who did not use services.

Discussion

This chapter considers associations between making use of health services and involvement in violence. A distinction was made between use of services for physical health problems and use of services for mental health problems and a further analysis was conducted to explore the effect of receiving treatment compared with not receiving treatment for those with a mental disorder.

Service use for physical health problems was not associated with violence generally and was found to be protective of most forms of severe violence before adjustment. Violence requires significant physical resources and those seeking treatment for physical problems may find themselves limited in opportunities

<table>
<thead>
<tr>
<th>Mental disorder</th>
<th>Used services, AOR* (95% CI)</th>
<th>No service use, AOR* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug dependence</td>
<td>2.89 (1.37 to 6.14)**</td>
<td>1.56 (1.09 to 2.24)*</td>
</tr>
<tr>
<td>Psychosis</td>
<td>0.58 (1.62 to 2.11)</td>
<td>--</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>2.57 (1.31 to 5.04)**</td>
<td>1.79 (1.27 to 2.52)**</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.73 (0.36 to 1.45)</td>
<td>1.03 (0.73 to 1.45)</td>
</tr>
<tr>
<td>ASPD</td>
<td>3.60 (1.37 to 9.42)**</td>
<td>2.31 (1.57 to 3.40)**</td>
</tr>
</tbody>
</table>

*p < 0.05, **p < 0.01, ***p < 0.001.

* Adjusted for demography and all other mental disorders.
or physical ability to be violent. Indeed, the only form of serious violence directly associated with use of physical health services after adjustment was violence resulting in injury to the perpetrator (i.e. the respondent). Logically, those who are injured as a result of violence – regardless of who initiated the violence – will make use of physical health services; no such finding was observed for mental health service use following injury.

Although physical service use was not associated with violence, of those who were violent, those receiving physical services were more likely than those not using services to have been involved in violence against a partner and to be violent in the home. These two findings are likely to be related, given that IPV most commonly takes place at home and is itself one of the most common forms of violence in the UK, accounting for between 16% and 25% of all violent crime. The association with physical health service use may be spurious or it may be related to a link between physical ill health and confinement to the home setting, increasing domestic disharmony. However, it should be understood in the context of there being no overall association between service use for physical health and violence.

Use of health services for mental and emotional difficulties was positively associated with involvement in violence in the preceding 5 years. This finding, although interesting and consistent with the results of previous research, is harder to interpret given the differing reporting periods of the outcome variables, with service use measured over the previous quarter and violence over the previous 5 years. It is not possible to say whether the violence was committed as a result of mental disorder or vice versa. It is possible that an incident of violence led an individual to seek treatment for a mental disorder when previously he or she may not have done so.

Finally, although not using mental health services was associated with higher odds of violence than using mental health services, associations between mental disorder and violence were stronger in the group who used services than in the group who did not. This suggests that risk factors other than mental disorder are the major drivers of violence in those who do not use mental health services. This is perhaps to be expected from the demographic composition of the group within this sample, which tended to consist of younger men who would naturally be at a higher risk of violence on the evidence of most previous studies of criminality and violence. Alternatively, there may be a role for comorbidity within the propensity for individuals to use services and/or commit violence.
Chapter 11 Impact of violence on health-care costs

Background

It is likely that violence will result in high costs in relation to the victim. However, it is unclear whether or not violent behaviour in the general population places a heavy burden on health and social services in relation to the perpetrator.

Objective

The objective of this study was to measure and compare the service use and costs for three specific groups: (1) a representative sample of the population, (2) those who have committed acts of violence and (3) those who have not committed acts of violence.

Methods

Analyses were conducted to assess the impact of violent behaviour on resource use. The perspective was that of the health-care system, with the addition of some social care services. The analyses proceeded in two stages. First, an estimate was made of the overall service use and costs over a retrospective period for members of the survey. Second, we examined the impact of violence on service costs. This was performed using univariate and multivariate analyses.

Resource use

Resource use data were based on information collected as part of the NHPMS 2000. This yielded a total sample of 8580 participants. Details have been reported previously. In addition to demographic and clinical data, the survey collected information on a range of health-care services that participants used over 1 year and 3 months preceding the date of the survey. The service use information collected included the numbers of contacts with GPs, days spent in hospital, outpatient visits, day care attendances and contacts with community-based professionals such as community psychologists, community psychiatrists, community psychiatric nurses and social workers.

Data were collected for different time periods but for these analyses and for the purposes of comparability resource use data recorded for the 3 months preceding the survey date were used. When a service had been used but the quantity or the contact duration was missing, the median values from those who provided this information were used. In addition, when no information was collected (as for the number of outpatient visits for general health), an external source was used to estimate the number of contacts.

Unit costs

All unit costs, in UK pounds sterling, were estimated at 2012–13 prices and collected from sources in the public domain. The unit costs are summarised in Table 83. Costs per unit of measurement for each type of service (such as GP visits, inpatient days, outpatient attendances) were taken from Curtis. The NHS Schedule of Reference Costs was used to estimate the costs of psychiatric inpatient days and outpatient attendances (in addition to Curtis). Unit costs for orthopaedic physicians and osteopaths were taken from the Bupa website [www.bupa.co.uk (accessed 16 February 2016)] and the General Osteopathic Council website [www.osteopathy.org.uk (accessed 16 February 2016)] respectively. Unit costs for some services (such as self-help/support groups) were not identified and other services were used as proxies for these (see Table 83).
<table>
<thead>
<tr>
<th>Service</th>
<th>Unit cost (£)</th>
<th>Source</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GP: psychiatric and non-psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP (per surgery consultation)</td>
<td>34</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td><strong>Inpatient: non-psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient (bed-days)</td>
<td>598</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td><strong>Inpatient: psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute psychiatric ward (bed-days)</td>
<td>430</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>A&amp;E (care contact)</td>
<td>204</td>
<td>NHS reference costs 2012–13269</td>
<td></td>
</tr>
<tr>
<td>Rehabilitation ward (bed-days)</td>
<td>595</td>
<td>NHS reference costs 2012–13269</td>
<td></td>
</tr>
<tr>
<td>General medical ward (bed-days)</td>
<td>430</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td><strong>Outpatient: non-psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient (appointment)</td>
<td>135</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td><strong>Outpatient: psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A&amp;E (care contact)</td>
<td>204</td>
<td>NHS reference costs 2012–13269</td>
<td></td>
</tr>
<tr>
<td>Psychiatric outpatient department (attendance)</td>
<td>100</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Hospital outpatient department (attendance)</td>
<td>100</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Alcohol clinic (attendance)</td>
<td>104</td>
<td>NHS reference costs 2012–13269</td>
<td></td>
</tr>
<tr>
<td>Bupa outpatient (attendance)</td>
<td>100</td>
<td>Curtis268</td>
<td>Unit cost not found. PSSRU 2013 unit cost for the weighted average of all adult outpatient attendances for mental health services was used as a proxy</td>
</tr>
<tr>
<td>Psychotherapist (attendance)</td>
<td>100</td>
<td>Curtis268</td>
<td>Unit cost not found. PSSRU 2013 unit cost for the weighted average of all adult outpatient attendances for mental health services was used as a proxy</td>
</tr>
<tr>
<td>Alternative therapy centre (attendance)</td>
<td>100</td>
<td>Curtis268</td>
<td>Unit cost not found. PSSRU 2013 unit cost for the weighted average of all adult outpatient attendances for mental health services was used as a proxy</td>
</tr>
<tr>
<td>Physiotherapist (attendance)</td>
<td>50</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td><strong>Day services: psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community mental health centre (hour)</td>
<td>36</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Day activity centre (session)</td>
<td>38</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Sheltered workshop (hour)</td>
<td>11</td>
<td>Curtis266</td>
<td>Taken from PSSRU 2009/10 (£9.80).270 Cost inflated to 2013 unit cost (£11)</td>
</tr>
<tr>
<td>Cardiac rehabilitation (appointment)</td>
<td>265</td>
<td>NHS reference costs 2012–13269</td>
<td></td>
</tr>
<tr>
<td><strong>Community care: psychiatric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatrist (contact)</td>
<td>145</td>
<td>NHS reference costs 2012–13269</td>
<td>Unit cost not found. NHS reference costs 2012–13269 unit cost for other specialist mental health services was used as a proxy</td>
</tr>
<tr>
<td>Psychologist (contact)</td>
<td>134</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Community psychiatric nurse (contact)</td>
<td>65</td>
<td>Curtis268</td>
<td></td>
</tr>
<tr>
<td>Social worker (contact)</td>
<td>159</td>
<td>Curtis268</td>
<td></td>
</tr>
</tbody>
</table>
Cost calculations

Costs were categorised into five groups: GP costs, inpatient costs, outpatient costs, day services costs and community care costs. Each category was further grouped into psychiatric and non-psychiatric costs.

The definition of ‘psychiatric’, taken from the survey, was any service use related to a mental health problem as well as a combination of a mental health and a physical health complaint. ‘Non-psychiatric’ was defined as any service use related to a physical complaint only. The reason for this grouping of service costs was to see whether or not violence was more likely to affect psychiatric care costs than non-psychiatric care costs.

### Table 83 Service use and respective unit costs (continued)

<table>
<thead>
<tr>
<th>Service</th>
<th>Unit cost (£)</th>
<th>Source</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-help/support group (session)</td>
<td>30</td>
<td>Curtis</td>
<td>Unit cost not found. PSSRU 2013 unit cost for private sector day care for people with mental health problems was used as proxy</td>
</tr>
<tr>
<td>Home help/home-care worker (contact)</td>
<td>24</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Outreach worker/family support (hour)</td>
<td>49</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Community chiropodist (hour)</td>
<td>30</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Community midwife (contact)</td>
<td>68</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Community physiotherapist (hour)</td>
<td>30</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Community speech and language therapist (hour)</td>
<td>30</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>District nurse (hour)</td>
<td>60</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Health visitor (hour)</td>
<td>61</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Community occupational therapist (hour)</td>
<td>30</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>General practice nurse</td>
<td>44</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Hospital psychiatric nurse (hour)</td>
<td>84</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>Orthopaedic physician (session)</td>
<td>75</td>
<td><a href="http://www.bupa.co.uk">www.bupa.co.uk</a></td>
<td></td>
</tr>
<tr>
<td>Osteopath (session)</td>
<td>50</td>
<td><a href="http://www.osteopathy.org.uk">www.osteopathy.org.uk</a></td>
<td></td>
</tr>
<tr>
<td>Macmillan nurse (contact)</td>
<td>60</td>
<td>NHS reference costs 2012–13</td>
<td>Unit cost not found. NHS reference costs 2012–13 unit cost for other specialist nursing was used as a proxy</td>
</tr>
<tr>
<td>Parentcraft (session)</td>
<td>83</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Support group (session)</td>
<td>30</td>
<td>Curtis</td>
<td></td>
</tr>
<tr>
<td>School-based nurse (contact)</td>
<td>46</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Rheumatology nurse (contact)</td>
<td>45</td>
<td>NHS reference costs 2012–13</td>
<td>Unit cost not found. NHS reference costs 2012–13 unit cost for arthritis nursing was used as a proxy</td>
</tr>
<tr>
<td>Asthma and respiratory nurse (contact)</td>
<td>75</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Continence nurse (contact)</td>
<td>85</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Diabetic nurse (contact)</td>
<td>70</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
<tr>
<td>Stoma nurse (contact)</td>
<td>43</td>
<td>NHS reference costs 2012–13</td>
<td></td>
</tr>
</tbody>
</table>

**PSSRU**, Personal Social Services Research Unit.
Service costs were derived by combining service use with the appropriate national unit costs. Costs were calculated for the period of 3 months preceding the survey date for all services except for GP care for which the cost was extrapolated from 2 weeks preceding the survey date to 3 months preceding the survey date.

**Analyses**

Service use over the 3-month period was described by the numbers of participants with and without contact with each service sector, the mean numbers of contacts for those who used these services and the mean cost for each participant. These data were presented for those with self-reported violence and those with no self-reported violence.

The impact of violence on service costs was estimated using ordinary least squares regression. Separate models were run for each service category and each measure of violence adjusting for age, sex, social class, marital status and employment. We also separately report models adjusting for psychiatric comorbidity. Given the non-normality of the cost distribution, the CIs around the regression coefficients were generated using non-parametric bootstrap methods. This involved random sampling with replacement 1000 times from the original data set and generating percentile CIs from these 1000 samples. A significance level of 5% was used and statistical analyses were performed using Stata version 12.

**Results**

**Service use**

The numbers of participants using services at least once over the 3 months prior to the survey date are provided in Table 84. Of the overall sample, 18.9% were in contact with non-psychiatric outpatient services. A similar contact rate was observed for the ‘any violence’ and ‘no violence’ samples. Those reporting violence were more likely to have had a psychiatric inpatient admission, although this was still rare. Most of the other differences between the groups were small.

Table 85 details the intensity of service use by participants. The data in the table relate only to those who actually use the service, that is, zero values are omitted. Psychiatric services were used more often than non-psychiatric services. The mean numbers of contacts with GPs and days in hospital for psychiatric reasons were higher for participants who reported violent behaviour than for those reporting no violence. In addition, participants who reported violent behaviour had fewer contacts with outpatient, day activity and community care services for psychiatric reasons (2.6, 3.9 and 6.2 respectively) than the overall sample (3.4, 15.4 and 12.9 respectively) and those reporting no violence (3.8, 17.2 and 12.5 respectively).

**Total costs**

Table 86 provides details of the costs by service group. The mean costs in the table relate to the whole sample, that is, with zero values included. The mean cost for GP contacts was highest if the contacts were for non-psychiatric reasons. A similar result was also observed for inpatient and outpatient services.

For all service groups, when the contact was for psychiatric reasons, with the exception of day activities, the mean cost of care was higher for those reporting violent behaviour than for those who did not report violent behaviour. The opposite was the case for services use for non-psychiatric reasons.

The total cost (i.e. the summation of all individual service costs) was not separated into psychiatric compared with non-psychiatric services (as some are explicitly psychiatric). The mean cost of all services was £217.65 (SD £1677.21) for the total sample, £229.88 (SD £2072.29) for those reporting any violence and £202.70 (SD £1529.63) for those not reporting any violence.
### TABLE 84 Numbers of participants using services during the 3 months preceding the survey

<table>
<thead>
<tr>
<th>Service sector</th>
<th>n (%) with contact</th>
<th>Non-psychiatric</th>
<th>n (%) no contact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Psychiatric</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>156 (1.8)</td>
<td>979 (11.4)</td>
<td>7445 (86.8)</td>
</tr>
<tr>
<td>Any violence</td>
<td>25 (3.1)</td>
<td>72 (9.0)</td>
<td>707 (87.9)</td>
</tr>
<tr>
<td>No violence</td>
<td>127 (1.7)</td>
<td>870 (11.5)</td>
<td>6566 (86.8)</td>
</tr>
<tr>
<td><strong>Inpatient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>11 (0.1)</td>
<td>248 (2.9)</td>
<td>8231 (95.9)</td>
</tr>
<tr>
<td>Any violence</td>
<td>4 (0.5)</td>
<td>25 (3.1)</td>
<td>775 (96.4)</td>
</tr>
<tr>
<td>No violence</td>
<td>6 (0.08)</td>
<td>213 (2.8)</td>
<td>7344 (97.1)</td>
</tr>
<tr>
<td><strong>Outpatient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>71 (0.8)</td>
<td>1624 (18.9)</td>
<td>6885 (80.2)</td>
</tr>
<tr>
<td>Any violence</td>
<td>13 (1.6)</td>
<td>145 (18.0)</td>
<td>646 (80.4)</td>
</tr>
<tr>
<td>No violence</td>
<td>50 (0.66)</td>
<td>1431 (18.9)</td>
<td>6082 (80.4)</td>
</tr>
<tr>
<td><strong>Day activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>52 (0.6)</td>
<td>0</td>
<td>8528 (99.3)</td>
</tr>
<tr>
<td>Any violence</td>
<td>7 (0.9)</td>
<td>0</td>
<td>797 (99.1)</td>
</tr>
<tr>
<td>No violence</td>
<td>37 (0.5)</td>
<td>0</td>
<td>7526 (99.5)</td>
</tr>
<tr>
<td><strong>Community care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>332 (3.9)</td>
<td>0</td>
<td>8248 (96.1)</td>
</tr>
<tr>
<td>Any violence</td>
<td>45 (5.6)</td>
<td>0</td>
<td>759 (94.4)</td>
</tr>
<tr>
<td>No violence</td>
<td>270 (3.6)</td>
<td>0</td>
<td>7293 (96.4)</td>
</tr>
</tbody>
</table>

*GP data reported for 2 weeks preceding the date of the survey; mean numbers of participants have been extrapolated to 3 months.

### TABLE 85 Mean numbers of service contacts over the 3 months preceding the survey

<table>
<thead>
<tr>
<th>Service sector</th>
<th>Mean (SD) number of contacts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Psychiatric</td>
</tr>
<tr>
<td><strong>GP</strong></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>8.5 (4.6)</td>
</tr>
<tr>
<td>Any violence</td>
<td>9.8 (7.2)</td>
</tr>
<tr>
<td>No violence</td>
<td>8.5 (4.6)</td>
</tr>
<tr>
<td><strong>Inpatient</strong></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>13.8 (26.7)</td>
</tr>
<tr>
<td>Any violence</td>
<td>18.8 (39.8)</td>
</tr>
<tr>
<td>No violence</td>
<td>11.7 (15.5)</td>
</tr>
<tr>
<td><strong>Outpatient</strong></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>3.4 (4.0)</td>
</tr>
<tr>
<td>Any violence</td>
<td>2.6 (2.9)</td>
</tr>
<tr>
<td>No violence</td>
<td>3.8 (4.5)</td>
</tr>
</tbody>
</table>

*continued*
### TABLE 85  Mean numbers of service contacts over the 3 months preceding the survey (continued)

<table>
<thead>
<tr>
<th>Service sector</th>
<th>Mean (SD) number of contacts</th>
<th>Psychiatric</th>
<th>Non-psychiatric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Day activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>15.4 (15.8)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>3.9 (1.9)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>17.2 (15.8)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td><strong>Community care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>12.9 (24.6)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>6.2 (5.8)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>12.5 (24.8)</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

a  GP data reported for 2 weeks preceding the date of the survey; mean numbers of contacts have been extrapolated to 3 months.

b Data taken from Wallace et al.272

### TABLE 86  Mean costs of service use over the 3 months preceding the survey

<table>
<thead>
<tr>
<th>Service sector</th>
<th>Mean (SD) cost (£) of service</th>
<th>Psychiatric</th>
<th>Non-psychiatric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>4.6 (39.1)</td>
<td>31.2 (96.9)</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>7.7 (51.3)</td>
<td>28.4 (104.3)</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>4.4 (37.5)</td>
<td>31.1 (96.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Inpatient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>10.6 (642.2)</td>
<td>112.1 (1321.7)</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>68.4 (1888.7)</td>
<td>72.1 (732.0)</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>4.7 (297.7)</td>
<td>111.4 (1354.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Outpatient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>3.1 (49.0)</td>
<td>40.2 (92.2)</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>4.9 (51.1)</td>
<td>38.5 (90.7)</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>2.8 (49.0)</td>
<td>40.3 (92.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Day activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>13.7 (294.1)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>2.4 (37.2)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>11.7 (255.3)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Community care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sample</td>
<td>32.4 (582.0)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Any violence</td>
<td>38.1 (388.1)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>No violence</td>
<td>26.3 (509.2)</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

a GP data reported for 2 weeks preceding the date of the survey; mean costs have been extrapolated to 3 months.
Regression analysis
The results of the regression analysis are reported in Table 87 (adjusted for sex, age, social class, marital status, employment status and psychiatric comorbidity) and Table 88 (adjusted for sex, age, social class, marital status and employment status only).

Individuals who reported injuries to the victim or to themselves had outpatient non-psychiatric costs that were on average £12.42 and £19.95 higher, respectively, than for those with no such violence reported (see Table 87). Any violence was related to day care activity costs that were on average £21.88 lower than for those reporting no violence. Similar findings were observed for five or more violent incidents, the respondent being injured, the victim being injured or police involvement. Minor violence and the victim being injured were significantly associated with lower community service costs. No significant violence predictors were observed for total costs, GP psychiatric and non-psychiatric costs, inpatient non-psychiatric costs and outpatient psychiatric costs.

With psychiatric morbidity not controlled for, any violence was significantly associated with higher GP psychiatric and outpatient psychiatric and non-psychiatric costs and lower day care activity costs (see Table 88). Violence while intoxicated was associated with increased GP and outpatient psychiatric costs. Reporting more than five violent acts was significantly associated with higher GP and outpatient non-psychiatric costs. Minor violence was associated with lower psychiatric inpatient and day care costs. Violence in which the victim was injured was associated with increased GP psychiatric and outpatient psychiatric and non-psychiatric costs. Day care activity and community service costs were reduced for this group. If the respondent was injured then GP psychiatric and outpatient non-psychiatric costs were significantly increased whereas day care activity costs were reduced. Finally, if police involvement was reported then GP and outpatient non-psychiatric costs were increased.

Conclusions
The key strengths of these analyses were that service use and costs were derived from a nationally representative sample and disaggregated into subsets of costs (psychiatric and non-psychiatric) and the impact of violence variables on service costs were then examined in these subsets of costs. The analyses found that participants who reported violent behaviour used more GP and inpatient services for psychiatric reasons but had less contact with outpatient, day care and community care services.

From the multivariate analyses, no violence variable was found to be a statistically significant predictor of total costs despite it appearing to have a strong impact when univariate analyses were conducted. The likely explanation for this is that, at the aggregated level, the direct impact of violence cannot be distinguished from the impact of other demographic and clinical characteristics. Violence predicted lower costs for day care services. This is consistent with the result showing that individuals reporting violence were less likely to have day care contacts than those not reporting violence. Use of community services also appeared to be adversely affected by violence. This suggests that, although violence does not seem to affect access to health care, it does seem to reduce access to more ‘social’ services such as day care and community services. The health-care consequences of such reduced access should be studied.

The study found violence to be correlated with psychiatric comorbidity. In the first set of regression analyses, which controlled for psychiatric comorbidity (see Table 87), only a few violence variables were found to be statistically significant predictors of costs. However, in the second regression analysis in which psychiatric comorbidity was not controlled for (see Table 88), the number of violence variables that were statistically significant predictors of costs doubled. There is likely to be a complex relationship between violence and psychiatric morbidity and further work on the additional link with costs should also be a research priority.

There are a number of limitations of these analyses. First, the survey did not collect extensive information on GP contacts (focusing on the previous 2 weeks may be inadequate) and no information was available...
### TABLE 87 Prediction of service costs (2012/13 UK £) by violence variables with adjustments made for psychiatric morbidity and demographic variables

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Total costs (95% CI)</th>
<th>GP non-psychiatric cost (95% CI)</th>
<th>GP psychiatric cost (95% CI)</th>
<th>Inpatient non-psychiatric cost (95% CI)</th>
<th>Inpatient psychiatric cost (95% CI)</th>
<th>Outpatient non-psychiatric cost (95% CI)</th>
<th>Outpatient psychiatric cost (95% CI)</th>
<th>Day care services cost (95% CI)</th>
<th>Community care cost (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td>48.63</td>
<td>0.36 (–0.95 to 1.80)</td>
<td>0.04 (–0.48 to 0.64)</td>
<td>5.39 (–52.85 to 79.37)</td>
<td>72.15 (–14.21 to 249.87)</td>
<td>6.23 (–1.08 to 13.81)</td>
<td>0.25 (–4.05 to 4.77)</td>
<td>–21.88 (–39.07 to –8.21)</td>
<td>13.91 (–56.79 to 25.53)</td>
</tr>
<tr>
<td>Violent while intoxicated</td>
<td>141.15</td>
<td>0.51 (–1.40 to 3.20)</td>
<td>0.04 (–0.54 to 1.42)</td>
<td>7.53 (–53.96 to 91.16)</td>
<td>187.00 (–13.82 to 637.27)</td>
<td>3.35 (–7.55 to 15.42)</td>
<td>–0.16 (–5.22 to 5.02)</td>
<td>–23.02 (–49.36 to 2.44)</td>
<td>–34.47 (–96.82 to 18.80)</td>
</tr>
<tr>
<td>Five or more violent incidents</td>
<td>311.31</td>
<td>2.66 (–0.58 to 6.26)</td>
<td>0.15 (–1.03 to 1.69)</td>
<td>17.15 (–42.87 to 101.94)</td>
<td>305.54 (–18.01 to 1073.59)</td>
<td>12.95 (–11.37 to 2.06)</td>
<td>–4.30 (–10.81 to 3.45)</td>
<td>–28.36 (–73.80 to 119.45)</td>
<td>5.52 (–49.10 to 54.63)</td>
</tr>
<tr>
<td>Minor violence</td>
<td>–27.27</td>
<td>–0.61 (–1.90 to 0.86)</td>
<td>0.13 (–0.59 to 0.96)</td>
<td>40.20 (–53.92 to 166.99)</td>
<td>–16.09 (–4.69 to –1.46)</td>
<td>–6.62 (–14.57 to 0.94)</td>
<td>–1.81 (–5.19 to 1.27)</td>
<td>–15.24 (–27.87 to 5.64)</td>
<td>–27.22 (–26.36 to –3.89)</td>
</tr>
<tr>
<td>Victim injured</td>
<td>191.73</td>
<td>0.96 (–1.24 to 3.68)</td>
<td>0.16 (–0.66 to 1.25)</td>
<td>16.81 (–58.23 to 115.72)</td>
<td>217.61 (–13.46 to 739.37)</td>
<td>12.42 (–0.30 to 26.43)</td>
<td>4.64 (–3.41 to 15.72)</td>
<td>–19.82 (–36.98 to –5.74)</td>
<td>–41.04 (–76.31 to 11.49)</td>
</tr>
<tr>
<td>Respondent injured</td>
<td>216.95</td>
<td>2.06 (–1.16 to 3.92)</td>
<td>0.44 (–0.58 to 1.67)</td>
<td>2.64 (–58.69 to 93.26)</td>
<td>231.31 (–8.47 to 758.45)</td>
<td>19.95 (7.68 to 32.36)</td>
<td>–0.31 (–5.55 to 5.48)</td>
<td>–24.83 (–44.32 to –8.63)</td>
<td>–3.49 (–62.20 to 63.78)</td>
</tr>
<tr>
<td>Police involved in the incident</td>
<td>288.02</td>
<td>2.03 (–0.71 to 5.18)</td>
<td>0.12 (–0.84 to 1.40)</td>
<td>41.47 (–39.09 to 162.56)</td>
<td>242.23 (–10.79 to 761.04)</td>
<td>12.82 (–0.60 to 28.26)</td>
<td>1.50 (–4.41 to 7.76)</td>
<td>–16.57 (–34.55 to –1.54)</td>
<td>4.42 (–55.66 to 94.21)</td>
</tr>
</tbody>
</table>

---

a Adjusted for sex, age, social class, marital status, employment status, any personality disorder, any neurotic disorder, alcohol dependence, drug dependence, psychosis screen positive, hazardous drinking and ASPD.

Bootstrap statistics: number of observations = 8580, replications = 1000; 95% CIs generated using percentile method.
TABLE 88 Prediction of service costs (2012/13 UK £) by violence variables with adjustments made for demographic variables

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Total costs</th>
<th>GP non-psychiatric cost</th>
<th>GP psychiatric cost</th>
<th>Inpatient non-psychiatric cost</th>
<th>Inpatient psychiatric cost</th>
<th>Outpatient non-psychiatric cost</th>
<th>Outpatient psychiatric cost</th>
<th>Day care services cost</th>
<th>Community care cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violent while intoxicated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Five or more violent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minor violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Victim injured</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondent injured</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Police involved in the</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Adjusted for sex, age, social class, marital status and employment status only (note that psychiatric morbidity was not included).
Bootstrap statistics: number of observations = 8580, replications = 1000; 95% CI in percentile.
on the number of non-psychiatric outpatient visits. Extrapolating GP contacts to 3 months is likely to have resulted in an underestimate for some participants and an overestimate for others. For outpatient contacts, an external source was used as a proxy for this information and the same figure was applied across the whole sample. Second, although the sample was large the number of participants in the inpatient psychiatric group was relatively small and this may have restricted the analytical power of the analysis conducted. Third, the cost of medication was not considered in the analysis although individuals with a psychiatric condition are likely to be on some form of medication. If these costs were to be included the service costs would have been higher than the costs estimated, but it is unclear what any association with violence would be. Fourth, the analysis was based on self-report data of service use and this may have been subject to some inaccuracies. Likewise, self-reported violence may not always have been accurate.

In conclusion, this component of the study has shown that there is not a clear-cut impact of violence on health-care costs. Some service costs do seem to be increased, whereas access to other services seems to be reduced if violence occurs and this results in cost reductions.
Section B  Severe mental illness and risk of violence
Chapter 12  Incidence cases of psychosis

Background

Prediction, prevention and punishment of violence frequently dominate public discussion and require significant public resources. Rates of violent crime rise and fall and are related to numerous factors. However, there remains a particular fear of violence perpetrated by those with mental illness, especially those diagnosed with schizophrenia, major depression or bipolar disorder. Studies show that up to 75% of the public believe that people with a mental illness are dangerous.273,274 Media coverage of mental illness most often focuses on violence and crime,275–277 therefore encouraging fear of the mentally ill within our communities.278,279 People with mental illness are among the most stigmatised groups in society280,281 and may internalise such stigma, resulting in reduced self-esteem and self-efficacy.282 A perception that people with mental illness are inherently violent undoubtedly contributes to this well-documented stigma.283

However, violence to others is a leading public health concern. To the extent that mental illness raises the risk for violence, those with mental illness in the community will be victimised. Often, when mentally ill individuals are violent, the victims of their violence are family members, who therefore may bear a disproportionate risk of victimisation and personal suffering.284

It is widely expected by policy-makers and the public that assessment of violence risk in patients with mental illness should be a core skill and responsibility of mental health professionals. Violence risk assessment plays an important role in mental health law worldwide and ‘dangerousness to others’ is a key criterion for civil and forensic commitment in most jurisdictions. Imposition of tort liability on mental health professionals who negligently fail to predict, manage and prevent a patient’s violence towards others has become common.

The correct identification of those at risk for future violence is, therefore, of utmost importance to:

1. protect the public and
2. minimise additional stigmatisation among those with mental illness.

However, despite major developments and improvements in the assessment of risk for future violence, currently available risk assessment instruments still suffer from many shortcomings.

Accuracy of the prediction of future violence

State-of-the-art risk assessment instruments can be divided into two groups:

1. actuarial instruments
2. SPJ.

Actuarial instruments such as the Violence Risk Appraisal Guide (VRAG)285 or the Static-99286 have been developed on the basis of risk factors that are empirically related to violent behaviour. Risk factors included in these instruments are predominantly static but relatively simple to code. The codings of the items relating to risk factors are added up according to a fixed algorithm and conclusions with regard to the level of risk are based on the total score.

Structured professional judgement instruments such as the HCR-20287 are administered by experienced mental health professionals utilising a standardised checklist that contains empirically derived historical and
dynamic risk factors for violence. The final risk judgement, however, is not based on a fixed algorithm but on expert decision-making. Risk factors are critically examined, combined and integrated to reach a conclusion. However, to validate these SPJ instruments, scores have to be assigned to allow a classification of level of risk that then can be tested using appropriate methods.

It is accepted that structured risk assessment instruments (ARA instruments and SPJ) outperform clinical judgement in the accuracy of the prediction of violent behaviour.\textsuperscript{288,289} However, it has been previously demonstrated that most of these instruments achieve only a fair level of predictive accuracy (AUC values of 0.7) in comparison studies between more than one instrument.\textsuperscript{8} Furthermore, most items in three instruments in one study [Psychopathy Checklist – Revised (PCL-R), VRAG, HCR-20] were not independently predictive of future violence and their predictive power was based on only a small number of their items.\textsuperscript{23} Clinicians should be aware of these limitations and be critical when using either an actuarial or a SPJ instrument if the intention is to carry out a comprehensive assessment of risk on which to base subsequent risk management or treatment interventions. Moreover, the percentage correctly classified (PCC), which reflects the percentage of cases correctly classified (true positive and true negative) in the prediction of violence using either actuarial or SPJ instruments, is usually around 60%.\textsuperscript{290} This implies that if a clinician relies on classification of risk based on these instruments, in approximately 40% of cases this classification will be wrong.

**Causal compared with predictive models of risk for future violence**

Most research carried out in the field of violence risk assessment utilises a predictive approach to either identify risk factors for violence or assess the predictive accuracy of instruments. Prediction requires temporal ordering of exposure (risk factors) and outcome (violence). Risk factors measured at some time point are investigated to see whether or not they are associated with violence occurring in a subsequent time window. This time window can cover a few weeks, months or several years. With regard to static, unchangeable risk factors, the choice of time frame following assessment should not matter. Static risk factors should equally predict violence occurring within the subsequent month and violence occurring within the subsequent year. However, when choosing the subsequent time frame for violent outcome after assessment of dynamic risk it is rarely taken into consideration that dynamic risk factors vary over time. Symptoms of mental illness are dynamic in nature and fluctuate. When investigating the association between mental illness and violent behaviour it is therefore essential to establish that a person was symptomatic when the violent incident occurred. Predictors derived from studies measuring symptoms or diagnoses at various points over the lifetime and comparing them with self-report or criminal records over extended periods cannot establish valid associations. Furthermore, because acute psychotic symptoms may present for relatively short periods, predictors that are identified over the lifespan may not be specific for psychosis and may apply equally to incidents of violence among the general (non-psychotic) population.

In the large National Epidemiologic Survey on Alcohol and Related Conditions (NESARC), it was demonstrated that the incidence of violence was higher for people with severe mental illness, but only significantly for those with co-occurring substance abuse and/or dependence.\textsuperscript{112} Multivariate analyses revealed that severe mental illness alone did not predict future violence; it was associated instead with historical, clinical, dispositional and contextual factors. However, most of these factors were more prevalent in people with severe mental illness.

However, reanalysis of NESARC data produced completely different results and revealed a positive (moderate) association between major mental illness and violence, emphasising that temporal closeness between dependent (violence) and independent (symptoms of mental illness) variables is key when investigating these relationships.\textsuperscript{117}
The MacArthur Violence Risk Assessment Study (MVRAS) has been one of the most influential studies on the association between mental illness and violence. A key finding of this study was that delusions do not predict violence among recently discharged psychiatric patients and this conclusion had a profound negative impact on research in this field. Reanalysis confirmed that delusions (present in the past 10 weeks) are not predictors of subsequent violent behaviour (in the following 10 weeks). Redefinition of the time frame of occurrence considering temporal proximity, however, revealed strong associations between violence and delusional beliefs implying threat to the individual. These results supported the findings of a previous study in which delusions of conspiracy and being spied on and persecutory delusions (implying threat to the symptomatic individual) were associated with serious violent behaviour in patients presenting with a first episode of psychotic illness. However, in both studies the pathway from delusional beliefs towards violence was not direct; the key explanatory variable was anger as a result of delusions. These findings suggest that, when investigating the association between symptoms of mental illness and psychosis, different and complex pathways have to be taken into consideration.

**Rationale for constructing a new instrument**

Based on the shortcomings of currently available risk assessment instruments we considered it crucial to develop a new instrument addressing the problems and issues identified in recent research in the field of violence risk. Our main focus was identification of symptoms of mental illness that are causal, dynamic risk factors for violence in those with affective and non-affective psychotic illness and that are amenable to treatment in adult forensic and general psychiatric settings. We also aimed to create a static risk instrument for those with psychosis to inform clinicians about their patients’ propensity towards future violence. These static, historical factors may be unchangeable but can guide clinicians in their decision-making process.

Previous research has shown that risk factors differ substantially in men and women. It appears that clinical risk factors predict violence in women with sufficient accuracy, whereas criminogenic and criminal history variables are better at identifying men at risk for violence. We therefore considered it essential to develop two modules to address sex differences in risk for violent behaviour.

Most importantly, we aimed not only to sensitis clinicians to symptom constellations in their patients that increase the risk of violence but also to advise action if a patient presents with these symptoms. Currently available ARA instruments classify patients only with regard to the level of risk for violence and SPJ instruments aim to help clinicians to understand the risk for violence in their patients. However, administration of risk assessment instruments (considering that these assessments are sometimes very time-consuming and require extensive training of those who administer them) should lead to appropriate management and, as a consequence, to a reduction in violent behaviour. The only study, however, that investigated whether or not administration of a SPJ instrument led to actual prevention of criminal and violent recidivism came to the conclusion ‘that the primary goal of preventing recidivism was not reached through risk assessment embedded in shared decision-making’ (p. 365).

**Objectives**

Our objectives were to:

1. identify symptoms of mental illness that are causal risk factors in those patients with psychosis and amenable to treatment in forensic and general psychiatric settings
2. develop a static risk instrument for future violence to inform about patients’ propensities for future violence.
Method

Study design and sample

Baseline study

The East London First Episode Psychosis Study (ELFEPS)\(^{291}\) was carried out between December 1996 and December 2000 in the London boroughs of City and Hackney, Tower Hamlets and Newham. All those aged 16–84 years living in the study area who made contact with mental health services (including adult community health teams, inpatient units, forensic services, learning disability services, adolescent mental health services and drug and alcohol units) because of a first episode of any probable psychotic disorder were identified and screened. Initial inclusion criteria were based on a World Health Organization (WHO) study\(^{293}\) and the Ætiology and Ethnicity in Schizophrenia and Other Psychoses (AESOP) study.\(^{294}\) Methods used by Cooper et al.\(^{295}\) were used to minimise leakage and identify patients missed by screening. Patients who passed the screen underwent a battery of assessments. The Schedules for Clinical Assessment in Neuropsychiatry (SCAN)\(^{296}\) make up a set of instruments used to assess adult major psychiatric disorders. Three clinical research fellows carried out the data collection and were trained in the SCAN interview by taking a course approved by the WHO. Prestudy reliability was established using independent ratings of videotaped interviews. ICD-10 and DSM-IV diagnoses were allocated by consensus agreement between the principal investigator (JWC) and the research team.

Overall, 490 individuals were recruited [City and Hackney, \(n = 167\) (34.1%); Tower Hamlets, \(n = 166\) (33.9%); Newham, \(n = 157\) (32.0%)]. More than half of those recruited were men \([n = 302\) (61.6%)] and the sample was ethnically diverse [white, \(n = 179\) (36.5%); black, \(n = 165\) (33.7%); Asian, \(n = 117\) (23.9%); other, \(n = 29\) (5.9%)]. Approximately half of the study participants were not born in the UK \([n = 243\) (49.6%)]. The mean age of the sample at baseline was 30.5 years (SD 10.1 years).

The most prevalent consensus diagnosis at baseline was schizophrenia (34.3%). Schizotypal personality disorder was diagnosed in 0.4% of the sample, delusional disorder in 5.9%, acute/transient psychosis in 9.6%, schizoaffective disorder in 18.6% and other non-affective psychosis in 6%. Approximately 24% of the study participants presented with affective psychosis including unipolar (14%), bipolar (10.4%) and other (0.8%) affective psychoses.

Follow-up study

Data collection commenced in January 2010 and was finished on 30 June 2013. The study was granted Section 251 (NHS Act 2006\(^{297}\)) approval from the National Information Governance Board (NIGB) to gather data without the consent of the baseline study participants. The design was a retrospective case note study that aimed to cover 10 years after the initial assessment at baseline.

We utilised a multitude of resources including medical records in 31 primary and 20 secondary care trusts across England, the NHS databases SPINE and RIO to identify if and when participants exited the NHS and the death register to identify the proportion of participants who died during follow-up and their cause of death. The Police National Computer (PNC), an operational police database containing criminal histories of all offenders in England, Wales and Scotland, was searched in January 2012 by the Ministry of Justice to gather information on criminal convictions and cautions of the sample.

Data were collected by research assistants and clinical studies officers from the Primary Care Research Network and the Mental Health Research Network.

We obtained complete 10-year follow-up data for 74% of the sample and complete 5-year follow-up data for 81% of the sample. At least 1 year of follow-up data were available for 95.1% of the sample. Thirty-four participants (6.9%) died at some point during the follow-up period. Causes of death included eight suicides and in three cases the cause of death was unascertainable. The majority of the deceased died of natural causes. Loss to follow-up mostly occurred because baseline participants had exited the NHS.
(mostly to return to their country of origin). In a few cases the GP surgery where a patient was registered refused access to his or her medical records.

**Measures**

**Static risk factors**

Static risk factors were assessed at baseline using a standardised interview schedule with operational definitions for all ratings.

**Symptoms of mental illness: dynamic risk factors**

The OPerational CRITeria checklist (for psychotic and affective symptoms) (OPCRIT) system\(^298\) was administered to collect information on a broad range of symptoms of mental illness. The checklist was specifically designed for the needs of empirical research and demonstrated good reliability and validity.\(^299\) Episodes were dated and differentiated by a 2-month symptom-free interval for affective symptoms and a 6-month symptom-free interval for psychotic symptoms. Symptom domains relevant for the study and coded were appearance and behaviour (e.g. bizarre behaviour, catatonia), speech and form of thought (formal thought disorder), affect and associated features, abnormal beliefs and ideas (delusions) and abnormal perceptions (hallucinations).

**Outcome**

The MacArthur Community Violence Instrument (MCVI)\(^300\) was rated based on case notes in primary and secondary care. Actions were considered to constitute serious violence if they were:

1. batteries that resulted in physical injury or involved the use of a weapon
2. sexual assaults
3. threats made with a weapon in hand.

Batteries not resulting in injury of the victim were considered as minor violence.

Further outcome data were derived from convictions and cautions recorded in the PNC, an operational police database containing criminal histories of all offenders in England, Wales and Scotland. For categorisation of violent offences, we used offences in the Home Office’s Standard List\(^301\) for definition of violence (committed) plus threats to commit such an offence for England, Wales and Scotland.

To ensure sufficient statistical power, violent incidents derived from medical records and PNC data were combined into one outcome measure: ‘violent behaviour’. Because of small numbers, it was not possible to differentiate minor and serious violence.

**Statistical analyses**

For descriptive purposes, absolute (\(n\)) and relative (%) frequencies were reported for dichotomous/polytomous categorical variables and means and SDs were reported for variables at the interval/ratio level.

To ensure sufficient statistical power it was decided to divide the 10-year follow-up into 6-month windows. This resulted in up to 20 repeated measurements per study participant. All analyses were stratified to account for sex differences.

**Static risk instrument**

All static risk factors were binary and their predictive accuracy was assessed using the ROC using the ‘somersd’ command and ‘lincom’ for statistical significance in Stata. ROC plots display the areas of pairs of ‘sensitivity’ and ‘1 – specificity’ for each score. Predictive accuracy is quantified in a value known as the AUC. The AUC is equal to the probability that a randomly chosen violent person will score higher on the measure in question than a randomly chosen non-violent person. AUC values can range from 0.50
In a first step AUC values were computed for each of the 20 time windows to investigate their stability over time. The static risk model was then developed utilising the first 6-month time window after the baseline assessment. To avoid shrinkage when applying the instrument to a different, external sample we decided to keep the model as simple as possible. Based on a forward selection process the highest AUC values were identified and subsequently added up. The magnitude of the AUC value, sensitivity, specificity and PCC were utilised to identify the optimal cut-off point. The stability of the predictive accuracy over time was then tested by adding 6-month time windows cumulatively.

**Dynamic risk factors**

To take advantage of the longitudinal study design, multilevel modelling was applied. These models account for dependence of data collected longitudinally by modelling the relatedness of repeated measurements within the same individual as random effects. Unlike other approaches, mixed-effect (multilevel) models do not require that data are complete for individuals at each time point or require imputation of data, which may result in bias. By making use of all available data, multilevel models are therefore particularly powerful in longitudinal studies in which the data are often incomplete.

Logistic mixed-effect models (‘melogit’ in Stata) were applied to investigate associations between symptoms of mental illness and violent outcome. Data from all 20 study periods were included in the analyses. To estimate the effects of exposure on outcome over the entire study period regardless of time point, we included time as a covariate. The logistic mixed-effect models therefore provided a single estimate (OR), 95% CIs and a significance value of the relationship between symptoms and violence over the entire course of the study.

To ensure temporal proximity between dependent and independent variables, we investigated the associations between exposure and outcome occurring in the same time period.

As the mixed-model approach resulted in a substantial increase in statistical power we decided to adopt a conservative approach in the selection of confounding variables. All static risk factors were entered separately and tested in the total, male and female samples (Table 89). As subsequent moderation analyses required the inclusion of the total sample, variables significantly associated with violence in the total sample were adjusted for throughout, including age < 35 years, black ethnic origin, no educational qualifications, poverty and parental discord before the age of 15 years, history of violent behaviour leading to contact with services, threatening or annoying behaviour leading to contact with services, violent and non-violent offending, family history of criminal behaviour, a diagnosis of schizophrenia at first presentation to services, high level of trait anger, long duration of untreated psychosis, conduct disorder before the age of 15 years and drug use in the past year.

To account for co-occurrence, dynamic risk factors from the same symptom domain were adjusted for each other.

Mediation analyses to identify indirect pathways were carried out by testing the required triangle associations: statistically significant relationship between (1) independent (dynamic risk factor: symptom of mental illness) and dependent (violence) variables; (2) independent and hypothesised mediator (affect) variables; and (3) mediator and dependent variables. By comparing standardised regression coefficients from models with and without mediator as a covariate, we estimated the proportion of direct effects that were mediated and tested their significance using bootstrapped SEs and CIs (using 1000 repetitions). This method is preferred over other tests for significant indirect effects, such as the Sobel test, because it is less conservative and does not require normality assumptions to be met.
<table>
<thead>
<tr>
<th>Static risk factors</th>
<th>Total AOR</th>
<th>95% CI</th>
<th>p-value</th>
<th>Men AOR</th>
<th>95% CI</th>
<th>p-value</th>
<th>Women AOR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male sex</td>
<td>2.56</td>
<td>1.61</td>
<td>4.07</td>
<td>&lt;0.001</td>
<td>2.74</td>
<td>1.47</td>
<td>5.12</td>
<td>0.002</td>
<td>1.86</td>
</tr>
<tr>
<td>Age &lt; 35 years</td>
<td>2.58</td>
<td>1.53</td>
<td>4.35</td>
<td>&lt;0.001</td>
<td>2.74</td>
<td>1.47</td>
<td>5.12</td>
<td>0.002</td>
<td>1.86</td>
</tr>
<tr>
<td>Black ethnicity</td>
<td>1.33</td>
<td>0.86</td>
<td>2.06</td>
<td>0.206</td>
<td>1.48</td>
<td>0.90</td>
<td>2.44</td>
<td>0.126</td>
<td>0.73</td>
</tr>
<tr>
<td>Single marital status</td>
<td>1.54</td>
<td>1.00</td>
<td>2.37</td>
<td>0.50</td>
<td>1.27</td>
<td>0.75</td>
<td>2.15</td>
<td>0.384</td>
<td>1.24</td>
</tr>
<tr>
<td>UK born</td>
<td>1.45</td>
<td>0.95</td>
<td>2.22</td>
<td>0.083</td>
<td>1.24</td>
<td>0.76</td>
<td>2.03</td>
<td>0.388</td>
<td>1.65</td>
</tr>
<tr>
<td>Asylum seeker/refugee</td>
<td>0.91</td>
<td>0.48</td>
<td>1.72</td>
<td>0.772</td>
<td>0.81</td>
<td>0.41</td>
<td>1.61</td>
<td>0.546</td>
<td>0.75</td>
</tr>
<tr>
<td>No educational qualifications</td>
<td>1.77</td>
<td>1.15</td>
<td>2.72</td>
<td>0.010</td>
<td>1.66</td>
<td>1.01</td>
<td>2.73</td>
<td>0.045</td>
<td>1.73</td>
</tr>
<tr>
<td>Three or more moves of residence</td>
<td>1.33</td>
<td>0.85</td>
<td>2.08</td>
<td>0.207</td>
<td>1.52</td>
<td>0.92</td>
<td>2.51</td>
<td>0.104</td>
<td>0.79</td>
</tr>
<tr>
<td>Not worked in the past year</td>
<td>1.01</td>
<td>0.65</td>
<td>1.55</td>
<td>0.976</td>
<td>1.20</td>
<td>0.73</td>
<td>1.97</td>
<td>0.463</td>
<td>0.77</td>
</tr>
<tr>
<td>Childhood adversities before 15 years of age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In care/ adopted/ fostered</td>
<td>0.45</td>
<td>0.19</td>
<td>1.05</td>
<td>0.065</td>
<td>0.63</td>
<td>0.24</td>
<td>1.68</td>
<td>0.360</td>
<td>0.25</td>
</tr>
<tr>
<td>Poverty</td>
<td>1.74</td>
<td>1.06</td>
<td>2.87</td>
<td>0.030</td>
<td>1.69</td>
<td>0.96</td>
<td>2.96</td>
<td>0.068</td>
<td>1.56</td>
</tr>
<tr>
<td>Parental discord</td>
<td>2.40</td>
<td>1.51</td>
<td>3.80</td>
<td>&lt;0.001</td>
<td>2.58</td>
<td>1.53</td>
<td>4.35</td>
<td>&lt;0.001</td>
<td>1.65</td>
</tr>
<tr>
<td>Cruelty/physical abuse</td>
<td>1.38</td>
<td>0.69</td>
<td>2.72</td>
<td>0.361</td>
<td>1.84</td>
<td>0.86</td>
<td>3.94</td>
<td>0.119</td>
<td>0.51</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td>0.58</td>
<td>0.21</td>
<td>1.62</td>
<td>0.298</td>
<td>1.67</td>
<td>0.52</td>
<td>5.43</td>
<td>0.392</td>
<td>–</td>
</tr>
<tr>
<td>Criminogenic factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of violent behaviour leading to contact with services</td>
<td>2.48</td>
<td>1.62</td>
<td>3.79</td>
<td>&lt;0.001</td>
<td>2.22</td>
<td>1.37</td>
<td>3.60</td>
<td>0.001</td>
<td>2.02</td>
</tr>
<tr>
<td>History of threatening/ annoying behaviour leading to contact with services</td>
<td>2.70</td>
<td>1.70</td>
<td>4.28</td>
<td>&lt;0.001</td>
<td>2.49</td>
<td>1.43</td>
<td>4.34</td>
<td>0.001</td>
<td>2.16</td>
</tr>
<tr>
<td>History of violent offending</td>
<td>3.74</td>
<td>2.14</td>
<td>6.53</td>
<td>&lt;0.001</td>
<td>2.65</td>
<td>1.46</td>
<td>4.81</td>
<td>0.001</td>
<td>8.18</td>
</tr>
<tr>
<td>History of non-violent offending</td>
<td>2.73</td>
<td>1.76</td>
<td>4.24</td>
<td>&lt;0.001</td>
<td>2.23</td>
<td>1.38</td>
<td>3.59</td>
<td>0.001</td>
<td>1.80</td>
</tr>
<tr>
<td>Family history of criminal behaviour</td>
<td>1.96</td>
<td>1.01</td>
<td>3.81</td>
<td>0.048</td>
<td>2.17</td>
<td>1.04</td>
<td>4.54</td>
<td>0.040</td>
<td>1.15</td>
</tr>
</tbody>
</table>
Moderation analyses were performed to investigate effect modification. This was applied when testing sex differences in the association between dynamic risk factors and violence and the effects of static risk level. A multiplicative term was included in the statistical models.

All statistical analyses were conducted in Stata SE.

An alpha level of $p < 0.05$ was adopted throughout.

### Results

**Violent outcome**

Violent behaviour demonstrated great fluctuation over the 10-year follow-up (Figure 5). Unsurprisingly, the prevalence of violent behaviour was consistently higher among men. For both sexes prevalence was highest in the first 6 months following inclusion in the study.

**Static risk instrument**

Overall, 27 static factors from four domains were included. The demography domain covered age < 35 years, black ethnicity, single marital status, UK born, asylum seeker, no educational qualifications, three or more moves of residence in the past year and not worked in past year. Childhood adversities covered care/adopted/fostered, poverty, parental discord, cruelty/physical abuse and sexual abuse.

---

**TABLE 89** Associations of static factors (exposure) with violent outcome: identification of confounders  

<table>
<thead>
<tr>
<th>Static risk factors</th>
<th>Total</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>95% CI</td>
<td>p-value</td>
</tr>
<tr>
<td>Clinical factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia at first presentation</td>
<td>1.69</td>
<td>1.10 to 2.60</td>
<td>0.016</td>
</tr>
<tr>
<td>High trait impulsiveness</td>
<td>1.76</td>
<td>0.89 to 3.48</td>
<td>0.104</td>
</tr>
<tr>
<td>High trait anger</td>
<td>2.81</td>
<td>1.51 to 5.21</td>
<td>0.001</td>
</tr>
<tr>
<td>Long duration of untreated psychosis</td>
<td>0.21</td>
<td>0.05 to 0.86</td>
<td>0.030</td>
</tr>
<tr>
<td>Conduct disorder</td>
<td>1.98</td>
<td>1.18 to 3.33</td>
<td>0.010</td>
</tr>
<tr>
<td>Alcohol abuse past year</td>
<td>0.97</td>
<td>0.48 to 1.92</td>
<td>0.921</td>
</tr>
<tr>
<td>Drug use past year</td>
<td>1.79</td>
<td>1.18 to 2.70</td>
<td>0.006</td>
</tr>
<tr>
<td>Family history of severe mental illness</td>
<td>1.43</td>
<td>0.91 to 2.24</td>
<td>0.123</td>
</tr>
<tr>
<td>Family history of substance abuse</td>
<td>1.26</td>
<td>0.63 to 2.48</td>
<td>0.514</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Adjusted for time.

Multilevel logistic regression model.
Criminogenic variables were a history of violent offending leading to contact, a history of threatening/annoying behaviour leading to contact, a history of violent offending, a history of non-violent offending and a history of family criminal behaviour. In the clinical domain, the variables covered were schizophrenia at first presentation, high trait impulsiveness, high trait anger, long duration of untreated psychosis, conduct disorder, alcohol abuse in the past year, drug use in the past year, a family history of mental illness and a family history of substance abuse.

In a first step we calculated AUC values for each 6-month window for each of the static factors. As can be seen in Tables 90 and 91, there was great variation across time and between sexes.

Scrutinising the AUC values derived for the first 6-month window resulted in the selection of five static risk factors for men: high trait anger, history of threatening/annoying behaviour leading to contact with services, parental discord before 15 years of age, history of violence leading to contact with services and three or more moves of residence in the past year. Inclusion of the last variable resulted in a decrease in the AUC value and it was therefore removed from the algorithm.

As can be seen in Table 92, the highest accuracy was achieved when including four static risk factors and utilising a cut-off point of ≥2, resulting in acceptable sensitivity and specificity of the static instrument. The achieved AUC value remained relatively stable in cumulative analyses (0.63–0.70) and remained significant throughout.

Application of this algorithm resulted in 111 men (42.5%) being classified as having a high risk for violence in the first 6 months after assessment.

In the female sample, initially seven static risk factors were considered: no educational qualifications, not having worked in the past year, UK born, no family history of mental disorder (the variable ‘family history of mental disorder’ demonstrated an inverse association and was therefore recoded), poverty before 15 years of age, black ethnicity and parental discord before 15 years of age. The final two variables did not increase the predictive accuracy of the instrument and were therefore excluded.

As can be seen in Table 93, the highest accuracy was achieved when including five variables. A cut-off point of ≥4 appeared to be the best choice to achieve sufficient accuracy.

Over the 10-year follow-up period there was substantial variation in the predictive accuracy of the static instrument for women (0.65–0.94). There was a significant drop in accuracy after inclusion of a further
**TABLE 90** Area under the ROC curve values of static risk factors predicting violence in 6-month windows over the 10-year follow-up: men

| Static risk factors | Months | 6   | 12  | 18  | 24  | 30  | 36  | 42  | 48  | 54  | 60  | 66  | 72  | 78  | 84  | 90  | 96  | 102 | 108 | 114 | 120 |
|---------------------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| **Demography**      |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| Age < 35 years      |        | 0.48| 0.58| 0.63| 0.47| 0.63| 0.63| 0.63| 0.48| 0.63| 0.63| 0.62| 0.57| 0.56| 0.58| 0.58| 0.62| 0.57| 0.57| 0.62| 0.62| 0.62 |
| Black ethnicity     |        | 0.55| 0.49| 0.58| 0.52| 0.54| 0.52| 0.49| 0.47| 0.61| 0.66| 0.54| 0.54| 0.51| 0.42| 0.66| 0.38| 0.65| 0.47| 0.32| 0.32 | 0.32 |
| Single marital status|       | 0.48| 0.57| 0.47| 0.56| 0.51| 0.47| 0.50| 0.49| 0.51| 0.58| 0.57| 0.44| 0.59| 0.47| 0.56| 0.43| 0.52| 0.47| 0.55| 0.14 | 0.14 |
| UK born             |        | 0.50| 0.55| 0.41| 0.47| 0.65| 0.54| 0.57| 0.38| 0.62| 0.72| 0.55| 0.35| 0.57| 0.46| 0.61| 0.54| 0.47| 0.63| 0.46| 0.21 | 0.21 |
| Asylum seeker       |        | 0.53| 0.50| 0.61| 0.41| 0.49| 0.47| 0.48| 0.60| 0.48| 0.43| 0.51| 0.50| 0.43| 0.56| 0.53| 0.54| 0.49| 0.47| 0.48 | 0.43 |
| No educational qualifications |  | 0.42| 0.59| 0.59| 0.51| 0.64| 0.54| 0.56| 0.38| 0.62| 0.42| 0.63| 0.42| 0.64| 0.59| 0.61| 0.49| 0.46| 0.58| 0.65 | 0.71 |
| Three or more moves of residence in the past year | | 0.58| 0.58| 0.58| 0.42| 0.55| 0.62| 0.49| 0.67| 0.64| 0.77| 0.33| 0.40| 0.55| 0.58| 0.52| 0.49| 0.45| 0.55| 0.53 | 0.32 |
| Not worked in the past year | | 0.54| 0.51| 0.39| 0.67| 0.50| 0.50| 0.57| 0.55| 0.47| 0.58| 0.39| 0.51| 0.37| 0.60| 0.52| 0.50| 0.48| 0.40| 0.64 | 0.73 |
| **Childhood adversities before 15 years of age** | |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| In care/adopted/fostered | | 0.45| 0.54| 0.45| 0.50| 0.53| 0.60| 0.46| 0.46| 0.46| 0.46| 0.45| 0.45| 0.46| 0.52| 0.45| 0.45| 0.52| 0.50| 0.45 | 0.45 |
| Poverty             |        | 0.54| 0.57| 0.46| 0.65| 0.54| 0.53| 0.44| 0.56| 0.54| 0.61| 0.56| 0.54| 0.54| 0.65| 0.59| 0.56| 0.51| 0.42| 0.43 | 0.38 |
| Parental discord    |        | 0.61| 0.60| 0.46| 0.70| 0.61| 0.68| 0.49| 0.89| 0.64| 0.55| 0.38| 0.53| 0.64| 0.48| 0.55| 0.57| 0.56| 0.48| 0.38 | 0.38 |
| Cruelty/physical abuse | | 0.49| 0.50| 0.45| 0.50| 0.45| 0.45| 0.45| 0.45| 0.50| 0.45| 0.53| 0.53| 0.65| 0.66| 0.51| 0.59| 0.60| 0.56| 0.46 | 0.46 |
| Sexual abuse        |        | 0.48| 0.52| 0.48| 0.48| 0.48| 0.48| 0.48| 0.48| 0.53| 0.48| 0.48| 0.48| 0.56| 0.63| 0.48| 0.59| 0.48| 0.49 | 0.53 | 0.49 |
| Static risk factors | Months  | 6 | 12 | 18 | 24 | 30 | 36 | 42 | 48 | 54 | 60 | 66 | 72 | 78 | 84 | 90 | 96 | 102 | 108 | 114 | 120 |
|---------------------|---------|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|    |
| Criminogenic factors |         |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| History of violence leading to contact | 0.61     | 0.48 | 0.63 | 0.57 | 0.53 | 0.69 | 0.57 | 0.64 | 0.62 | 0.45 | 0.74 | 0.52 | 0.60 | 0.76 | 0.41 | 0.59 | 0.50 | 0.63 | 0.52 | 0.31 |    |    |
| History of threatening/annoying behaviour leading to contact | 0.55     | 0.55 | 0.54 | 0.52 | 0.60 | 0.63 | 0.57 | 0.49 | 0.62 | 0.45 | 0.59 | 0.68 | 0.67 | 0.60 | 0.57 | 0.61 | 0.41 | 0.62 | 0.51 | 0.66 |    |    |
| History of violent offending | 0.55     | 0.48 | 0.63 | 0.49 | 0.58 | 0.58 | 0.64 | 0.60 | 0.58 | 0.58 | 0.61 | 0.50 | 0.51 | 0.49 | 0.43 | 0.43 | 0.43 | 0.57 | 0.64 | 0.43 |    |    |
| History of non-violent offending | 0.53     | 0.51 | 0.53 | 0.49 | 0.70 | 0.62 | 0.59 | 0.67 | 0.74 | 0.55 | 0.68 | 0.55 | 0.62 | 0.58 | 0.74 | 0.55 | 0.59 | 0.61 | 0.47 | 0.32 |    |    |
| Family history of criminal behaviour | 0.53     | 0.54 | 0.46 | 0.61 | 0.60 | 0.51 | 0.51 | 0.46 | 0.51 | 0.60 | 0.60 | 0.60 | 0.53 | 0.46 | 0.45 | 0.58 | 0.55 | 0.56 | 0.45 |    |    |
| Clinical factors |         |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Schizophrenia at first presentation | 0.44     | 0.47 | 0.61 | 0.55 | 0.58 | 0.53 | 0.66 | 0.80 | 0.50 | 0.52 | 0.64 | 0.29 | 0.60 | 0.76 | 0.40 | 0.41 | 0.43 | 0.53 | 0.45 | 0.80 |    |    |
| High trait impulsiveness | 0.52     | 0.53 | 0.51 | 0.55 | 0.52 | 0.54 | 0.54 | 0.44 | 0.49 | 0.44 | 0.61 | 0.66 | 0.59 | 0.57 | 0.44 | 0.44 | 0.70 | 0.49 | 0.44 | 0.44 |    |    |
| High trait anger | 0.62     | 0.48 | 0.44 | 0.54 | 0.51 | 0.54 | 0.60 | 0.61 | 0.59 | 0.58 | 0.53 | 0.44 | 0.66 | 0.70 | 0.64 | 0.61 | 0.57 | 0.58 | 0.54 | 0.44 |    |    |
| Long duration of untreated psychosis | 0.47     | 0.47 | 0.47 | 0.47 | 0.47 | 0.52 | 0.47 | 0.47 | 0.54 | 0.47 | 0.54 | 0.47 | 0.54 | 0.54 | 0.47 | 0.47 | 0.47 | 0.47 | 0.47 | 0.47 |    |    |
| Conduct disorder | 0.53     | 0.56 | 0.39 | 0.44 | 0.54 | 0.58 | 0.54 | 0.39 | 0.65 | 0.38 | 0.48 | 0.46 | 0.75 | 0.64 | 0.69 | 0.56 | 0.58 | 0.62 | 0.59 | 0.39 |    |    |
| Alcohol abuse in the past year | 0.42     | 0.47 | 0.43 | 0.48 | 0.43 | 0.48 | 0.53 | 0.43 | 0.53 | 0.43 | 0.53 | 0.58 | 0.58 | 0.43 | 0.63 | 0.48 | 0.56 | 0.47 | 0.48 | 0.43 |    |    |
| Drug use in the past year | 0.47     | 0.47 | 0.54 | 0.48 | 0.59 | 0.70 | 0.52 | 0.56 | 0.63 | 0.58 | 0.56 | 0.29 | 0.65 | 0.60 | 0.52 | 0.44 | 0.47 | 0.69 | 0.57 | 0.72 |    |    |
| Family history of mental illness | 0.44     | 0.55 | 0.40 | 0.54 | 0.69 | 0.66 | 0.65 | 0.83 | 0.63 | 0.61 | 0.64 | 0.51 | 0.41 | 0.36 | 0.57 | 0.40 | 0.56 | 0.31 |    |    |    |
| Family history of substance abuse | 0.44     | 0.66 | 0.44 | 0.49 | 0.65 | 0.57 | 0.59 | 0.43 | 0.48 | 0.43 | 0.43 | 0.50 | 0.43 | 0.56 | 0.53 | 0.43 | 0.56 | 0.52 | 0.53 | 0.42 |    |    |
TABLE 91 Area under the ROC curve values of static risk factors predicting violence in 6 month windows over the 10 year follow-up: women

<table>
<thead>
<tr>
<th>Static risk factors</th>
<th>Months</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography</td>
<td></td>
<td>6</td>
<td>12</td>
<td>18</td>
<td>24</td>
<td>30</td>
<td>36</td>
<td>42</td>
<td>48</td>
<td>54</td>
<td>60</td>
<td>66</td>
<td>72</td>
<td>78</td>
<td>84</td>
<td>90</td>
<td>96</td>
<td>102</td>
<td>108</td>
<td>114</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>Age &lt; 35 years</td>
<td></td>
<td>0.55</td>
<td>0.49</td>
<td>0.49</td>
<td>0.66</td>
<td>0.66</td>
<td>0.41</td>
<td>0.16</td>
<td>–</td>
<td>0.66</td>
<td>0.16</td>
<td>0.66</td>
<td>0.66</td>
<td>0.56</td>
<td>0.66</td>
<td>0.66</td>
<td>0.49</td>
<td>0.49</td>
<td>0.66</td>
<td>0.15</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>Black ethnicity</td>
<td></td>
<td>0.65</td>
<td>0.34</td>
<td>0.34</td>
<td>0.42</td>
<td>0.34</td>
<td>0.35</td>
<td>0.85</td>
<td>–</td>
<td>0.35</td>
<td>0.85</td>
<td>0.51</td>
<td>0.34</td>
<td>0.45</td>
<td>0.35</td>
<td>0.35</td>
<td>0.52</td>
<td>0.35</td>
<td>0.52</td>
<td>0.86</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Single marital status</td>
<td></td>
<td>0.58</td>
<td>0.44</td>
<td>0.63</td>
<td>0.62</td>
<td>0.80</td>
<td>0.29</td>
<td>0.28</td>
<td>–</td>
<td>0.54</td>
<td>0.29</td>
<td>0.46</td>
<td>0.63</td>
<td>0.48</td>
<td>0.28</td>
<td>0.28</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.28</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>UK born</td>
<td></td>
<td>0.66</td>
<td>0.42</td>
<td>0.42</td>
<td>0.33</td>
<td>0.59</td>
<td>0.50</td>
<td>0.25</td>
<td>–</td>
<td>0.50</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.44</td>
<td>0.24</td>
<td>0.75</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.75</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Asylum seeker</td>
<td></td>
<td>0.56</td>
<td>0.46</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td>0.47</td>
<td>–</td>
<td>0.47</td>
<td>0.47</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td>0.47</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>No educational qualifications</td>
<td></td>
<td>0.75</td>
<td>0.58</td>
<td>0.41</td>
<td>0.32</td>
<td>0.40</td>
<td>0.49</td>
<td>0.73</td>
<td>–</td>
<td>0.48</td>
<td>0.73</td>
<td>0.57</td>
<td>0.74</td>
<td>0.54</td>
<td>0.74</td>
<td>0.74</td>
<td>0.57</td>
<td>0.40</td>
<td>0.57</td>
<td>0.75</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Three or more moves of residence in the past year</td>
<td></td>
<td>0.44</td>
<td>0.51</td>
<td>0.70</td>
<td>0.43</td>
<td>0.53</td>
<td>0.36</td>
<td>0.86</td>
<td>–</td>
<td>0.36</td>
<td>0.36</td>
<td>0.53</td>
<td>0.53</td>
<td>0.46</td>
<td>0.36</td>
<td>0.36</td>
<td>0.53</td>
<td>0.53</td>
<td>0.36</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not worked in the past year</td>
<td></td>
<td>0.68</td>
<td>0.51</td>
<td>0.33</td>
<td>0.41</td>
<td>0.15</td>
<td>0.66</td>
<td>0.15</td>
<td>–</td>
<td>0.40</td>
<td>0.65</td>
<td>0.49</td>
<td>0.49</td>
<td>0.35</td>
<td>0.65</td>
<td>0.65</td>
<td>0.31</td>
<td>0.31</td>
<td>0.48</td>
<td>0.65</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>Childhood adversities before age 15 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In care/adopted/fostered</td>
<td></td>
<td>0.43</td>
<td>0.43</td>
<td>0.44</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>–</td>
<td>0.43</td>
<td>0.60</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Poverty</td>
<td></td>
<td>0.62</td>
<td>0.42</td>
<td>0.59</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.92</td>
<td>–</td>
<td>0.42</td>
<td>0.42</td>
<td>0.76</td>
<td>0.58</td>
<td>0.41</td>
<td>0.92</td>
<td>0.42</td>
<td>0.58</td>
<td>0.42</td>
<td>0.58</td>
<td>0.42</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Parental discord</td>
<td></td>
<td>0.60</td>
<td>0.40</td>
<td>0.57</td>
<td>0.57</td>
<td>0.91</td>
<td>0.40</td>
<td>0.40</td>
<td>–</td>
<td>0.65</td>
<td>0.40</td>
<td>0.57</td>
<td>0.40</td>
<td>0.40</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.57</td>
<td>0.40</td>
<td>0.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cruelty/physical abuse</td>
<td></td>
<td>0.45</td>
<td>0.45</td>
<td>0.63</td>
<td>0.54</td>
<td>0.63</td>
<td>0.45</td>
<td>0.45</td>
<td>–</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual abuse</td>
<td></td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>–</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Static risk factors</td>
<td>Months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>12</td>
<td>18</td>
<td>24</td>
<td>30</td>
<td>36</td>
<td>42</td>
<td>48</td>
<td>54</td>
<td>60</td>
<td>66</td>
<td>72</td>
<td>78</td>
<td>84</td>
<td>90</td>
<td>96</td>
<td>102</td>
<td>108</td>
<td>114</td>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Criminogenic factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of violence leading to contact</td>
<td>0.58</td>
<td>0.38</td>
<td>0.71</td>
<td>0.63</td>
<td>0.54</td>
<td>0.88</td>
<td>0.38</td>
<td>–</td>
<td>0.88</td>
<td>0.88</td>
<td>0.38</td>
<td>0.38</td>
<td>0.48</td>
<td>0.88</td>
<td>0.38</td>
<td>0.54</td>
<td>0.37</td>
<td>0.54</td>
<td>0.88</td>
<td>0.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of threatening/annoying behaviour leading to contact</td>
<td>0.55</td>
<td>0.24</td>
<td>0.75</td>
<td>0.67</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>–</td>
<td>0.75</td>
<td>0.75</td>
<td>0.24</td>
<td>0.41</td>
<td>0.65</td>
<td>0.75</td>
<td>0.24</td>
<td>0.75</td>
<td>0.58</td>
<td>0.41</td>
<td>0.75</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of violent offending</td>
<td>0.49</td>
<td>0.49</td>
<td>0.66</td>
<td>0.58</td>
<td>0.83</td>
<td>0.49</td>
<td>0.49</td>
<td>–</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.59</td>
<td>0.49</td>
<td>0.49</td>
<td>0.66</td>
<td>0.66</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of non-violent offending</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.64</td>
<td>1.47</td>
<td>0.47</td>
<td>–</td>
<td>0.47</td>
<td>0.47</td>
<td>0.64</td>
<td>0.46</td>
<td>0.57</td>
<td>0.46</td>
<td>0.46</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td>0.47</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family history of criminal behaviour</td>
<td>0.56</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td>–</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.56</td>
<td>0.46</td>
<td>0.46</td>
<td>0.63</td>
<td>0.45</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Clinical factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia at first presentation</td>
<td>0.56</td>
<td>0.53</td>
<td>0.52</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.61</td>
<td>0.35</td>
<td>–</td>
<td>0.60</td>
<td>0.35</td>
<td>0.86</td>
<td>0.69</td>
<td>0.65</td>
<td>0.35</td>
<td>0.34</td>
<td>0.34</td>
<td>0.85</td>
<td>0.86</td>
<td>0.34</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>High trait impulsiveness</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>–</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>High trait anger</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>–</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.64</td>
<td>0.47</td>
<td>0.47</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>Long duration of untreated psychosis</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>–</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Conduct disorder</td>
<td>0.57</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>–</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.63</td>
<td>0.46</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol abuse in the past year</td>
<td>0.59</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>–</td>
<td>0.49</td>
<td>0.49</td>
<td>0.66</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug use in the past year</td>
<td>0.46</td>
<td>0.53</td>
<td>0.52</td>
<td>0.44</td>
<td>0.69</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>–</td>
<td>0.60</td>
<td>0.85</td>
<td>0.69</td>
<td>0.69</td>
<td>0.45</td>
<td>0.35</td>
<td>0.85</td>
<td>0.51</td>
<td>0.68</td>
<td>0.51</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family history of mental illness</td>
<td>0.64</td>
<td>0.47</td>
<td>0.30</td>
<td>0.47</td>
<td>0.29</td>
<td>0.38</td>
<td>0.12</td>
<td>–</td>
<td>0.37</td>
<td>0.62</td>
<td>0.46</td>
<td>0.46</td>
<td>0.53</td>
<td>0.63</td>
<td>0.63</td>
<td>0.29</td>
<td>0.46</td>
<td>0.63</td>
<td>0.63</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family history of substance abuse</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>–</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

–, no estimate possible because of sparse data.
### TABLE 92  Development of a static instrument for risk of violence within 6 months after assessment: men

<table>
<thead>
<tr>
<th>Static risk factors included</th>
<th>AUC (95% CI)</th>
<th>Cut-off point</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Correctly classified (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High level of trait anger</td>
<td>0.61 (0.49 to 0.74)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>33.3</td>
<td>89.2</td>
<td>85.8</td>
</tr>
<tr>
<td>High level of trait anger,</td>
<td>0.67 (0.54 to 0.81)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td>history of threatening</td>
<td></td>
<td>≥ 1</td>
<td>86.7</td>
<td>34.2</td>
<td>37.4</td>
</tr>
<tr>
<td>behaviour leading to contact</td>
<td></td>
<td>≥ 2</td>
<td>33.3</td>
<td>90.5</td>
<td>87.0</td>
</tr>
<tr>
<td>High level of trait anger,</td>
<td>0.66 (0.51 to 0.81)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td>history of threatening</td>
<td></td>
<td>≥ 1</td>
<td>86.7</td>
<td>29.1</td>
<td>32.7</td>
</tr>
<tr>
<td>behaviour leading to contact</td>
<td></td>
<td>≥ 2</td>
<td>40.0</td>
<td>78.7</td>
<td>76.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 3</td>
<td>33.3</td>
<td>95.7</td>
<td>91.8</td>
</tr>
<tr>
<td>High level of trait anger,</td>
<td>0.68 (0.54 to 0.83)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td>history of threatening</td>
<td></td>
<td>≥ 1</td>
<td>86.7</td>
<td>27.0</td>
<td>30.6</td>
</tr>
<tr>
<td>behaviour leading to contact</td>
<td></td>
<td>≥ 2</td>
<td>73.3</td>
<td>60.0</td>
<td>60.8</td>
</tr>
<tr>
<td>behaviour leading to contact, parental discord before 15 years of age</td>
<td>0.68 (0.54 to 0.83)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>86.7</td>
<td>27.0</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 2</td>
<td>73.3</td>
<td>60.0</td>
<td>60.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 3</td>
<td>33.3</td>
<td>84.8</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 4</td>
<td>20.0</td>
<td>97.0</td>
<td>92.2</td>
</tr>
</tbody>
</table>

### TABLE 93  Development of a static instrument for risk of violence within 6 months after assessment: women

<table>
<thead>
<tr>
<th>Static risk factors included</th>
<th>AUC (95% CI)</th>
<th>Cut-off point</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Correctly classified (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No educational qualifications</td>
<td>0.76 (0.72 to 0.80)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>100.0</td>
<td>51.8</td>
<td>53.5</td>
</tr>
<tr>
<td>No educational qualifications, not worked in past year</td>
<td>0.81 (0.78 to 0.85)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>100.0</td>
<td>25.9</td>
<td>28.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 2</td>
<td>100.0</td>
<td>62.7</td>
<td>63.7</td>
</tr>
<tr>
<td>No educational qualifications, not worked in past year, UK born</td>
<td>0.87 (0.77 to 0.98)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>100.0</td>
<td>13.9</td>
<td>16.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 2</td>
<td>100.0</td>
<td>46.4</td>
<td>48.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 3</td>
<td>80.0</td>
<td>85.5</td>
<td>85.4</td>
</tr>
<tr>
<td>No educational qualifications, not worked in past year, UK born, no family history of mental disorder</td>
<td>0.91 (0.82 to 1.00)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>100.0</td>
<td>4.22</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 2</td>
<td>100.0</td>
<td>21.1</td>
<td>23.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 3</td>
<td>100.0</td>
<td>54.2</td>
<td>55.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 4</td>
<td>80.0</td>
<td>91.6</td>
<td>91.2</td>
</tr>
<tr>
<td>No educational qualifications, not worked in past year, UK born, no family history of mental disorder, poverty before 15 years of age</td>
<td>0.94 (0.90 to 0.98)</td>
<td>≥ 0</td>
<td>100.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 1</td>
<td>100.0</td>
<td>3.0</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 2</td>
<td>100.0</td>
<td>18.8</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 3</td>
<td>100.0</td>
<td>47.9</td>
<td>49.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 4</td>
<td>100.0</td>
<td>86.1</td>
<td>86.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥ 5</td>
<td>20.0</td>
<td>98.8</td>
<td>96.5</td>
</tr>
</tbody>
</table>
6 months and when predicting violence over an 18-month time frame the lower CI of the AUC value dropped below 0.5 and was no longer significant. Stabilisation occurred from 24 months onwards with moderate AUC values, which were significant throughout the follow-up period.

Application of the algorithm for static risk resulted in 30 women (16.6%) being classified as having a high risk for violence within the first 6 months after assessment.

Both algorithms constituted the static part of the risk assessment instrument (see Appendix 1).

**Dynamic risk factors**

Overall, 29 dynamic factors were considered as dynamic risk factors for violent outcome: appearance and behaviour (disorganised/abnormal behaviour, recklessness, reduced need for sleep, increased sociability, agitation, retardation/loss of energy); speech and form of thought (disorganised thinking: speech, disorganised thinking: formal thought disorder, pressured speech/thoughts racing); delusions (persecutory delusions, grandiose delusions, delusions of reference, delusions of external control, delusions of guilt); hallucinations (third-person hallucinations, commentary voices, abusive/persecutory voices, other auditory hallucinations); affect (restricted/blunted affect, inappropriate affect, elation, irritability, depression, anhedonia, excessive guilt, suicidal ideation); and unspecific symptoms (sleeping problems, changes in appetite, poor concentration).

Following adjustments, six dynamic factors demonstrated a significant association with violence in men. These were agitation, pressured speech/thoughts racing, persecutory delusions, abusive/persecutory voices, irritability and changes in appetite (Table 94).

In the female sample, eight dynamic factors were significant risk factors for violent behaviour: disorganised thinking (speech), persecutory delusion, grandiose delusions, commentary voices, other auditory hallucinations, inappropriate affect, irritability and poor concentration (see Table 94).

### TABLE 94 Associations of symptoms (exposure) with violent outcome

<table>
<thead>
<tr>
<th>Symptoms of mental illness</th>
<th>Total</th>
<th>AOR* 95% CI</th>
<th>p-value</th>
<th>Men</th>
<th>AOR* 95% CI</th>
<th>p-value</th>
<th>Women</th>
<th>AOR* 95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance and behaviour</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorganised/abnormal behaviour</td>
<td>1.27</td>
<td>0.79 to 2.05</td>
<td>0.323</td>
<td>0.97</td>
<td>0.55 to 1.70</td>
<td>0.913</td>
<td>2.65</td>
<td>0.93 to 7.58</td>
<td>0.070</td>
</tr>
<tr>
<td>Recklessness</td>
<td>1.26</td>
<td>0.65 to 2.42</td>
<td>0.490</td>
<td>1.29</td>
<td>0.59 to 2.78</td>
<td>0.525</td>
<td>1.52</td>
<td>0.44 to 5.33</td>
<td>0.511</td>
</tr>
<tr>
<td>Reduced need for sleep</td>
<td>1.51</td>
<td>0.71 to 3.22</td>
<td>0.287</td>
<td>1.48</td>
<td>0.55 to 3.97</td>
<td>0.440</td>
<td>1.40</td>
<td>0.40 to 4.85</td>
<td>0.596</td>
</tr>
<tr>
<td>Increased sociability</td>
<td>2.21</td>
<td>0.83 to 5.86</td>
<td>0.113</td>
<td>2.97</td>
<td>0.97 to 9.05</td>
<td>0.056</td>
<td>0.46</td>
<td>0.04 to 4.80</td>
<td>0.513</td>
</tr>
<tr>
<td>Agitation</td>
<td>4.71</td>
<td>3.07 to 7.25</td>
<td>&lt;0.001</td>
<td>4.74</td>
<td>2.92 to 7.69</td>
<td>&lt;0.001</td>
<td>2.78</td>
<td>0.98 to 7.84</td>
<td>0.054</td>
</tr>
<tr>
<td>Retardation/loss of energy</td>
<td>0.90</td>
<td>0.54 to 1.50</td>
<td>0.681</td>
<td>0.66</td>
<td>0.33 to 1.29</td>
<td>0.222</td>
<td>1.54</td>
<td>0.64 to 3.71</td>
<td>0.335</td>
</tr>
</tbody>
</table>

*continued*
## TABLE 94  Associations of symptoms (exposure) with violent outcome (continued)

| Symptoms of mental illness | Total |  |  |  |  |  |  |  |
|---------------------------|-------|-------|-------|-------|-------|-------|-------|
|                           | AORa  | 95% CI     | p-value | AORa  | 95% CI     | p-value | AORa  | 95% CI     | p-value |
| Speech and form of thought|       |           |         |       |           |         |       |           |         |
| Disorganised thinking: speechb | 1.89  | 1.18 to 3.04 | 0.009  | 0.96  | 0.53 to 1.74 | 0.898  | 8.52  | 3.66 to 19.82 | < 0.001 |
| Disorganised thinking: formal thought disorder | 1.40  | 0.78–2.54 | 0.261  | 1.39  | 0.68–2.84 | 0.364  | 1.41  | 0.45 to 4.41 | 0.560 |
| Pressured speech/thoughts racing | 3.25  | 1.99 to 5.32 | < 0.001 | 3.73  | 2.08 to 6.69 | < 0.001 | 2.10  | 0.86–5.07 | 0.100 |
| Delusions |       |           |         |       |           |         |       |           |         |
| Persecutory delusionsb | 3.33  | 2.31 to 4.81 | < 0.001 | 2.64  | 1.71 to 4.09 | < 0.001 | 6.86  | 3.48 to 13.51 | < 0.001 |
| Grandiose delusionsb | 1.65  | 0.96 to 2.81 | 0.068  | 1.34  | 0.71 to 2.53 | 0.369  | 2.62  | 1.04 to 6.55 | 0.040 |
| Delusions of referenceb | 1.32  | 0.71 to 2.44 | 0.375  | 1.02  | 0.45 to 2.31 | 0.972  | 1.15  | 0.38 to 3.52 | 0.805 |
| Delusions of external control | 1.28  | 0.62 to 2.61 | 0.507  | 1.23  | 0.53 to 2.85 | 0.638  | 1.43  | 0.35 to 5.85 | 0.621 |
| Delusions of guilt | 1.06  | 0.16 to 7.02 | 0.955  | 0.90  | 0.06 to 13.06 | 0.940  | 0.70  | 0.04 to 11.83 | 0.805 |
| Hallucinations |       |           |         |       |           |         |       |           |         |
| Third-person hallucinationsb | 1.07  | 0.55 to 2.07 | 0.840  | 0.80  | 0.35 to 1.85 | 0.606  | 1.96  | 0.65 to 5.92 | 0.235 |
| Commentary voices | 3.59  | 1.27 to 10.14 | 0.016  | 1.34  | 0.26 to 6.84 | 0.729  | 4.92  | 1.21 to 20.05 | 0.026 |
| Abusive/persecutory voices | 2.66  | 1.63 to 4.34 | < 0.001 | 3.00  | 1.71 to 5.26 | < 0.001 | 1.38  | 0.49 to 3.87 | 0.546 |
| Other auditory hallucinationsb | 1.99  | 1.26 to 3.16 | 0.003  | 1.46  | 0.84 to 2.54 | 0.179  | 3.83  | 1.68 to 8.72 | 0.001 |
| Affect |       |           |         |       |           |         |       |           |         |
| Restricted/blunted affect | 1.05  | 0.64 to 1.72 | 0.861  | 1.16  | 0.64 to 2.08 | 0.631  | 0.80  | 0.31 to 2.09 | 0.650 |
| Inappropriate affectb | 1.50  | 0.90 to 2.51 | 0.118  | 1.04  | 0.55 to 1.99 | 0.898  | 3.19  | 1.28 to 7.95 | 0.013 |
| Elation | 1.47  | 0.86 to 2.51 | 0.155  | 1.44  | 0.75 to 2.77 | 0.276  | 1.08  | 0.41 to 2.85 | 0.871 |
| Irritability | 4.45  | 2.93 to 6.75 | < 0.001 | 4.24  | 2.60 to 6.93 | < 0.001 | 5.39  | 2.09 to 13.93 | < 0.001 |
| Depression | 1.17  | 0.71 to 1.92 | 0.547  | 1.00  | 0.55 to 1.84 | 0.987  | 1.13  | 0.41 to 3.15 | 0.809 |
| Anhedonia | 0.66  | 0.30 to 1.44 | 0.292  | 0.88  | 0.34 to 2.27 | 0.792  | 0.71  | 0.17 to 2.98 | 0.641 |
Moderation analyses: sex × dynamic risk factor interactions

We observed significant sex interactions for disorganised/abnormal behaviour, disorganised thinking (speech), persecutory delusions, grandiose delusions and delusions of reference, third-person hallucinations and other auditory hallucinations, inappropriate affect and poor concentration (see Table 94). These significant interaction terms indicated that the effects of the dynamic risk factors on violent outcome were stronger in women than in men.

Mediation analyses: affect

Of the eight affective states under study, only irritability was significantly associated with violent outcome in men (see Table 94) and qualified as a potential mediator. In a first step we investigated whether or not irritability was associated with other non-affective symptoms identified as positively related to violent outcome. As can be seen in Table 95, irritability was significantly associated with all symptoms. The strongest effect was observed with agitation.

<table>
<thead>
<tr>
<th>TABLE 94</th>
<th>Associations of symptoms (exposure) with violent outcome (continued)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols of mental illness</td>
<td>Total</td>
</tr>
<tr>
<td>Excessive guilt</td>
<td>0.56</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>2.14</td>
</tr>
<tr>
<td>Unspecific symptoms</td>
<td>1.48</td>
</tr>
<tr>
<td>Changes in appetite</td>
<td>2.31</td>
</tr>
<tr>
<td>Poor concentration(^b)</td>
<td>2.04</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for time, static risk factors and other symptoms in domain.\n\(^b\) Significant sex interaction (p < 0.05).

Note: Multilevel logistic regression model.

<table>
<thead>
<tr>
<th>TABLE 95</th>
<th>Associations with irritability: men</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of mental illness</td>
<td>OR</td>
</tr>
<tr>
<td>Agitation</td>
<td>44.59</td>
</tr>
<tr>
<td>Pressure of speech/thoughts racing</td>
<td>17.34</td>
</tr>
<tr>
<td>Persecutory delusions</td>
<td>23.70</td>
</tr>
<tr>
<td>Abusive/persecutory voices</td>
<td>11.20</td>
</tr>
<tr>
<td>Changes in appetite</td>
<td>4.27</td>
</tr>
</tbody>
</table>
Subsequent inclusion of the mediator in the statistical model (Figure 6) resulted in a non-significant pathway for pressure of speech (percentage of total effect mediated: 23.2%), persecutory delusions (percentage of total effect mediated: 60.8%), abusive voices (percentage of total effect mediated: 34.3%) and changes in appetite (percentage of total effect mediated: 34.3%). The only remaining direct pathway was from agitation to violence (percentage of total effect mediated: 26.2%).

In women, both inappropriate affect and irritability were associated with violence and therefore qualified as potential mediator variables. Inappropriate affect was significantly associated with disorganised thinking (speech), persecutory and grandiose delusions and other auditory hallucinations (Table 96). Irritability demonstrated a significant relationship with disorganised thinking (speech), persecutory delusions, other auditory hallucinations and poor concentration (see Table 96).

In women, both inappropriate affect and irritability were associated with violence and therefore qualified as potential mediator variables. Inappropriate affect was significantly associated with disorganised thinking (speech), persecutory and grandiose delusions and other auditory hallucinations (Table 96). Irritability demonstrated a significant relationship with disorganised thinking (speech), persecutory delusions, other auditory hallucinations and poor concentration (see Table 96).

**FIGURE 6** Mediation analyses: irritability – men. Figures represent AORs. Figures in parentheses are ORs after the inclusion of the mediator variable in the statistical model. **p < 0.01; ***p < 0.001.
Subsequent mediation analyses revealed a direct pathway from disorganised thinking (speech), persecutory delusions and other auditory hallucinations to violent behaviour. There was some attenuation in the ORs (percentage of the total effect mediated: 24.5%, 41.3% and 8.0%, respectively). The association, however, was still significant after inclusion of the two mediators (Figure 7).

The pathway from grandiose delusions and poor concentration to violent behaviour was no longer significant after inclusion of the mediator variable. The percentage of the total effect mediated was 29.5% and 64.1%, respectively (Figure 8).

**Moderation analyses: static × dynamic risk factor interactions**

Interaction terms of high level of static risk × dynamic risk factors were modelled to identify whether the effects of dynamic factors on violent outcome differed significantly depending on level of static risk derived from the static risk assessment instrument described earlier. As in previous analyses, these models were run separately in men and women.

In men, retardation and loss of energy had a different effect on violent outcome depending on the level of static risk (AOR 0.18, 95% CI 0.04 to 0.75; \( p = 0.018 \)). If retardation and loss of energy were present, there was no increase in the likelihood of violence irrespective of static risk. Static risk in the absence of this dynamic factor showed a positive association with violent outcome. Abusive, persecutory voices were associated with violence only when the patient was classified as being at high risk for violence (AOR 3.58, 95% CI 1.21 to 10.56; \( p = 0.021 \)). At a low level of risk, abusive and persecutory voices were not related to violent outcome.

In women, the only significant interaction term was found with agitation (AOR 0.22, 95% CI 0.05 to 0.98; \( p = 0.047 \)). Agitation was associated with violence irrespective of high or low static risk. The association of high static risk and violence, however, was significantly lower in the absence of agitation.

---

**TABLE 96** Associations with inappropriate affect and irritability: women

<table>
<thead>
<tr>
<th>Symptoms of mental illness</th>
<th>OR</th>
<th>95% CI</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Inappropriate affect</em></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorganised thinking: speech</td>
<td>15.24</td>
<td>5.02 to 46.24</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Persecutory delusions</td>
<td>8.09</td>
<td>3.43 to 19.07</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Grandiose delusions</td>
<td>15.06</td>
<td>3.78 to 59.99</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Commentary voices</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Other auditory hallucinations</td>
<td>14.28</td>
<td>2.97 to 68.60</td>
<td>0.001</td>
</tr>
<tr>
<td>Poor concentration</td>
<td>1.44</td>
<td>0.52 to 4.04</td>
<td>0.483</td>
</tr>
<tr>
<td><em>Irritability</em></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorganised thinking: speech</td>
<td>6.32</td>
<td>2.53 to 15.77</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Persecutory delusions</td>
<td>64.08</td>
<td>24.95 to 164.60</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Grandiose delusions</td>
<td>1.42</td>
<td>0.38 to 5.31</td>
<td>0.603</td>
</tr>
<tr>
<td>Commentary voices</td>
<td>1.99</td>
<td>0.12 to 31.65</td>
<td>0.627</td>
</tr>
<tr>
<td>Other auditory hallucinations</td>
<td>3.02</td>
<td>1.11 to 8.24</td>
<td>0.031</td>
</tr>
<tr>
<td>Poor concentration</td>
<td>11.26</td>
<td>5.03 to 25.19</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

\( – \), no estimate possible because of sparse data.
**FIGURE 7** Mediation analyses: inappropriate affect and irritability – women. Figures represent AORs. Figures in parentheses are ORs after the inclusion of the mediator variable in the statistical model. *p < 0.05; **p < 0.01; ***p < 0.001.

**FIGURE 8** Mediation analyses: inappropriate affect and irritability – women. Figures represent AORs. Figures in parentheses are ORs after the inclusion of the mediator variable in the statistical model. *p < 0.05; ***p < 0.001.
Discussion

Our findings confirm those of previous studies that violence in those with psychosis is higher at first presentation than following treatment.\textsuperscript{116,305} They also confirm that there is a higher prevalence of violent behaviour in men than in women throughout the whole follow-up period.

Men and women with psychotic illness, however, do not differ only with regard to the frequency of their engagement in violent behaviours. As previously demonstrated, risk factors for violence differed markedly between men and women and the pathways towards violence were distinct as well.\textsuperscript{292} Risk factors identified in this population without consideration of sex differences may therefore lead to incorrect conclusions.

Static risk

The static risk factors identified as relevant for future violence did not show any overlap between men and women.

Of the 27 static risk factors under study, only four were relevant risk factors for violence in men in the 6 months following assessment. These included a high level of trait anger, a history of violent and threatening/annoying behaviours leading to contact with services and parental discord before the age of 15 years. Apart from trait anger, none of the clinical history variables, such as diagnosis at first presentation or alcohol/drug abuse, predicted violence with sufficient accuracy in the 6 months following assessment. Furthermore, the four static risk factors were predictive only at a moderate level of accuracy and the PCC demonstrated that in about 40\% of cases these men were misclassified. However, this is unsurprising and reflects the inaccuracy inherent in a multitude of actuarial and (even) SPI instruments.\textsuperscript{21,23,24} Almost 43\% of men were classified as being at high risk for violence within the following 6 months with a prevalence of violence of 6\%. Over time these static risk factors remained remarkably stable. Throughout the 10-year follow-up period they were significant predictors and the magnitude of the AUC values did not fall below 0.60.

In women, 5 out of 27 static risk factors predicted violence in the subsequent 6 months. In total, 17\% of the women were classified as being at high risk for violence within the following 6 months, with a base rate of violence of approximately 3\%. The AUC value was excellent and only 24\% of the women were misclassified, with a rate of correct identification of high-risk women of 100\%. However, none of the risk factors was related to clinical history variables but instead included no educational qualifications, not having worked in the past year, UK born, no family history of mental disorder and poverty before the age of 15 years. After this excellent prediction of short-term violence, the AUC values dropped significantly after adding a further 6 months to the prediction period and dropped further when predicting violence 18 months after assessment (being no longer significant). From 2 years onwards the AUC values stabilised and demonstrated similar predictive accuracy to those for men.

It appears that in both men and women static risk factors tend to identify those with a propensity towards violence irrespective of their history of illness or other past clinical characteristics. However, the higher precision of correct identification of women in the short term suggests that they form a more homogeneous group with regard to their predisposition to engage in violent behaviours.

Dynamic risk

The findings of this study emphasise that investigation of dynamic risk for violent behaviour requires a thorough consideration of pathways towards violence and the application of appropriate statistical methods. This approach may not result in findings on the (questionable) accuracy of prediction (as in the static risk approach) but informs clinicians about causal relationships of specific symptom constellations as long as they are present. Moreover, dynamic risk factors are changeable and therefore amenable to intervention. Appropriate management of these should therefore result in fewer violent incidents.
As in the static risk module, our analyses revealed significant differences between men and women. At first glance there appeared to be some overlap of dynamic risk factors in both sexes. Significant dynamic causal risk factors for men in the first step of analyses were agitation, pressure of speech/thoughts racing, persecutory delusions, abusive/persecutory voices, irritability and changes in appetite. In women, dynamic causal risk factors included disorganised thinking (speech), persecutory delusions, grandiose delusions, commentary voices, other auditory hallucinations, inappropriate affect, irritability and poor concentration.

In previous studies using clinical samples we have demonstrated that there is a strong association between persecutory delusions, or delusions implying threat to the individual, and violent behaviour.\textsuperscript{21,291} However, this pathway was not direct but was explained by angry affect as a result of the delusional beliefs. In both men and women, persecutory delusions were a risk factor for violent behaviour, with the effect being significantly stronger for women. We did not have a measure of anger in this study but irritability shares common features with angry affect and served as a proxy measure. Irritability was related to both persecutory delusions and violence in men and women. However, mediation analyses revealed that the pathways were different dependent on sex. The association between persecutory delusions and violence was no longer significant and substantially explained by irritability in men. In women there was some attenuation in the magnitude of the effect, but persecutory delusions still demonstrated a direct association with violence after inclusion of the mediator (irritability). This has important treatment implications. To prevent violence in psychotic men, treatment of irritability or anger is of utmost importance. In women, however, treatment of irritability will reduce the risk but only to some degree. Their persecutory delusions need attention and, if unresponsive to treatment or non-compliant, women will be at higher risk for violence even if their irritability has abated.

Irritability was the only affective state in men associated with violent behaviour. Furthermore, it was a significant mediator and explained not only the association with persecutory delusions but also the association with pressure of speech/thoughts racing and abusive/persecutory voices. Agitation was the only symptom that demonstrated a direct pathway towards violent outcome. Irritability and agitation in men with psychotic illness are therefore the most important symptoms that should be treated to reduce the risk of violence.

In women, inappropriate affect was another causal risk factor for violence and a further important mediator. However, the associations with disorganised thinking (speech) and other auditory hallucinations were still significant (although attenuated) after inclusion of both affective states. The association of grandiose delusions with violence was explained by inappropriate affect and the relationship of poor concentration with violence was explained by irritability. In women, risk factors for violence were irritability and inappropriate affect but attention should also be paid to persecutory delusions, disorganised thinking (speech) and auditory hallucinations such as third-person hallucinations, command hallucinations, neutral voices and non-verbal auditory hallucinations.

\textbf{Interactions of static and dynamic risk}

We identified few symptom constellations in which the association between dynamic risk factors and violent outcome was dependent on the level of static risk assessed with our static risk algorithms. The pattern was again different in men and women.

In men, abusive and persecutory voices were risk factors for violence only when the patient was classified as being at high static risk. In women, agitation demonstrated a significant interaction with static risk and should be considered relevant irrespective of high or low static risk.
Conclusions

There are remarkable differences in the risk for violence between men and women with psychotic illness. Symptoms of psychosis are more strongly associated with violent behaviour in women whereas affective states play a more important role in men. Inherent propensity towards violence as measured by static risk has little influence on the association of clinically relevant dynamic risk factors and engagement in violence. Sex differences in risk for violence require further investigation and should be considered in management and treatment to reduce violent incidents.

Construction/audit of the instrument

The findings of this study were presented at two consultant meetings in adult forensic and general psychiatry (Centre for Mental Health in Newham and John Howard Centre in Hackney, London). The consultants were invited to comment on the theoretical and analytical approach of the instrument. Based on their comments a first version of the risk assessment instrument was constructed including two modules, one for men and one for women, that incorporated a static and a dynamic risk assessment. The instrument was then sent out for audit and further comments about its usefulness and practicability.

Overall, the feedback was very positive. The majority of consultants considered the instrument to be very useful. According to the consultants, there was variation with regard to the time it would take to gather the information, which ranged from 5 to 30 minutes. However, considering that administration and rating of the HCR-20\(^{287}\) can take hours we believe that the time to code the instrument can be fitted into clinical practice.

There were requests regarding a more precise definition of the time frame in which risk is elevated and how often the instrument should be administered. These comments were taken into consideration and the instrument was amended accordingly (see Appendix 1).

Mental illness and violence: service users’ perspectives

Katherine

My name is Katherine Barrett and I have been a mental health service user for 23 years. During this time, I have been in hospitals and crisis houses. In 2000, I became very unwell after a year of psychotherapy at the Tavistock. I met with a crisis team regularly between 1999 and 2007 when I was a revolving door patient. My recovery process took time and involved taking medication, returning to work, stopping taking my medication, becoming unwell again, taking months off work, seeing the crisis team, taking the medication again and – slowly – getting back to better health and maintaining it.

I am a qualified teacher and experienced a lot of stigma in my past teaching posts because of my mental illness. Since 2008, I have been taking medication every day, so my quality of life has improved. However, I experience side effects of the medication that are sometimes difficult to cope with but I know that it is necessary to maintain my health.

Through service user involvement, I now do some work that involves my past experience of mental illness and I have been involved in various research projects.

Violence committed by a mentally ill person is a very sensitive subject because of the stigma surrounding it. The media coverage does not help. The media often portray mental illness horrifically. This adds to the stigma already associated with mental illness and people who read the articles can become fearful and biased towards people with mental health problems.
But violence does happen in those with mental illness. I have been confronted with this issue when I was participating in the approved mental health professionals (AMHPs) re-warranting panels. The AMHPs often go to someone’s house with the police if the person has a history of violence. Depending on how they behave and how the team assesses the risk of aggressive and violent behaviour, they can end up being sectioned and taken away from their home to hospital in a police van. This can destroy community relationships for the service user and can be very traumatic for them. However, I have also witnessed violence on acute wards. Acute inpatient wards are difficult places to be. Once I observed a woman shouting and pulling over a bookcase. On another occasion a woman was punching a police officer as he carried her to her room. I saw a drunken man who became sick in a corridor. He was wandering around without his top and was shouting. Acute wards are distressing enough because you are sick. Having to face up to violent behaviour increases the distress. It is such a difficult situation to find yourself in and makes you feel frightened, worried, anxious and sad. None of the team on the ward talked to me about these incidents. I think a mental health practitioner should be involved if you witness violence on an acute ward. It is very difficult to handle the situation on your own.

So why do mentally unwell people become violent? I believe some are violent irrespective of their mental illness. It may be because of their personality. Others may be violent because they are frustrated or it may be the way that they have dealt with things in the past and it has worked. Others, however, are violent because they feel that they are persecuted or that there are voices telling them to do so. For these people it is very difficult to accept their own violent behaviour when the voices, the feelings of being persecuted, have gone away. Depending on how serious their violent behaviour was, this can be a very distressing experience and extremely difficult to cope with, knowing that they have hurt someone else badly.

David
My name is David Hindle. It is now 12 years since I lost my full-time job at the age of 44 because of being unable to continue because of mental ill health. It was totally devastating, but looking back it was the right thing for me. It enabled me to start a journey of recovery without a key pressure in my life. Although I was originally diagnosed as suffering from depression, this was later changed to bipolar affective disorder. Although for me the lows prevailed, there have also been times of agitation, anger and sometimes elation.

For me having something to do is important, but I have to do it at my own pace and try to avoid stress. Through various activities I started to rebuild my shattered confidence and self-esteem. I became involved in various service user activities, seeking to improve local services. Eventually I pulled back on some of those activities and started to work with the Mental Health Research Network. That led me around 5 years ago to start to be actively involved in mental health research. Through that I have gained various opportunities to carry out research.

I find instinctively the issue of thinking about violence and mental health together as tricky. One reason for this is that such an association does in my mind feed into a stigmatising stereotyping of those who do have mental health issues, particularly psychosis. It can also feel like focusing on the issue of safety/risk rather than looking at the whole person. It reminds me of the negative headlines sometimes seen in the media. I have, however, been around in the mental health system long enough to appreciate that at times mentally ill people, if not appropriately treated, can behave violently.

In one of my current roles as an Associate Hospital Manager I sit on Managers’ Panels. It often strikes me how difficult it is to judge the issue of the likelihood of future violence, despite that issue sometimes being a key part on which a clinician is making a recommendation for continued detention or a community treatment order. Sometimes, these decisions can appear arbitrary and not grounded in a realistic assessment of risk.
We both have been involved in the First Episode Psychosis Follow-Up study and sat on the steering group panel of the VoRAMSS study (see Section C). We believe that the research output from this programme is very important to tackle the extremely sensitive issue of violence in those with mental illness. Considering both sides we believe that it is important for clinicians to have good accurate tools to help them make good clinical decisions about the likelihood of violence. It can be a means whereby some patients who are unnecessarily kept in inpatient wards, because of unfounded concerns about their risk of violence, could instead be discharged. On the other hand, it can be used as a way of ensuring better support and treatment for those who may be at risk of violence, thereby helping to aid recovery. We appreciate the aim to identify risk factors that are changeable. Focusing on factors that cannot be changed will not help the patients concerned. But treating symptoms that are causally related to violent behaviour will help to prevent such incidents, therefore helping the service user as well.
Section C The validation of new risk assessment instruments for use with patients discharged from medium secure services
Chapter 13  A follow-up of patients discharged from medium secure services in England and Wales

Background

Accuracy of violence risk assessment and good risk management are key objectives for both public protection and quality of care among patients discharged from medium secure units. Methods of risk assessment have developed significantly over the past two decades.306 Currently, the preferred method in UK mental health services is SPJ, which combines the use of empirically validated instruments or guidelines with professional knowledge and discretion.307 This allows for risk assessment to be a dynamic process and ensures that important personal/individual factors are not overlooked. It also means that research has an important role to play in externally validating risk assessment measures with different samples.308

Until recently, the focus of risk assessment has been mainly on factors that may increase the likelihood of future violence. Risk management strategies have concentrated on reducing the impact of these problem areas. Recently, assessment of protective factors has been shown to be a valuable addition to the risk management process.309

Risk assessment and management are vital components of discharge planning, transfer between different levels of security and care reviews.307 Key transition points, such as discharge from inpatient settings, are considered to be times of elevated risk and vulnerability and present challenges in terms of continuity of care and risk management, because care is often passed from one service to another.310 In forensic mental health services, clinical decisions on risk are made at all stages of the service user’s pathway through services.

Over the last two decades, the concept of violence risk assessment in mentally disordered service users has gained considerable public, political and clinical attention. A relatively small yet significant number of incidents involving people with mental illness have received considerable media attention.311–313 Recommendations from inquiries following such events have also been widely publicised, highlighting procedural failings or missed opportunities for prevention.314 This has left a strong impression of the potential dangerousness to the public from individuals who have various forms of mental disorder and has engendered a lack of public confidence in the ability of mental health services to manage risk adequately.315

Evidence suggests that the percentage of the public who believe that people with a mental illness are prone to violence is increasing.316 However, research has demonstrated that, over an 11-year period, approximately 9% of homicides in England and Wales were found to have been committed by individuals who had an abnormal mental state310 and that the proportion of people with a mental illness committing criminal homicide has been decreasing.317 Nonetheless, given the grave consequences of some isolated incidents and the immeasurable impact on victims’ families and communities, it is perhaps not surprising that risk assessment and management have become a central focus for mental health policy and practice.

The Criminal Justice Act (CJA) 2003318 introduced legislation requiring multiagency risk assessment of all offenders who pose a serious risk of harm to the public. Multiagency public protection arrangements obligate local criminal justice agencies to work in partnership to assess and manage the risk posed by violent offenders in their area. The introduction of extended sentences for certain violent or sexual offences (Legal Aid, Sentencing and Punishment of Offenders Act 2012319) and other legislation reliant on an assessment of ‘dangerousness’ (CJA 2003318) has also elevated the role of risk assessment and
management in forensic settings for public protection purposes. Risk assessments may be used in court or at hearings and may influence legal decisions on sentencing, further detention or release, whereas risk management is a vital aspect of sentence planning.\textsuperscript{320}

In contemporary forensic mental health services, risk assessments are key to risk management formulation, planning and decision-making, which can ultimately prevent violent behaviour and reduce victimisation.\textsuperscript{307} Assessing risk of violence is especially important when planning the discharge of mentally disordered offenders from secure psychiatric services so that suitable placements and multiagency support packages can be put in place.\textsuperscript{321} Clinically, there is a difficult balance to be achieved in risk assessment and care planning between promoting recovery for the service user and protecting others from harm. Overly restrictive measures could limit opportunities for rehabilitation and recovery as well as infringe on an individual's freedom.\textsuperscript{322} Failure to manage risk effectively, on the other hand, could result in serious harm.\textsuperscript{311}

To provide continuity of care between inpatient and community services, the Care Programme Approach (CPA) was introduced in 1991 as a framework for the co-ordination of effective mental health care for people with complex needs in contact with secondary mental health services in the UK.\textsuperscript{323} The CPA outlines basic requirements that should be in place for all service users. These include the formulation of a care plan, an appointed worker who co-ordinates the implementation of the care plan and regular reviews.\textsuperscript{323} Risk management is a core element of the CPA. A best practice guide for risk management\textsuperscript{324} in mental health services and a series of tools to inform local policies were disseminated as part of the government’s National Mental Health Risk Management Programme.\textsuperscript{324} The value of a structured, evidence-based and consistent yet individualised approach was emphasised. Interdisciplinary and interagency communications were highlighted as essential and a collaborative positive approach with a focus on recovery was promoted.\textsuperscript{307}

**Methods of risk assessment**

Despite government advice clearly encouraging multiagency collaboration, communication and consistency across services,\textsuperscript{307} there are still vast disparities in approaches to risk assessment between agencies and disciplines, which may serve to make this task more difficult.\textsuperscript{325–327}

There has also been substantial debate and controversy about the ability of mental health professionals to predict violence, with one review concluding that clinicians’ predictions about future violence were accurate on only around one in three occasions.\textsuperscript{328} One of the reasons suggested for this is the low base rate of violence. It is difficult to predict violent behaviour with any degree of certainty, especially if the violence is serious and therefore rare. The most common inaccuracy is a false-positive outcome, in which violence is predicted but does not occur.\textsuperscript{329,330} Further, prediction formulae are unable to control for fluctuations in mood, mental state or behaviour.\textsuperscript{331,332}

In a sample of 959 service users discharged from UK medium secure services (MSSs) over a 12-month period, Maden et al.\textsuperscript{333} observed a violent reconviction rate of only 6% over a 24-month follow-up period. Their recommendations included less focus on violence prediction and more on screening for violence to identify those at highest risk to prioritise risk management interventions for this group. The variety of risk assessment methods and tools used, coupled with a lack of consistency in training and quality assurance within and between services, complicates the task of successful multiagency risk management yet further.\textsuperscript{334,335} Methods of assessment have developed significantly over the past two decades and different approaches including clinical opinion, SPJ and statistical or actuarial techniques have been the subject of much debate and research.
Clinical opinion or unstructured professional judgement

The ‘first-generation’ approach to violence risk assessment was that of clinical opinion. This involves clinicians evaluating risk based on their own professional experience and allows them complete freedom to apply their discretion and personal intuition to each case. There is generally no structured guidance on which information should be considered as part of the assessment and this has therefore also been described as unstructured professional judgement.\(^{289}\) It has been criticised on several grounds, including poor violence prediction accuracy and low inter-rater reliability,\(^{336-338}\) but others have highlighted the advantage of being able to consider factors that may be specific to individuals.\(^{339}\) In addition, in contrast to Monahan’s\(^{328}\) findings, later research suggests that the ability of clinicians to predict violence is significantly better than chance.\(^{340,341}\)

Actuarial methods

Actuarial risk assessment is, in contrast, a structured method that involves a calculation of the level of risk by coding or weighting each case according to a set of predetermined factors or rules. The factors are often static, such as demographics or past convictions, and are chosen as they are known or thought to be correlated with violence risk. Actuarial methods appear to offer increased consistency in risk assessment\(^{289,342}\) but critics have identified that crucial case-specific dynamic factors (e.g. threats of violence, deteriorating mental state) cannot be usefully considered in actuarial assessments, leading to potentially important indicators of violent behaviour being overlooked.\(^{331,343}\)

Structured professional judgement

Both clinical and actuarial approaches have further advantages and disadvantages and the debate as to which approach is most relevant to clinical practice is complex. However, the current consensus appears to be that a combination of clinical and actuarial approaches is warranted, whereby the clinical task of assessing and managing violence risk is validated by the SPJ approach.\(^{307,344}\) In the SPJ approach, the emphasis is on developing evidence-based guidelines or frameworks that promote systematisation and consistency yet are flexible enough to account for case-specific influences and the context in which assessments are conducted. SPJ methods have generally been adopted more readily in clinical practice than actuarial measures alone as these methods can promote transparency and accountability yet encourage the use of professional discretion and the basis of the guidelines is rooted in scientific knowledge evaluation of a model of violence.\(^{331}\) In addition, this approach moves away from the research priority of violence prediction and supports instead the clinical reality of building a comprehensive plan for violence risk management and violence prevention.\(^{345,346}\)

Protective factors

Whereas extensive research has attempted to identify the factors most associated with an increase in violence risk in various populations and situations, limited attention has been paid to those factors that may reduce it. De Vogel et al.\(^{347}\) sought to right this balance and complement existing SPJ risk assessment measures with the development of a measure that assesses various factors thought to reduce or mitigate violence risk. Their tool, the Structured Assessment of Protective Factors for Violence Risk (SAPROF), includes positive and predominantly dynamic factors, therefore supporting one of the best practice principles of violence risk management, that it ‘must be built on a recognition of the service user’s strengths and should emphasise recovery’.\(^{307}\) The SAPROF has recently been validated in a sample of Dutch forensic psychiatric service users.\(^{348}\) It showed good inter-rater reliability and both the total SAPROF score and final risk judgement predicted non-recidivism. When combined with the HCR-20,\(^{287}\) it increased the predictive validity of violent recidivism in comparison with the HCR-20 used alone.
Rationale for the current study

Borum\textsuperscript{349} identified the strengths of the SPJ approach but called for the development of new assessment tools, clinical guidelines for their application and training to move clinical risk assessment practice forward.

There are many SPJ measures available and more are being developed, but it is vital that their use is validated through research before their application to new samples and clinical practice.\textsuperscript{308}

The most frequently used SPJ guideline for violence risk assessment is the HCR-20.\textsuperscript{287} The HCR-20 has been widely tested in forensic services in the UK and there is promising evidence to support its use.\textsuperscript{321,350} However, the HCR-20 has recently been further developed into version 3 (HCR-20\textsuperscript{v3}), which requires further validation in UK samples.

Previous research has demonstrated that the majority of offenders with mental illness in medium secure hospitals were admitted under the Mental Health Act 1983\textsuperscript{351} legal classification of mental illness.\textsuperscript{352–354} Most actuarial measures and SPJ guidelines have been developed among samples of prisoners and service users without consideration of mental disorders or among samples with a variety of mental disorders including personality disorders. Therefore, it is likely that existing SPJs may not be suitable for the majority of mentally disordered offenders detained in UK MSSs. A recent study by Hickey \textit{et al.}\textsuperscript{22} attempted to address this dilemma by developing the MSRAG as an actuarial risk prediction instrument based on a sample of mentally disordered offenders with a major psychotic disorder discharged from MSSs. If the MSRAG is to have any practical clinical utility, it is essential to externally validate this instrument to compare it with existing instruments using new samples. This study, therefore, investigated the predictive validity of the HCR-20\textsuperscript{v3} and the MSRAG with a sample of discharged offenders from NHS medium secure pathways in England and Wales.

It has also been noted in previous studies that certain factors mitigate against the likelihood of future violence and it has been hypothesised that those discharged from MSSs are less likely to be violent if additional community support and supervision is provided.\textsuperscript{22,321} Although the knowledge of putative violence risk factors and the development of violence risk assessments has grown enormously, hardly any attention has been paid thus far to aspects that may compensate for or mitigate against risk. This study examined how levels of support post discharge impact on violent outcomes. The SAPROF was also evaluated in this sample to enable further analysis of the role of protective factors.\textsuperscript{347}

Previous research studies attempting to validate risk factors and risk assessment instruments have been beset by methodological problems, which have threatened the validity and reliability of the findings. A number of crucial, methodological problems have been noted in this area.\textsuperscript{355} First, predictor variables in violence risk assessment research tend to be very narrow and inconsistent. Second, the criterion variables tend to be weak in that the reliance in many studies is on official records that tend to overlook violence that occurred which did not precipitate intervention by a government agency.\textsuperscript{356} Finally, another crucial weakness of previous research is the problem of selection bias.

In prospective validation studies that address the methodological problems highlighted above, the generalisability of the findings remains limited by the fact that in all studies there is a significant minority of at least 30% of potential participants who refuse to participate.\textsuperscript{300,321} It is also likely that those service users who do not consent are the group who are most at risk of being non-compliant and antisocial and who are, therefore, more likely to be violent post discharge. As a result, the data that new instruments are based on are imperfect. This could seriously impact on the validity of any instrument derived from research and, therefore, the full benefits of the research in developing evidence-based approaches to reduce the risk of community violence may be lost.

This study adopted a confidential inquiry approach to overcome some of the methodological problems experienced in previous research while continuing to protect the legal rights and anonymity of the
participants. All service users discharged within the study period were included subject to Section 251 of the NHS Act 2006. This maximised the validity and reliability of the findings. Violent outcome was measured using three sources. PNC records were used to detect cautions or convictions for violent offences during follow-up. The MCVI was also used during interview with a collateral informant (a professional who had worked closely with the service user during the follow-up period, the care co-ordinator or a social supervisor when possible). This ensured that any violent incidents that may have occurred but which did not result in contact with the criminal justice system were also captured. The interview was also supplemented by a review of clinical records.

There is also little information on what risk management systems exist in health-care services for service users and offenders with mental disorders in the UK. There is little hard evidence to show the way that risk assessment and management might be effectively implemented in practice. Implications for clinical practice were therefore considered throughout the course of this body of work and results will be disseminated to key stakeholders. In summary, public protection from violent, sexual and other high-risk behaviours is increasingly expected from health-care professionals and services that they work for. These problems place a considerable expectation on health-care services and some specialist mental health services are specifically designed to reduce risk. Risk assessment and risk management are key methods used by professionals. Risk is highest in community settings where monitoring and supervision are limited and therefore risk is more difficult to manage. New risk management interventions are required with a community focus. Research methods and statistical procedures have been developed to provide clinical tools to help health-care professionals in risk management. Our research using a confidential inquiry approach aimed to build on these developments. As far as we are aware, these methods have not been previously applied to UK or international populations.

The purpose of the current research was to build on previous research validating new ARA instruments in MSS samples; validating new SPI guidelines in medium secure forensic samples; and identifying and validating measures of protective factors for violence.

**Objectives**

The objectives of the study were to:

1. describe the characteristics of patients discharged from MSSs
2. identify their location following discharge at 6 and 12 months
3. compare patients who were violent following discharge with those who were not violent.

**Methods**

**Sample**

The study team was notified of all discharges from a medium secure NHS pathway in England and Wales during a 12-month period (1 September 2010 to 31 August 2011). All service users discharged during this time from participating MSUs and low secure units (LSUs) were eligible for inclusion in the study, except for those aged < 18 years or > 65 years. Independent sector hospitals were excluded, as were any units that specialised in learning disabilities. In total, 32 MSUs and 21 LSUs directly linked to the medium secure discharge pathway participated. In this study, NHS units were selected as they are subject to similar governance and regulations and this would enhance consistency across sites.

**Ethics**

The National Research Ethics Service – North West – Preston Committee (09/H1016/126) and the University of Manchester Ethics Committee granted ethical approval. Site-specific approvals were also obtained from
the relevant NHS trusts responsible for each MSU or LSU. All researchers had NHS research passports and letters of access.

All participating staff were provided with a staff information sheet. During the initial telephone contact, researchers gave a full explanation of the study rationale, relevant approvals and the nature of staff involvement. Written consent from staff was obtained by researchers in each case, prior to participation. Approval from the NIGB under Section 251 of the NHS Act 2006 to access information about NHS service users without their consent was sought and granted.

A trial of consent was undertaken at two sampled MSUs (Edenfield, Manchester, and Guild Lodge, Preston). Details of the study and expectations of participants were explained to service users approaching discharge (on pre-discharge wards). The study was described as one that might be carried out in the future and it was suggested to service users that they were being asked if they would consider taking part if it were to go ahead, rather than actually committing to participation in an active study. They were then given the opportunity to think about whether or not they would participate and asked to indicate this on a consent form, which was posted back to the research team once completed. The response rate to the trial was rather low. Of 24 pre-discharge service users identified at the Edenfield, five replied (four gave consent and one refused). Of 70 potential participants at Guild Lodge, eight replied (two gave consent and six refused). The research team felt that the trial confirmed the need for Section 251 approval to achieve a full and meaningful sample.

Pathways
While engaging with all of the NHS MSSs throughout England and Wales for the purposes of this research, it became apparent that the structure of these services is very complex. For example, many MSUs have the equivalent of low secure care and even open units integrated into their MSS pathway. At these units, service users therefore pass through low secure wards or areas as part of their care pathway to the community. These service users, on discharge to the community, were recruited to the study as MSU discharges, even though they had left the equivalent of low secure and/or open unit care. In contrast, other MSUs have only medium secure provisions on site. They then have LSUs on separate sites to which they regularly discharge service users as part of their care pathway, in preparation for moving on to the community. Therefore, to be consistent in recruitment and standardise the sample, it became clear that those who were discharged from a MSS pathway, rather than just from a MSU, needed to be included. In some cases, this meant recruiting at the point of LSU discharge to the community, where service users had transferred from medium secure services. Only then could all service users be captured at a similar point along their pathway from medium secure care.

Individual service care pathways
Pathways were identified using a questionnaire that was sent out to link people at all participating MSUs. This enabled mapping of the regular care pathways of each service and specifically identified LSUs that formed part of those care pathways. Results from all sites were collated and half of these low secure sites were selected for inclusion, using a stratified sampling technique. The LSUs were stratified according to the nature of their relationship to the MSU: whether they were one of many LSUs that a MSU regularly discharged to or a single LSU to which most MSU service users were discharged as part of the main care pathway. Within these groups, LSUs were further stratified by their size according to the number of beds at both their unit and the MSU that discharged to them. Within these groups, 50% ($n = 21$) were then randomly sampled for inclusion in the study. Only 50% were included for practical reasons relating to resources and logistics. For those units selected, the relevant site approvals were sought.

Participants were deemed eligible for inclusion if they had been discharged from one of the sampled pathway LSUs to the community during the recruitment phase and had been in conditions of medium security immediately before being in the LSU, without interruption. Therefore, LSU service users had to be on a clear care pathway directly from medium secure services and be discharged to the community to be eligible.
Participants were discharged to one of four types of location: high secure unit (HSU), LSU, prison [Her Majesty’s Prison (HMP)] or the community and/or step-down open units. Therefore, all discharge locations other than a HSU, LSU or HMP were the community and/or step-down open units. As such, the definition of ‘community’ encompassed various types of accommodation, including independent tenancies, supported accommodation, hostels, open rehabilitation wards and open psychiatric units.

Procedure
The prospective cohort follow-up design was modelled on a similar study conducted by Doyle and Dolan321 although all discharges were included in the study regardless of consent.

A link person was identified at each of the participating sites. These link people acted as single points of contact throughout the course of the study and worked with the research team to develop a discharge notification system. In the majority of cases, this involved an e-mail from the link person to the study team with the date and destination of discharge, followed by a telephone call to supply identifiable details. At the end of the recruitment phase, participating units were asked to supply a list of all service users discharged during the 12-month period. Researchers then used this information to check that no one eligible for inclusion in the study had been missed and that no service users with multiple discharges had been duplicated in the sample. Research staff received training in the application of the relevant risk assessment tools from qualified trainers. Inter-rater reliability checks were conducted throughout the data collection period to ensure the correct application of the measures, accuracy of ratings and consistency between the ratings of researchers.

Part 1: baseline
Time of discharge acted as baseline. There were 788 discharges in the 12-month baseline period. All service users discharged into the community were assessed at baseline (n = 409). Baseline assessments consisted of:

1. an interview with a member of staff who knew the service user well in the 6 months prior to discharge
2. a review of each individual’s full historical clinical record.

Interviews were organised and conducted over the telephone whereas records were reviewed at the relevant unit in person by research staff. The link people helped to facilitate this process.

Measures
Demographic and personal information was collected for each individual in relation to sex, age, ethnicity, index offence, primary mental health diagnosis, length of stay as an inpatient and medication.

Information required to rate the following measures was also gleaned from a combination of the interview and a review of records.

Medium Secure Recidivism Assessment Guide
The MSRAG is a 12-item actuarial violence risk assessment tool designed in two parts to predict acquisitive recidivism and serious offending recidivism by service users discharged into the community for up to 2 years post discharge.22 Each of the items has a simple 3-point rating (–1, 0, +1) or binary rating (–1, +1).

Historical, Clinical, Risk Management-20 items
The HCR-20v2 is a broadband violence risk assessment instrument with potential applicability to a variety of settings.287 The conceptual scheme of the HCR-20 aligns risk markers into past, present and future. Ten historical factors relate to the past, five clinical items reflect current dynamic correlates of violence and five risk management items focus on situational post-assessment factors that may increase or mitigate risk. The items are scored as 0, 1 or 2. The HCR-20 is sensitive to change as the C (clinical) and R (risk) items are dependent on current functioning and context and act as a risk barometer. It has proved reliable in numerous research studies.
The HCR-20\textsuperscript{v3} is in the latter stages of validation and this study is expected to contribute to the evidence base for the instrument. Version 3 retains many of the core features of version 2 but changes have been made to the structure to reflect updates in professional and empirical literature and to improve the application of the instrument in clinical practice. Version 3 includes some new items of which several have been subdivided into multiple parts. This means the rater needs to consider 41 items in total. Item indicators are also provided to improve the reliability of the ratings and a relevance rating is now provided to allow the rater to code whether the risk factor is causally relevant to the risk of violence. The completion of a psychopathy checklist is no longer required for the HCR-20\textsuperscript{v3}.

**The Structured Assessments of Protective Factors for Violence Risk**

The SAPROF is a guideline developed to measure protective factors for violence risk.\textsuperscript{347} There are 17 items covering internal, motivational and external factors that have been found to protect against violence. Each item is rated on a 3-point scale (0, 1 or 2) and scores range between 0 and 34.

**Positive and Negative Syndrome Scale**

The Positive and Negative Syndrome Scale (PANSS) is a 30-item rating instrument that evaluates the presence/absence and severity of positive, negative and general psychopathology of schizophrenia.\textsuperscript{357} All 30 items are rated on a 7-point scale (1 = absence, 7 = extreme).

The PANSS was completed using information gathered from the staff interview and records review about the behaviour of the service users 1 month prior to discharge.

An interview schedule was devised that included each item of the SAPROF, HCR-20\textsuperscript{v3} and PANSS. Researchers explained each tool, item and the range of response options to participating staff, who then provided a rating on each item or subitem based on their knowledge of the service user in the 6 months prior to discharge (or 1 month for the PANSS). This method was based on previous research\textsuperscript{357} in which measures such as the Brief Psychiatric Rating Scale (BPRS) have been reliably rated using only information from collateral informants, their observations of service users and information noted in case records. This was, therefore, considered acceptable for research purposes.\textsuperscript{360,358}

Data collection sheets similar to the interview schedule (but with the addition of the MSRAG and historical items of the HCR-20\textsuperscript{v3}) were used to gather information and record ratings during the review of clinical records and the PNC by researchers.

Two scores per service user were generated, from the record review and the interview with the collateral informant. A composite score for each subitem and item was created in each case, based on the presence or absence from one or both information sources.

**The Hare Psychopathy Checklist: Screening Version**

The Hare Psychopathy Checklist: Screening Version (PCL:SV) has 12 items divided into two subsections: part 1 – interpersonal and affective; and part 2 – social deviance.\textsuperscript{359} Each item is scored on a 3-point scale (0 = no/item does not apply, 1 = maybe applies and 2 = yes, definitely applies). Total scores can range from 0 to 24.

The PCL:SV was rated once for all cases at 12 months’ follow-up as recommended in a previous study of this type,\textsuperscript{360} using information from both the interview and the records review. At interview, questions usually asked of the service user under assessment were asked of the collateral informant in relation to the service user instead.

**Part 2: follow-up**

All participants who were discharged to the community at baseline (n = 409) were eligible to be followed up at 6 and 12 months post discharge. The follow-up assessments consisted of a review of clinical records and an interview with the community social supervisor or care co-ordinator involved in each individual’s care during the relevant 6-month period.
Community follow-up measures

Violence
Violence was defined by combining the definitions of ‘violence’ and ‘other aggressive acts’ from the MCVI. Therefore, the definition of violence in this study included ‘sexual assaults; assaultive acts that involved the use of a weapon; or threats made with a weapon in hand’ (pp. 154–5),300 as well as all acts of battery, regardless of whether or not they resulted in injury. Verbal threats alone were not included.

MacArthur Community Violence Instrument
The MCVI consists of 18 questions focusing on violent incidents.300 Information gathered includes acts committed by the individual in question and acts committed by others in which he or she was the aggrieved or injured party.

Mental health staff completed the MCVI within the follow-up interview and this was used to detect any violent incidents in which service users were involved as either victims or perpetrators. If a violent incident had taken place, further details were gathered in relation to the following: when it happened in relation to discharge; the type of location; the relationship between those involved; and whether or not anyone involved was known to have been using substances or to have been symptomatic at the time of the incident.

Details of any violent incidents found during the review of clinical records were also noted and cross-matched with information obtained at interview.

Police National Computer
Details of criminal convictions in the 12 months post discharge were gathered using data from the PNC. Data provided included offence dates and a brief description of what had actually happened to constitute the offence. This enabled researchers to detect violent convictions or cautions relating only to offences actually committed in the relevant follow-up period that fit the definition of violence. Information from all sources (interview, notes and PNC) was combined to ascertain whether or not participants had been involved in any violent incidents during follow-up.

Community support
Detailed information about the frequency and type of informal and professional support available to each individual was gathered at interview and during the clinical records review. A formula developed in a previous study332 was then used to quantify levels of community support available in each case. Staff from mental health and social services who were in direct contact with the service users in the community were assigned a value depending on their role and responsibilities, with the highest value being assigned to the most highly qualified member of staff and vice versa (i.e. responsible medical officers = 3; other mental health professionals, e.g. community psychiatric nurses and social workers = 2; and unqualified support staff = 1). The frequency of contact was also assigned a value, with higher frequencies being given higher scores (e.g. less than monthly = 1, daily = 7). An overall score for community support for each service user was then calculated by multiplying the frequency value by the value assigned to each person and totalling for all staff in contact with each service user.

Information on current medication, treatment in the community and current living situation was ascertained at 6 and 12 months post discharge for each participant, alongside details of employment, structured activities, substance use, contact with criminal justice agencies and any periods of rehospitalisation. The same information was sought from both sources.

Analysis
Data were analysed using IBM SPSS for Windows version 20 (IBM Corporation, Armonk, NY, USA) and Stata.
Descriptive statistics of age, sex, ethnic origin, diagnoses, source of referral and legal status are reported. T-tests were used to investigate the difference in mean scores on the various scales between violent and non-violent groups. Chi-squared analyses were used to establish differences in prevalence of violence post discharge based on sex, legal status, ethnic origin, history of substance use, diagnosis of major mental illness or diagnosis of personality disorder. ROC analyses were used to examine the predictive validity of instruments. Pearson’s r correlation coefficient was used to specify the correlation between ratings on measures and the frequency of violence. Logistic regression analysis was used to examine the effect of sex and age on the association of the measures with violence.

Inter-rater reliability
The inter-rater reliability on all scales was calculated between four raters on 20 cases. Each of the raters was trained and supervised in the use of all scales. The intraclass correlations are provided in Table 97 and demonstrate a high level of agreement on all scales and subscales.

Results
There were 788 eligible service users discharged during the study period, of whom 409 (52%) were discharged to the community, 197 (25%) were discharged to low security, 159 (20%) were discharged to prison and 23 (3%) were discharged to high security.

Sample
The sample for this study included all those discharged to community settings. The frequency of discharge by originating MSU is shown in Table 98.

Numbers of discharges varied from unit to unit. The greatest number of discharges was from Reaside (Birmingham and Solihull NHS Foundation Trust, n = 47), with the fewest from Green Trees and the

<table>
<thead>
<tr>
<th>Scale</th>
<th>Intraclass correlation average measures</th>
<th>Intraclass correlation single measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20</td>
<td>0.916</td>
<td>0.732</td>
</tr>
<tr>
<td>Total</td>
<td>0.910</td>
<td>0.716</td>
</tr>
<tr>
<td>Historical total</td>
<td>0.900</td>
<td>0.692</td>
</tr>
<tr>
<td>Clinical total</td>
<td>0.926</td>
<td>0.757</td>
</tr>
<tr>
<td>Risk management total</td>
<td>0.980</td>
<td>0.925</td>
</tr>
<tr>
<td>SAPROF</td>
<td>0.957</td>
<td>0.848</td>
</tr>
<tr>
<td>Total</td>
<td>0.977</td>
<td>0.913</td>
</tr>
<tr>
<td>Internal</td>
<td>0.904</td>
<td>0.702</td>
</tr>
<tr>
<td>Motivational</td>
<td>0.971</td>
<td>0.893</td>
</tr>
<tr>
<td>External</td>
<td>0.932</td>
<td>0.775</td>
</tr>
<tr>
<td>Acquisitive</td>
<td>0.932</td>
<td>0.775</td>
</tr>
<tr>
<td>Serious</td>
<td>0.932</td>
<td>0.775</td>
</tr>
<tr>
<td>PANSS total</td>
<td>0.932</td>
<td>0.775</td>
</tr>
</tbody>
</table>

<sup>a</sup> Four raters on 20 cases.
Units located in the vicinity of large cities had the greatest discharge numbers, with four London-based units discharging 20+ service users within the study period (North London Forensic Service, Bracton Centre, River House and John Howard Centre) alongside Ravenswood (Portsmouth), Guild Lodge (Preston) and the Edenfield Centre (Manchester).

<table>
<thead>
<tr>
<th>Unit name</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North London Forensic Service</td>
<td>28 (6.8)</td>
</tr>
<tr>
<td>Bracton Centre</td>
<td>32 (7.8)</td>
</tr>
<tr>
<td>River House</td>
<td>26 (6.4)</td>
</tr>
<tr>
<td>Bridge House</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Three Bridges</td>
<td>17 (4.2)</td>
</tr>
<tr>
<td>Orchard</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>John Howard Centre</td>
<td>21 (5.1)</td>
</tr>
<tr>
<td>Shaftesbury Clinic</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Ashen Hill</td>
<td>12 (2.9)</td>
</tr>
<tr>
<td>Brockfield House</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>Trevor Gibbens Unit</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Norvic Clinic</td>
<td>14 (3.4)</td>
</tr>
<tr>
<td>Ravenswood</td>
<td>21 (5.1)</td>
</tr>
<tr>
<td>Marlborough House</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Oxford Clinic</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Butler Clinic</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Fromeside</td>
<td>14 (3.4)</td>
</tr>
<tr>
<td>Caswell Clinic</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Hatherton Centre</td>
<td>12 (2.9)</td>
</tr>
<tr>
<td>Reaside</td>
<td>47 (11.5)</td>
</tr>
<tr>
<td>Ardenleigh</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Arnold Lodge</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Bamburgh</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Roseberry Park/Hutton Centre</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Humber Centre</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Green Trees</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Newton Lodge</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Wathwood</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Edenfield Centre</td>
<td>22 (5.4)</td>
</tr>
<tr>
<td>Guild Lodge</td>
<td>24 (5.9)</td>
</tr>
<tr>
<td>Ty Llwynell</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>Scott Clinic</td>
<td>15 (3.7)</td>
</tr>
</tbody>
</table>
Sample characteristics
General demographic information was gathered for the 409 service users who were discharged to community settings. The characteristics of the sample are provided in Table 99.

Community settings
Those discharged to the community went to a range of settings with varied levels of professional support available. Of these, 123 (30.1%) were discharged to independent addresses, 240 (58.7%) to staffed supported accommodation and 46 (11.2%) to other open units.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable type</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>Mean (SD), median</td>
<td>37.63 (9.74), 38</td>
</tr>
<tr>
<td></td>
<td>Male median</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Female median</td>
<td>39</td>
</tr>
<tr>
<td>Length of stay (days)</td>
<td>Mean (SD), median, min.–max.</td>
<td>879.11 (974.45), 391, 7–7299</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>365 (89.2)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>44 (10.8)</td>
</tr>
<tr>
<td>Ethnic origin</td>
<td>White</td>
<td>244 (59.7)</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>24 (5.9)</td>
</tr>
<tr>
<td></td>
<td>Mixed heritage</td>
<td>27 (6.6)</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>104 (25.4)</td>
</tr>
<tr>
<td></td>
<td>Chinese or other</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>Primary mental health diagnosis*</td>
<td>Schizophrenia</td>
<td>267 (65.3)</td>
</tr>
<tr>
<td></td>
<td>Schizoaffective disorder</td>
<td>52 (12.7)</td>
</tr>
<tr>
<td></td>
<td>Mania/bipolar</td>
<td>29 (7.1)</td>
</tr>
<tr>
<td></td>
<td>Anxiety disorder</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Personality disorder</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td></td>
<td>Substance use</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td></td>
<td>Depression</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td></td>
<td>No diagnosis</td>
<td>19 (4.6)</td>
</tr>
<tr>
<td></td>
<td>Other diagnoses</td>
<td>26 (6.4)</td>
</tr>
<tr>
<td>Legal status</td>
<td>Restricted (37/41)</td>
<td>178 (43.5)</td>
</tr>
<tr>
<td></td>
<td>Community treatment order</td>
<td>118 (28.9)</td>
</tr>
<tr>
<td></td>
<td>Section 3</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td></td>
<td>Absolute discharge</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td></td>
<td>Informal</td>
<td>24 (5.9)</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>72 (17.6)</td>
</tr>
</tbody>
</table>
Follow-up

At 6 months post discharge, the follow-up collateral interview and notes review were completed for 387 (95%) of 409 discharges, with 22 participants lost at this stage. At 12 months post discharge, 344 (89%) of the remaining 387 participants were successfully followed up, with a further 43 lost.

Prevalence of community violence over 6 months post discharge

Prevalence of community violence was obtained from three sources: the PNC, the MCVI interview with the collateral informant and the review of clinical records. PNC data were requested for all of the community sample and 369 records (90.2%) were successfully reviewed, with the remainder unable to be traced using the details available.

Information from all sources was combined to detect violent incidents that met the study operational definition of violence. At 6 months post discharge, 54 of 387 participants (14.0%) successfully followed up had committed at least one violent incident. According to the PNC alone, only six (1.6%) were violent; in all cases in which violence was detected by the PNC it was also detected by either interview with the collateral informant or case record review.

Non-violent individuals tended to be older (mean 38.42 years, SD 9.73 years) than violent individuals (mean years 34.28, SD 8.69 years) and this difference was significant (p = 0.003). There was also a significant difference in prevalence of violence based on length of stay (p = 0.018). Those who were not violent during follow-up had been resident in medium secure care for longer before discharge (mean 957.59 days, SD 1018.74 days) than those who were violent (mean 615.44 days, SD 701.63 days).

As shown in Table 100, a greater proportion of men than women were violent but this result was not significant. There was, however, a significant difference in prevalence of violence based on legal status. A smaller proportion of those conditionally discharged under Section 37/41 (Mental Health Act 1983) were violent than those discharged under other sections.

Of 54 individuals who were violent by 6 months post discharge, information from a collateral informant was available in 43 cases. Just over 42% of these 43 cases were described as symptomatic at the time of the incident, with 58% not experiencing symptoms of mental illness at the time, according to the interviewee.

---

**TABLE 99** Characteristics of the sample (n = 409) (continued)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable type</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of referral</td>
<td>Community</td>
<td>83 (20.3)</td>
</tr>
<tr>
<td></td>
<td>Prison</td>
<td>161 (39.4)</td>
</tr>
<tr>
<td></td>
<td>Non-forensic</td>
<td>36 (8.8)</td>
</tr>
<tr>
<td></td>
<td>HSU</td>
<td>29 (7.1)</td>
</tr>
<tr>
<td></td>
<td>MSU</td>
<td>56 (13.7)</td>
</tr>
<tr>
<td></td>
<td>LSU</td>
<td>10 (2.4)</td>
</tr>
<tr>
<td></td>
<td>A&amp;E</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>28 (6.8)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>3 (0.7)</td>
</tr>
</tbody>
</table>

Max., maximum; min., minimum.
a Primary mental health diagnosis only is shown in this table. A further 56 participants (13.7%) were found to have a comorbid diagnosis of personality disorder. Also, almost two-thirds of participants (n = 268, 65.5%) were found to have a definite and serious history of substance misuse.
Prevalence of community violence over 12 months post discharge

The same procedure was applied to detect the prevalence of violence by 12 months post discharge. By this stage, 87 (22.5%) participants had been violent according to information gathered from interview and file review (Table 101). Again, the PNC level of detection was lower, with only 11 (2.8%) cases having recorded violent convictions or cautions. However, in three cases, the violent incidents on the PNC had not been detected by interview or case record review. In addition, interestingly, the PNC detected violence committed by one individual who was not able to be followed up by the study team as they had disengaged with services.

Differences between the violent and non-violent groups based on age and length of stay remained significant at 12 months post discharge. The non-violent group was again older on average (mean 39.08, SD 9.50 years) than the violent group (mean 33.56 years, SD 9.13 years) ($p < 0.001$). Similarly, those who were not violent had remained as an inpatient for longer before discharge (mean 1003.99 days, SD 1051.10 days) than those who were violent (mean 585.25 days, SD 628.13 days) ($p < 0.001$).

Table 101 shows that a significant difference in the prevalence of violence based on legal status remained at 12 months post discharge. Again, a smaller proportion of those conditionally discharged under Section 37/41 (Mental Health Act 1983) were violent than those discharged under other sections. No significant differences in violent outcome were identified in relation to sex, ethnicity, history of serious substance use, diagnosis of major mental illness or presence of personality disorder.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Violent ($n = 54$), $n$ (%)</th>
<th>Non-violent ($n = 333$), $n$ (%)</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>51 (14.8)</td>
<td>293 (85.2)</td>
<td>1.96</td>
<td>1</td>
<td>0.161</td>
</tr>
<tr>
<td>Female</td>
<td>3 (7.0)</td>
<td>40 (93.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major mental illness</td>
<td>49 (13.7)</td>
<td>309 (86.3)</td>
<td>0.28</td>
<td>1</td>
<td>0.595</td>
</tr>
<tr>
<td>No major mental illness</td>
<td>5 (17.2)</td>
<td>24 (82.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British/Irish/other white groups</td>
<td>28 (12.0)</td>
<td>205 (88.0)</td>
<td>1.83</td>
<td>1</td>
<td>0.176</td>
</tr>
<tr>
<td>Other ethnic groups</td>
<td>26 (16.9)</td>
<td>128 (83.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of personality disorder</td>
<td>12 (15.4)</td>
<td>66 (84.6)</td>
<td>0.167</td>
<td>1</td>
<td>0.683</td>
</tr>
<tr>
<td>No history of personality disorder</td>
<td>42 (13.6)</td>
<td>267 (86.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal status at discharge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section 37/41</td>
<td>17 (9.7)</td>
<td>159 (90.3)</td>
<td>4.958</td>
<td>1</td>
<td>0.026</td>
</tr>
<tr>
<td>Other</td>
<td>37 (17.5)</td>
<td>174 (82.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of serious substance use</td>
<td>38 (14.8)</td>
<td>219 (85.2)</td>
<td>0.442</td>
<td>1</td>
<td>0.506</td>
</tr>
<tr>
<td>No history of serious substance use</td>
<td>16 (12.3)</td>
<td>114 (87.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

df, degrees of freedom.
By 12 months post discharge, information from a collateral informant was available for 64 of the 87 violent individuals. At this stage, 47% were described as symptomatic at the time of the incident.

Frequency of violence during the first 6 months post discharge
The 54 people who were violent in the first 6 months following discharge committed a total of 99 violent acts. Thirty-three people had committed a single act of violence and the highest number of violent acts committed by a single person was eight.

Frequency of violence by 12 months post discharge
By 12 months’ follow-up, the 87 people who had been violent had committed a total of 176 violent acts. Fifty-one people had committed a single act of violence, with the highest number of acts committed by a single person rising to 12.

The association between frequency of post-discharge violence at 6 months and 12 months and scores on all scales and subscales was investigated. There was a significant correlation between all of the scales and post-discharge violence at 6 months. The SAPROF total score had the strongest correlation at 6 months. At 12 months all scales were significantly correlated with post-discharge violence except for the PANSS negative subscale. The SAPROF total score was again the strongest correlate with violence compared with other scales (Table 102).

### TABLE 101 Comparison of violent and non-violent groups at 12 months’ follow-up

<table>
<thead>
<tr>
<th>Variable</th>
<th>Violent (n = 54), n (%)</th>
<th>Non-violent (n = 333), n (%)</th>
<th>χ²</th>
<th>df</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>81 (23.5)</td>
<td>263 (76.5)</td>
<td>2.02</td>
<td>1</td>
<td>0.155</td>
</tr>
<tr>
<td>Female</td>
<td>6 (14.0)</td>
<td>37 (86.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major mental illness</td>
<td>81 (22.6)</td>
<td>277 (77.4)</td>
<td>0.06</td>
<td>1</td>
<td>0.810</td>
</tr>
<tr>
<td>No major mental illness</td>
<td>6 (20.7)</td>
<td>23 (79.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British/Irish/any other white background</td>
<td>47 (20.2)</td>
<td>186 (79.8)</td>
<td>1.79</td>
<td>1</td>
<td>0.181</td>
</tr>
<tr>
<td>Other ethnic groups</td>
<td>40 (26.0)</td>
<td>114 (74.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of personality disorder</td>
<td>17 (21.8)</td>
<td>61 (78.2)</td>
<td>0.03</td>
<td>1</td>
<td>0.871</td>
</tr>
<tr>
<td>No history of personality disorder</td>
<td>70 (22.7)</td>
<td>239 (77.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal status at discharge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section 37/41</td>
<td>27 (15.3)</td>
<td>149 (84.7)</td>
<td>9.44</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>Other</td>
<td>60 (28.4)</td>
<td>151 (71.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of serious substance use</td>
<td>62 (24.1)</td>
<td>195 (75.9)</td>
<td>1.19</td>
<td>1</td>
<td>0.276</td>
</tr>
<tr>
<td>No history of serious substance use</td>
<td>25 (19.2)</td>
<td>105 (80.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

df, degrees of freedom.
Severity of violence
All violent incidents recorded complied with our operational definition of violence. The majority of incidents detected using the MCVI during interview with a collateral informant were of a less serious nature. Of 112 incidents detected at 12 months’ follow-up using this method, only 16 were categorised as hitting someone with a fist or beating them up and eight related to the use of knives, guns or lethal weapons. The remainder (78.6%) therefore fell into categories covering slaps, kicks and bites. No incidents of homicide or acts of a violent sexual nature were detected by interview.

The 11 people who committed violent offences during follow-up according to the PNC were convicted of a total of 28 such offences. The most severe was an individual convicted of nine violent offences, which included five counts of rape and one of grievous bodily harm (GBH) with intent. All nine offences related to the same episode of violence. Five of the 11 committed common assault or battery. Other offences included were incidents of kidnap, false imprisonment, robbery and affray and violent disorder, in which threats were made with a weapon in hand during the commission of the offence.

Risk assessment measures and violence at 6 months post discharge
Those in the violent group scored significantly higher than those in the non-violent group across all of the subscales and on the overall total score for the HCR-20\(^3\), MSRAG and PANSS (Table 103). Likewise, those in the violent group scored significantly lower than those in the non-violent group on all of the subscales and the overall total score of the SAPROF.

Risk assessment measures and violence at 12 months post discharge
Table 104 shows that, in line with the findings at 6 months post discharge, there were significant differences in scores on all of the subscales and the total scores for the HCR-20\(^3\), SAPROF and MSRAG.

### Table 102  Correlations between scale scores and frequency of violence post discharge at 6 and 12 months

<table>
<thead>
<tr>
<th>Scale</th>
<th>Violence at 6 months post discharge</th>
<th>Violence at 12 months post discharge</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20(^3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.231***</td>
<td>0.243***</td>
</tr>
<tr>
<td>Historical</td>
<td>0.144**</td>
<td>0.139**</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.218***</td>
<td>0.243***</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.181***</td>
<td>0.194***</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>–0.318***</td>
<td>–0.311***</td>
</tr>
<tr>
<td>Internal</td>
<td>–0.262***</td>
<td>–0.270***</td>
</tr>
<tr>
<td>Motivational</td>
<td>–0.278***</td>
<td>–0.271***</td>
</tr>
<tr>
<td>External</td>
<td>–0.204***</td>
<td>–0.187***</td>
</tr>
<tr>
<td>MSRAG Acquisitive offending</td>
<td>0.123*</td>
<td>0.140**</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.105*</td>
<td>0.116*</td>
</tr>
<tr>
<td>PANSS Total</td>
<td>0.199***</td>
<td>0.177***</td>
</tr>
<tr>
<td>Positive</td>
<td>0.162***</td>
<td>0.152**</td>
</tr>
<tr>
<td>Negative</td>
<td>0.115**</td>
<td>0.088</td>
</tr>
<tr>
<td>General</td>
<td>0.176**</td>
<td>0.153**</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.296***</td>
<td>0.288***</td>
</tr>
</tbody>
</table>

\**p < 0.001; **p < 0.01; * p < 0.05.
### TABLE 103
Comparison of violent and non-violent groups on measures of risk factors, protective factors and mental state at 6 months post discharge

<table>
<thead>
<tr>
<th>Scale</th>
<th>Violent, mean (SD)</th>
<th>Non-violent, mean (SD)</th>
<th>t</th>
<th>df</th>
<th>p-value</th>
<th>Mean difference</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20&lt;sup&gt;v3&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>26.56 (5.10)</td>
<td>21.75 (6.39)</td>
<td>−5.25</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−4.80</td>
<td>−6.59 to −3.01</td>
</tr>
<tr>
<td>Historical</td>
<td>14.39 (3.22)</td>
<td>12.91 (3.70)</td>
<td>−2.77</td>
<td>385</td>
<td>0.006</td>
<td>−1.48</td>
<td>−2.52 to −0.43</td>
</tr>
<tr>
<td>Clinical</td>
<td>6.70 (2.27)</td>
<td>4.48 (2.63)</td>
<td>−5.87</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−2.22</td>
<td>−2.97 to −1.48</td>
</tr>
<tr>
<td>Risk management</td>
<td>5.46 (1.99)</td>
<td>4.36 (2.04)</td>
<td>−3.71</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−1.10</td>
<td>−1.69 to −0.52</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>20.94 (4.44)</td>
<td>25.22 (4.69)</td>
<td>6.25</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>4.27</td>
<td>2.93 to 5.62</td>
</tr>
<tr>
<td>Internal</td>
<td>5.87 (1.96)</td>
<td>7.17 (1.77)</td>
<td>4.93</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>1.30</td>
<td>0.78 to 1.82</td>
</tr>
<tr>
<td>Motivational</td>
<td>8.57 (2.74)</td>
<td>10.85 (2.67)</td>
<td>5.78</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>2.27</td>
<td>1.50 to 3.05</td>
</tr>
<tr>
<td>External</td>
<td>6.50 (1.19)</td>
<td>7.20 (1.44)</td>
<td>3.39</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>0.70</td>
<td>0.29 to 1.10</td>
</tr>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive offending</td>
<td>6.93 (0.28)</td>
<td>6.10 (0.11)</td>
<td>−2.71</td>
<td>384</td>
<td>0.007</td>
<td>−0.83</td>
<td>−1.43 to −0.23</td>
</tr>
<tr>
<td>Serious offending</td>
<td>6.19 (0.28)</td>
<td>5.42 (0.11)</td>
<td>−2.66</td>
<td>384</td>
<td>0.008</td>
<td>−0.76</td>
<td>−1.33 to −0.20</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>69.15 (28.77)</td>
<td>54.04 (18.90)</td>
<td>−5.01</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−15.11</td>
<td>−21.03 to −9.18</td>
</tr>
<tr>
<td>Positive</td>
<td>14.89 (7.46)</td>
<td>11.18 (5.22)</td>
<td>−4.53</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−3.71</td>
<td>−5.32 to −2.10</td>
</tr>
<tr>
<td>Negative</td>
<td>14.24 (7.54)</td>
<td>12.30 (5.97)</td>
<td>−2.13</td>
<td>385</td>
<td>0.034</td>
<td>−1.94</td>
<td>−3.73 to 0.15</td>
</tr>
<tr>
<td>General</td>
<td>31.98 (12.39)</td>
<td>25.62 (8.52)</td>
<td>−4.74</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−6.36</td>
<td>−9.00 to −3.72</td>
</tr>
<tr>
<td>Aggression</td>
<td>8.04 (4.40)</td>
<td>4.94 (2.58)</td>
<td>−7.30</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>−3.10</td>
<td>−3.94 to −2.27</td>
</tr>
</tbody>
</table>

df, degrees of freedom.

### TABLE 104
Comparison of violent and non-violent groups on measures of risk factors, protective factors and mental state at 12 months post discharge

| Scale           | Violent, mean (SD) | Non-violent, mean (SD) | t     | df  | p-value | Mean difference | 95% CI           |
|-----------------|--------------------|                        |       |     |         |                |                  |
| HCR-20<sup>v3</sup> |                    |                        |       |     |         |                |                  |
| Total           | 25.75 (5.10)       | 21.46 (6.32)           | −5.68 | 385 | < 0.001 | −4.29          | −5.77 to −2.80   |
| Historical      | 14.31 (3.23)       | 12.77 (3.72)           | −3.49 | 385 | 0.001   | −1.54          | −2.40 to −0.67   |
| Clinical        | 6.24 (2.48)        | 4.37 (2.60)            | −5.96 | 385 | < 0.001 | −1.87          | −2.49 to −1.25   |
| Risk management | 5.20 (2.07)        | 4.32 (2.02)            | −3.55 | 385 | < 0.001 | −0.88          | −1.37 to −0.39   |
| SAPROF          |                    |                        |       |     |         |                |                  |
| Total           | 22.08 (5.18)       | 25.36 (4.54)           | 5.74  | 385 | < 0.001 | 3.28           | 2.15 to 4.40     |
| Internal        | 6.23 (1.93)        | 7.21 (1.78)            | 4.45  | 385 | < 0.001 | 0.98           | 0.55 to 1.41     |
| Motivational    | 9.23 (2.97)        | 10.91 (2.62)           | 5.09  | 385 | < 0.001 | 1.68           | 1.03 to 2.32     |
| External        | 6.62 (1.45)        | 7.24 (1.39)            | 3.63  | 385 | < 0.001 | 0.62           | 0.28 to 0.96     |
| MSRAG           |                    |                        |       |     |         |                |                  |
| Acquisitive offending | 6.98 (0.22)    | 5.99 (0.12)            | −3.93 | 384 | < 0.001 | −0.98          | −1.48 to −0.49   |
| Serious offending | 6.22 (0.20) | 5.33 (0.11)            | −3.77 | 384 | < 0.001 | −0.89          | −1.33 to −0.20   |

continued
between violent and non-violent groups. Those who were violent scored significantly higher for risk factors and significantly lower for protective factors. Those who were violent scored higher on mental state symptoms across all subscales of the PANSS with the exception of the negative symptoms subscale.

**Predictive validity of measures**

Table 105 shows that all of the risk subscales and total scores significantly predicted 6-month post-discharge violence, apart from the PANSS negative symptoms subscale. The SAPROF total scale and motivational subscale, the HCR-20v3 total scale and clinical subscale and PANSS aggression subscale had the highest AUC scores.

**TABLE 104** Comparison of violent and non-violent groups on measures of risk factors, protective factors and mental state at 12 months post discharge (continued)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Violent, mean (SD)</th>
<th>Non-violent, mean (SD)</th>
<th>t</th>
<th>df</th>
<th>p-value</th>
<th>Mean difference</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>64.55 (26.23)</td>
<td>53.71 (18.83)</td>
<td>–4.30</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>–10.84</td>
<td>–15.80 to –5.88</td>
</tr>
<tr>
<td>Positive</td>
<td>13.89 (6.77)</td>
<td>11.06 (5.22)</td>
<td>–4.14</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>–2.3</td>
<td>–4.17 to –1.48</td>
</tr>
<tr>
<td>Negative</td>
<td>13.61 (7.08)</td>
<td>12.27 (5.96)</td>
<td>–1.77</td>
<td>385</td>
<td>0.078</td>
<td>–1.34</td>
<td>–2.83 to 0.15</td>
</tr>
<tr>
<td>General</td>
<td>29.91 (11.39)</td>
<td>25.53 (8.51)</td>
<td>–3.90</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>–4.38</td>
<td>–6.59 to –2.17</td>
</tr>
<tr>
<td>Aggression</td>
<td>7.15 (3.95)</td>
<td>4.85 (2.57)</td>
<td>–6.42</td>
<td>385</td>
<td>&lt; 0.001</td>
<td>–2.30</td>
<td>–3.00 to –1.59</td>
</tr>
</tbody>
</table>

**TABLE 105** Predictive validity of risk, mental state and protective factors at 6 months post discharge

<table>
<thead>
<tr>
<th>Scale</th>
<th>AUC</th>
<th>SE</th>
<th>p-value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.729</td>
<td>0.035</td>
<td>&lt; 0.001</td>
<td>0.660 to 0.799</td>
</tr>
<tr>
<td>Historical</td>
<td>0.627</td>
<td>0.037</td>
<td>0.003</td>
<td>0.553 to 0.700</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.741</td>
<td>0.034</td>
<td>&lt; 0.001</td>
<td>0.674 to 0.809</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.666</td>
<td>0.038</td>
<td>&lt; 0.001</td>
<td>0.592 to 0.740</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.763</td>
<td>0.030</td>
<td>&lt; 0.001</td>
<td>0.705 to 0.822</td>
</tr>
<tr>
<td>Internal</td>
<td>0.691</td>
<td>0.039</td>
<td>&lt; 0.001</td>
<td>0.616 to 0.767</td>
</tr>
<tr>
<td>Motivational</td>
<td>0.740</td>
<td>0.032</td>
<td>&lt; 0.001</td>
<td>0.678 to 0.802</td>
</tr>
<tr>
<td>External</td>
<td>0.661</td>
<td>0.037</td>
<td>&lt; 0.001</td>
<td>0.588 to 0.733</td>
</tr>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive offending</td>
<td>0.611</td>
<td>0.042</td>
<td>0.008</td>
<td>0.528 to 0.693</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.605</td>
<td>0.044</td>
<td>0.015</td>
<td>0.520 to 0.691</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.678</td>
<td>0.042</td>
<td>&lt; 0.001</td>
<td>0.597 to 0.760</td>
</tr>
<tr>
<td>Positive</td>
<td>0.676</td>
<td>0.040</td>
<td>&lt; 0.001</td>
<td>0.599 to 0.754</td>
</tr>
<tr>
<td>Negative</td>
<td>0.570</td>
<td>0.046</td>
<td>0.099</td>
<td>0.480 to 0.660</td>
</tr>
<tr>
<td>General</td>
<td>0.675</td>
<td>0.039</td>
<td>&lt; 0.001</td>
<td>0.598 to 0.753</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.723</td>
<td>0.042</td>
<td>&lt; 0.001</td>
<td>0.641 to 0.806</td>
</tr>
</tbody>
</table>
At 12 months post discharge, the PANSS negative symptoms subscale remained the only measure that did not significantly predict violence. All of the other subscales showed AUC values of > 0.6 and were significant (Table 106).

Controlling for age and sex
The scales were further analysed using logistic regression to investigate the univariate association of each of them for post-discharge violence at 12 months. The procedure was repeated with age and sex added as covariates to see if the scales remained associated with violence. Table 107 shows the ORs for the measures before and after age and sex were added. All of the scales remained associated with violence when age and sex were controlled for.

### TABLE 106 Predictive validity of risk, mental state and protective factors at 12 months post discharge

<table>
<thead>
<tr>
<th>Scale</th>
<th>AUC</th>
<th>SE</th>
<th>p-value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20&lt;sup&gt;v3&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.703</td>
<td>0.032</td>
<td>&lt; 0.001</td>
<td>0.640 to 0.766</td>
</tr>
<tr>
<td>Historical</td>
<td>0.626</td>
<td>0.032</td>
<td>&lt; 0.001</td>
<td>0.563 to 0.690</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.703</td>
<td>0.031</td>
<td>&lt; 0.001</td>
<td>0.641 to 0.764</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.628</td>
<td>0.033</td>
<td>&lt; 0.001</td>
<td>0.563 to 0.693</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.693</td>
<td>0.031</td>
<td>&lt; 0.001</td>
<td>0.632 to 0.754</td>
</tr>
<tr>
<td>Internal</td>
<td>0.648</td>
<td>0.031</td>
<td>&lt; 0.001</td>
<td>0.583 to 0.713</td>
</tr>
<tr>
<td>Motivational</td>
<td>0.673</td>
<td>0.034</td>
<td>&lt; 0.001</td>
<td>0.613 to 0.733</td>
</tr>
<tr>
<td>External</td>
<td>0.623</td>
<td>0.031</td>
<td>&lt; 0.001</td>
<td>0.556 to 0.690</td>
</tr>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive offending</td>
<td>0.633</td>
<td>0.034</td>
<td>&lt; 0.001</td>
<td>0.566 to 0.699</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.628</td>
<td>0.034</td>
<td>&lt; 0.001</td>
<td>0.562 to 0.694</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.640</td>
<td>0.035</td>
<td>&lt; 0.001</td>
<td>0.571 to 0.709</td>
</tr>
<tr>
<td>Positive</td>
<td>0.649</td>
<td>0.033</td>
<td>&lt; 0.001</td>
<td>0.583 to 0.714</td>
</tr>
<tr>
<td>Negative</td>
<td>0.554</td>
<td>0.037</td>
<td>0.132</td>
<td>0.481 to 0.626</td>
</tr>
<tr>
<td>General</td>
<td>0.630</td>
<td>0.035</td>
<td>&lt; 0.001</td>
<td>0.561 to 0.698</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.685</td>
<td>0.033</td>
<td>&lt; 0.001</td>
<td>0.616 to 0.755</td>
</tr>
</tbody>
</table>

### TABLE 107 Odds ratios for measures when controlling for age and sex

<table>
<thead>
<tr>
<th>Scale</th>
<th>Step 1: univariate analysis</th>
<th>Step 2: covariates age and sex added</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
</tr>
<tr>
<td>HCR-20&lt;sup&gt;v3&lt;/sup&gt;</td>
<td>1.126</td>
<td>1.017 to 1.176</td>
</tr>
<tr>
<td>MSRAG acquisitive offending</td>
<td>1.270</td>
<td>1.122 to 1.438</td>
</tr>
<tr>
<td>MSRAG serious offending</td>
<td>1.267</td>
<td>1.115 to 1.438</td>
</tr>
<tr>
<td>SAPROF</td>
<td>0.875</td>
<td>0.832 to 0.920</td>
</tr>
<tr>
<td>PANSS total</td>
<td>1.022</td>
<td>1.011 to 1.033</td>
</tr>
</tbody>
</table>
Professional support

A calculation was used in this study to record the level of professional support received by discharged service users in the community. A higher score for professional contact indicated a greater frequency of contact with mental health professionals or contact with more senior staff or a combination of the two.

Mean scores for professional support were not significantly different between the violent (mean 16.45, SD 6.82) and non-violent (mean 15.47, SD 6.11) groups at 6 months post discharge ($t(377) = -1.08; p = 0.281$).

Similarly, mean scores for professional support were not significantly different between the violent (mean 13.78, SD 6.53) and non-violent (mean 13.90, SD 6.18) groups at 12 months post discharge [$t(335) = -0.135, p = 0.892$]. However, the mean score had decreased at 12 months for both the violent group and the non-violent group, demonstrating that level and frequency of contact with professionals had reduced between the two time points. The violent group had a higher average score than the non-violent group at 6 months’ follow-up. By 12 months post discharge, the average scores were very similar but the non-violent group scored higher, although the difference was not significant.

Social support

One of the protective factors in the SAPROF relates to the presence of prosocial support for the service user. Of 409 service users discharged to the community, 229 (56%) had prosocial support that was deemed to be ‘clearly present’. The remaining 180 (44%) did not have support or had support that was only partially or somewhat present. Chi-square analysis showed that a significantly greater proportion of those without tangible prosocial support than those with prosocial support were violent in the 6 months following discharge ($n = 31, 18.6\%$ vs. $n = 23, 10.5\%; p = 0.023$). By 12 months there was no significant difference in prevalence of violence based on the presence of social support ($n = 123, 74.3\%$ vs. $n = 176, 80.0\%; p = 0.180$).

Discussion

This is the first prospective study based on a whole cohort of discharged service users from NHS MSSs in England and Wales. Comparisons over time can be drawn using the most recent similar study of all discharges from MSUs from 1 April 1997 to 31 March 1998.333

The sample size in this study was smaller, with fewer people discharged during the 12-month recruitment period: 788 compared with 959.333 This could be because slightly fewer units participated in this study (as independent units were excluded), but it is also of note that length of stay prior to discharge was considerably longer in this sample (median 391 days vs. 206 and 259 days for men and women respectively362). Service users were also older at discharge overall in this study. Bed numbers in MSUs have increased significantly since 1998 and these findings therefore indicate that MSUs are detaining service users for longer.363

Of particular interest are the differences in the pathways out of medium secure services. In previous studies, approximately 10% of all MSU discharges went to prison,262,264 whereas in this study the figure was 20%. This may reflect developments in the provision of mental health care within prison environments and therefore greater opportunities for individuals with mental illness to receive treatment in these settings.365 Future research should seek to investigate this pathway further, including implications for standards of care, costs and outcomes on release from prison.

During the recruitment phase it also became apparent that the structure of the national medium secure estate is very complex, with some ‘medium secure’ services incorporating wards, units or even houses in their grounds, with conditions reflecting those of low secure or open units. When present, these areas appear to serve a rehabilitative purpose, preparing service users for discharge directly to community locations without the need for a ‘step-down’ facility. The development of such facilities could provide a
further explanation for the increase in average length of stay, as service users remain classified as being within medium secure care throughout their admission, even if they spend the latter period of their stay in low secure or open conditions.

The care pathways described by MSUs without these provisions usually involved discharge to one or several LSUs, with service users no longer being MSS users on discharge. Definitions are therefore somewhat blurred as to what constitutes a MSU of a LSU and at what point a service user ceases to become a MSS user. The presence and utilisation of ‘open’ rehabilitation units, and a host of other terms such as ‘ward in the community’ and ‘supported accommodation’, serve to potentially confuse matters further. A review of secure services is therefore recommended, with the aim of clarifying, defining and perhaps standardising the various pathways and terminology employed. Service users, their families, researchers and mental health-care providers could all benefit from a clearer understanding of the service pathway and specific milestones.

Prevalence of violence

The prevalence of violence in this study was considerably higher than that found in studies that relied on official records only.333,367 PNC records detected only a 2.8% base rate of violence and there were only three violent incidents that were detected by the PNC but which were not reported either by the collateral informant during interview or in the case records. It would appear that most violent incidents committed during follow-up did not lead to conviction. The present study therefore adds further weight to the suggestion that rates of violence may be significantly underestimated if official records alone are relied on. Information should be sought from multiple sources where possible.321,356 However, the prevalence of violence at 6 months was slightly higher than that reported for the forensic sample in the study by Doyle and Dolan321 (12%), despite their use of three sources, including self-report.

The low rate of violent reconvictions may be a result of the type of violence committed, with violence being mostly low level such as slapping, shoving and punching. However, it may also reflect the location of incidents or the relationship between the victim and the perpetrator. Others have shown that when violent incidents occur between service users or when staff or family members are victims, incidents are under-reported and rarely result in conviction.368–370 This is also thought to be the case for incidents occurring within specialist units or hostel-type accommodation, where low-level incidents may be dealt with ‘in-house’ and are often not formally recorded.371 Nevertheless, there was evidence of violent behaviour of a serious nature that did not result in conviction. Further information about the nature of violent incidents, the mechanisms used to deal with them in various settings and how these factors relate to outcomes (including the frequency of further incidents) could be used to inform best practice in this aspect of risk management.

The highest number of violent incidents committed by one individual during follow-up was 12. The vast majority of service users were violent on only one or two occasions. This is in line with previous findings, including those of Monahan et al.300 and Doyle and Logan.346

Severity of violence

Most violent incidents detected were of a relatively minor nature and did not result in criminal convictions. These findings are consistent with those of previous research.300,346 Of those convicted, only one individual was found to have committed serious sexual violence and a further four committed assaults of a severity that led to a conviction of either GBH or robbery. This equates to a rate of conviction for very serious offences of 1 in 77, which is considerably lower than that in the study by Coid et al.,367 who reported that one in eight men was reconvicted of a grave offence during follow-up, although the follow-up period averaged 6 years. Follow-up of the sample over an extended period of time is recommended using the method detailed in this study. This would provide information regarding risk and protective factors relevant to more long-term outcomes following discharge and perhaps relating to more serious violence, if more of the most severe incidents were detected.
**Sex differences**

A greater proportion of men than women were violent, which contradicts previous findings that there is little difference between sexes or that women are slightly more likely to be violent in secure hospital settings\textsuperscript{353} or to reoffend.\textsuperscript{338,353,372} However, this result was not significant and caution should be applied when interpreting these findings, as only a small number of women were recruited to the study. Female sex was not found to be a confounding factor for the predictive validity of the scales.

**Levels of support**

No significant differences were found between the violent group and the non-violent group in relation to frequency and level of professional contact received during follow-up. By 12 months post discharge, levels of professional contact had reduced and were very similar for both groups. However, at 6 months post discharge, the violent group had a higher mean score for professional contact, suggesting that this group had more frequent contact with qualified staff on average than the non-violent group. These findings mirror those of Doyle et al.\textsuperscript{332} who devised the method employed for calculating professional support in this study. They appear to contradict the hypothesis that increased professional support would act as a protective factor against violent outcome.

However, as suggested by Doyle et al.\textsuperscript{332} increased support for the violent group could paradoxically be attributed to a response from services to a crisis period or a perceived increase in risk indicators that preceded the violent behaviour. This result could therefore be interpreted as support services correctly identifying a time of increased risk, even if their input was not enough to ultimately prevent a violent incident from occurring. The lack of available information on the perceived value of professional support according to the service users themselves is a potential limitation of the present study. Without input from service users, the perceived quality of the support, which may be of more importance than the quantity, could not be evaluated in the context of violent outcomes, as was the case in previous research.\textsuperscript{332} More research needs to be carried out to develop valid and reliable measures of professional and social support in the community.

The legal status of service users was found to have a significant relationship with violent outcome at both stages of follow-up. Those subject to restrictions under Section 37/41 of the Mental Health Act 1983\textsuperscript{361} were significantly less likely to be violent. Others have reported similar findings, which suggests that the nature of this section (the implementation of specific conditions on discharge and the power to recall if they are breached) may act as a protective factor in itself.\textsuperscript{321,367} When considered alongside findings in relation to professional support, this paints a slightly confused and inconclusive picture and further investigation into the impact of these factors is warranted.

Informal or social support could not be reliably scored in the same way as professional support without the involvement of service users themselves. It is unlikely that collateral informants could or would have been able to provide sufficiently accurate information about the frequency and nature of any support that service users received from family, friends and peers. The only measure of social support used was item 13 of the SAPROF (pro-social and supportive network), which stipulates that it relates to family and friends rather than professional support or intimate relationships. A significantly greater proportion of those for whom a pro-social support network was deemed to be not present, or only partially so, were violent in the first 6 months post discharge.

By 12 months' follow-up there was no significant difference in levels of social support between violent and non-violent groups. These findings indicate that social support networks could play an important role in protecting against violence but that the precise mechanism and active ingredients of that support remain unclear. Future research should aim to include reliable information from service users or their families to build a more detailed picture of which specific elements of social support are most protective, similar to previous studies of psychosocial factors that influence violence.\textsuperscript{373}
**Additional factors**

Age was found to be related to violent outcome at both 6 and 12 months post discharge. Older service users were significantly less likely to be violent than their younger counterparts. This reflects the findings of other studies\(^{300,346,367,374}\) and lends support to the theory that violent offending reduces with increasing age.\(^{89,375–377}\)

As reported previously, those who had spent longer in a MSS prior to discharge were also significantly less likely to be violent during follow-up.\(^{333,367}\) This could be interpreted as the positive result of having had enough time to settle in to the environment, engage in or complete various therapeutic interventions and make adequate preparations for discharge. This result could also have been influenced by the relationship between age and violence, as those who have stayed for long periods in secure care are likely to be older on discharge than those who have stayed for shorter periods. Further, increased length of stay has been found to be associated with detention under Section 37/41 (Mental Health Act 1983\(^{361}\)) and therefore a greater likelihood of discharge to a supported environment,\(^{378}\) both factors that may in themselves be protective. A more detailed investigation of all factors involved is required before causal relationships can be identified.

No significant differences were found between the violent group and the non-violent group in relation to psychiatric diagnosis. This is consistent with findings from Monahan \(^{et al.}\)\(^{300}\) and Doyle and Dolan.\(^{321}\) Specifically, no significant relationship was found between a personality disorder diagnosis and violence, despite others having reported personality disorder as a robust violence risk factor.\(^{379–381}\)

No significant differences were found between the violent group and the non-violent group based on history of serious substance misuse, despite others having suggested previously that substance use is a major risk factor for violence in the mentally ill.\(^{36,382–384}\) However, this could be explained by the low rate of violence in the sample, coupled with the very high prevalence of substance use across the violent and non-violent groups. A greater proportion of those with a history of serious substance use than those without had been violent by both 6 and 12 months post discharge, but three-quarters of this group were not found to be violent at all within the follow-up periods. A more detailed analysis of the relationship between these factors is necessary, along with exploration of other potentially confounding factors that may have an influence. Substance use during follow-up could also be investigated further to assess its impact as a dynamic variable.

**Limitations of the study**

Some of the strengths and limitations of the study have already been mentioned earlier in the discussion but the remainder will now be addressed. The use of Section 251 of the NHS Act 2006 allowed the use of a whole and therefore representative sample, thus avoiding the limitations experienced by others who have previously sought consent from service users.\(^{355}\) However, this also made it harder to control for possible confounding factors, including treatment offered, engagement and compliance.\(^{321}\)

Lack of service user consent also meant that those involved could not be consulted or interviewed. Information relating to key factors such as symptoms and experiences of support was reliant on knowledge of third parties such as primary nurses, care co-ordinators and responsible clinicians. Although staff involved were recruited only if they had worked closely with service users at the relevant time point and were confident that they knew the cases well, the perspective of the service users themselves could have added value. Doyle and Dolan\(^{321}\) identified that self-report, especially in relation to impulsiveness and anger, may have clinical utility in identifying those at subsequent risk of violence. Nevertheless, on balance, the findings using the method employed in this study are likely to be more accurate, given the expected rate of non-consent demonstrated in the trial of consent.

In addition, at each stage of follow-up, the sample was reduced in size as cases could not be followed up for various reasons. Although 95% and 89% were followed up at 6 and 12 months, respectively, it could be argued that, in terms of violent outcome, some of the most interesting cases, for example those who
disengaged with services or who had no further input from mental health services, were not included in the study. PNC data identified only one such individual who had been convicted of a violence offence during follow-up, but there could have been individuals who were violent at a subconviction level. PNC data were potentially limited by the time restrictions within the study protocol. They were considered 6 months after the final 12-month follow-up date to allow the longest possible time for any incidents during follow-up to have reached conviction. However, given the complexities of some investigations or delays in reporting offences, it could be the case that some incidents had not yet reached an outcome. Repeated analysis of PNC data at a later date for this sample could resolve this issue.

A further limitation was the way in which measures were rated and coded. For example, the PANSS is designed for use as an interview, with the service user being rated rather than information being gathered from third-party sources. Previous research has validated the latter method in relation to similar measures, including the BPRS. However, the authors are not aware of the PANSS having been used like this previously. In addition, the SAPROF and HCR-20v3 were scored in an actuarial way, with scores totalled for each subscale and overall. Although the methods employed here have been accepted for research purposes, they do not reflect the usual clinical application of the measures.

Similarly, the rating of measures by trained researchers rather than by qualified clinicians could be seen as a limitation of the findings. However, all research staff received training from qualified trainers and, in the case of the HCR-20v3, from the authors themselves. In addition, De Vogel and De Ruiter identified good inter-rater reliability for the HCR-20v3 between clinicians and researchers; it was in the interpretation of scores that they differed. Therefore, given the excellent inter-rater reliability achieved and the similarity of the findings to those of previous studies, the methods used are considered to have been suitable for the purposes of the research.

Violent outcome was defined in binary terms (yes or no) for the majority of the analyses, regardless of severity. It is potentially limiting to assess violent incidents in this way as those who have committed multiple and/or severe acts of violence are classified with those who commit only one minor act. Although the ability of the measures to predict the frequency of violence was examined, the severity of violence was not accounted for. Results were therefore based only on the ability of measures to detect the presence, absence and frequency of violent behaviour during follow-up, rather than on the identification of those at risk of the most severe or serious violence. Nonetheless, all violence reported in this study involved a physical assault and/or involved a threat with a weapon in hand.
Chapter 14 Validation of the predictive ability of risk assessment instruments for patients discharged from medium secure services

Background

A substantial proportion of patients in MSSs suffer from major psychotic disorders. The MSRAG was constructed to measure the risk of acquisitive and serious reoffending in patients with schizophrenia and delusional disorder. It is used to assess static predictor variables and was designed for use by clinicians during the stage of rehabilitation before discharge into the community. The instrument was created in a subsample of 935 patients with schizophrenia and other non-affective psychoses. Data were collected retrospectively and sources included medium secure medical records, central records from the Home Office Mental Health Unit and medical records from high secure and some general adult psychiatric hospitals. The outcomes to be predicted were criminal offending. Two categories were examined: acquisitive recidivism (theft, stealing, burglary or fraud post discharge) and serious offending recidivism (actual or threatened violence against the person, sexual offences, aggravated burglary, abduction, arson or weapons offences post discharge). The instrument was constructed and validated in a sample of 1344 patients who were admitted to secure services from 7 of 14 regional health authorities in England between 1989 and 1993 and discharged before the end of 1998.

The predictive efficacy of the acquisitive recidivism scale was 0.89 in the development sample and 0.88 in the validation subsample. The serious offence scale showed a predicted efficacy of 0.79 in the development sample and 0.76 in the validation subsample. The validation figures were comparable with those achieved with the development subsample, suggesting that the MSRAG was valid.

Part of the original aim of this programme was to test the validity of a new MSRAG using a tree model. However, previous studies that have compared logistic regression, classification and regression tree, and neural network models according to their predictive validity have shown inconsistent results when attempting to demonstrate the superiority of any one model. These three models were tested in a prospective sample of UK male prisoners who were followed up for a mean of 3.3 years after release. Using the HCR-20 items as predictors and using violent reconvictions as outcome, a multivalidation procedure was used to reduce the sampling error and report predictive accuracy. The overall accuracy of the three models varied between 0.59 and 0.67, with an overall AUC range of 0.65–0.72. Although the performance of neural networks was slightly better than that of the logistic regression and classification and regression tree models, it did not demonstrate a statistically significant improvement. It was thought that this experiment had failed to demonstrate the superiority of a tree model over logistic regression as was originally intended in the programme. The research team therefore decided to dispense with the proposed study. There were additional concerns that tree modelling would result in overfitting and a less accurate predictive instrument than could be achieved using conventional methods. We determined that logistic regression should be the method of choice for further investigation.

In this chapter, we validate the MSRAG in a new sample of medium secure patients discharged into the community. We also compare the predictive accuracy of the MSRAG with that of other instruments.

Objectives

Following the description of violent and non-violent service users in Chapter 13, the objectives of this study were to:

1. validate the predictive accuracy of the MSRAG and compare this accuracy with that of other instruments for predicting violent behaviour
2. compare the predictive accuracy of the MSRAG with that of other instruments for criminal convictions for acquisitive and serious offending
3. investigate the item-specific predictive accuracy for violence for all instruments included in the study.

Methods

A detailed description of the sample used is provided in Chapter 13.

The primary risk assessment instrument of interest in this study was the MSRAG. Each of the two parts of the instrument (acquisitive and serious offending recidivism) consists of two separate six-item scales. The items in each scale are scored using either a 3-point rating (−1, 0, +1) or a 2-point rating (−1, +1).

Additional instruments included in this study and which were compared with the MSRAG are based on SPJ checklist scores. Information was collected as described in Chapter 13. These instruments included the HCR-20v3, SAPROF (scales were reversed to measure risk for comparative analysis) and PANSS. In our analysis we included the total score and the score for each subscale for each instrument.

We included additional actuarial instruments that were scored using information from medical records and the PNC. These included the Risk Matrix 2000 for Violence (RM2000V), the Offender Group Recidivism Scale, version 2 (OGRS2) and the Pencil and Paper Instrument for Violence (PIV). Finally, we included the PCL:SV, which has been used extensively as a risk assessment tool for violence in previous publications, although it was originally developed as a screen for the diagnosis of psychopathy.

The main outcomes of interest were binary outcomes for any violence within 6 months (54 patients, 14.0%) and 12 months (87 patients, 22.5%) following discharge.

Additional outcomes based on PNC criminal records were included to validate the predictive accuracy of the main instrument of interest (MSRAG) according to the outcomes it had been originally constructed for: acquisitive offending convictions and serious offending convictions. In total, 12 former inpatients (3.2%) were convicted of acquisitive offending within 6 months of discharge and 15 patients (4.0%) were convicted for the same type of offence within 12 months of discharge. Furthermore, nine patients (2.4%) were convicted of serious offending within 6 months of discharge and 19 patients (5.1%) were convicted for the same offence within 12 months of discharge.

Finally, we included convictions for any offence to obtain an estimate of predictive accuracy for overall offending behaviour. In total, 29 individuals (7.8%) were convicted of an offence (any) within 6 months of discharge and 48 individuals (12.9%) were convicted of an offence (any) within 12 months of discharge.

To estimate the predictive ability of the risk assessment instruments, AUC values were used. This provides an overall measure of discrimination between violent and non-violent patients. Among instruments used to identify violent cases, an instrument with a higher AUC is likely to have a better screening performance than an instrument with a lower AUC. The instrument with the higher AUC will have a higher specificity (percentage of correctly identified non-violent cases) for a given sensitivity (percentage of correctly identified violent cases).

We initially estimated AUCs for the total scale and subscale of each instrument and tested whether each AUC was significantly different from 0.5 (no discrimination). We subsequently compared each MSRAG scale AUC (acquisitive recidivism, serious offending recidivism) separately, comparing them with other scales and subscales.

In addition to AUC estimates, we used the conventional median split for each of the scales and subscales to obtain several statistical parameters we used to further assess their predictive accuracy. These included sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) and PCC.
Finally, we investigated item-specific predictive validity for certain instruments. We identified items that were predictive of the outcome of interest by testing whether or not the item-specific AUC was significantly different from 0.5 (no discrimination).

**Results**

**Any violence within 6 and 12 months**

For any violence within 6 months following discharge, AUC estimates with corresponding 95% CIs and *p*-values for the significance test that AUC = 0.5 test against 0.5, as well as additional statistical parameters, are shown in Table 108. The highest AUC value was found for SAPROF (reverse) total scale. The total HCR-20\textsuperscript{v3} scale, clinical HCR-20\textsuperscript{v3} scale and SAPROF motivational (reverse) scale showed similar levels of accuracy. The only other scale with an AUC value of ≥ 0.7 (good predictive accuracy) was the PANSS aggression scale.

For the scales of primary interest (MSRAG acquisitive and serious reoffending) the AUCs showed a moderate level of accuracy. However, compared with the AUC for the MSRAG acquisitive recidivism scale, the AUC for the SAPROF (reverse) total scale was significantly higher (*p* = 0.010). The same conclusion can be reached when comparing the MSRAG acquisitive recidivism scale with the total HCR-20\textsuperscript{v3} scale (*p* = 0.007), the clinical HCR-20\textsuperscript{v3} scale (*p* = 0.013) and the SAPROF (reverse) motivational scale (*p* = 0.043).

**TABLE 108 Any violence within 6 months after discharge: AUC values**

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th><em>p</em>-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td>0.63</td>
<td>0.55 to 0.72</td>
<td>0.002</td>
<td>59.3</td>
<td>53.3</td>
<td>17.1</td>
<td>88.9</td>
<td>54.1</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.63</td>
<td>0.54 to 0.72</td>
<td>0.003</td>
<td>48.2</td>
<td>71.1</td>
<td>21.3</td>
<td>89.4</td>
<td>67.9</td>
</tr>
<tr>
<td>HCR-20\textsuperscript{v3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.64</td>
<td>0.56 to 0.71</td>
<td>&lt; 0.001</td>
<td>70.4</td>
<td>53.2</td>
<td>19.6</td>
<td>91.7</td>
<td>55.6</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.75</td>
<td>0.68 to 0.82</td>
<td>&lt; 0.001</td>
<td>77.8</td>
<td>66.7</td>
<td>27.5</td>
<td>94.9</td>
<td>68.2</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.67</td>
<td>0.60 to 0.75</td>
<td>&lt; 0.001</td>
<td>74.1</td>
<td>55.3</td>
<td>21.2</td>
<td>92.9</td>
<td>57.9</td>
</tr>
<tr>
<td>Total</td>
<td>0.75</td>
<td>0.68 to 0.82</td>
<td>&lt; 0.001</td>
<td>81.5</td>
<td>60.7</td>
<td>25.1</td>
<td>95.3</td>
<td>63.6</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.76</td>
<td>0.70 to 0.82</td>
<td>&lt; 0.001</td>
<td>75.9</td>
<td>63.1</td>
<td>25.0</td>
<td>94.2</td>
<td>64.9</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.68</td>
<td>0.60 to 0.77</td>
<td>&lt; 0.001</td>
<td>63.0</td>
<td>67.6</td>
<td>23.9</td>
<td>91.8</td>
<td>66.9</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.74</td>
<td>0.68 to 0.81</td>
<td>&lt; 0.001</td>
<td>79.6</td>
<td>63.4</td>
<td>26.1</td>
<td>95.1</td>
<td>65.6</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.64</td>
<td>0.57 to 0.72</td>
<td>&lt; 0.001</td>
<td>48.2</td>
<td>74.5</td>
<td>23.4</td>
<td>89.9</td>
<td>70.8</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.69</td>
<td>0.60 to 0.77</td>
<td>&lt; 0.001</td>
<td>70.4</td>
<td>61.0</td>
<td>22.6</td>
<td>92.7</td>
<td>62.3</td>
</tr>
<tr>
<td>Negative</td>
<td>0.57</td>
<td>0.48 to 0.67</td>
<td>0.125</td>
<td>55.6</td>
<td>58.6</td>
<td>17.9</td>
<td>89.0</td>
<td>58.1</td>
</tr>
<tr>
<td>General</td>
<td>0.68</td>
<td>0.60 to 0.76</td>
<td>&lt; 0.001</td>
<td>63.0</td>
<td>58.0</td>
<td>19.5</td>
<td>90.6</td>
<td>58.7</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.72</td>
<td>0.63 to 0.80</td>
<td>&lt; 0.001</td>
<td>74.1</td>
<td>56.5</td>
<td>21.6</td>
<td>93.1</td>
<td>58.9</td>
</tr>
<tr>
<td>Total</td>
<td>0.68</td>
<td>0.59 to 0.77</td>
<td>&lt; 0.001</td>
<td>72.2</td>
<td>55.0</td>
<td>20.6</td>
<td>92.4</td>
<td>57.4</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.59</td>
<td>0.52 to 0.67</td>
<td>0.020</td>
<td>65.3</td>
<td>51.9</td>
<td>18.4</td>
<td>90.0</td>
<td>53.8</td>
</tr>
<tr>
<td>OGRRS2</td>
<td>0.60</td>
<td>0.52 to 0.68</td>
<td>0.017</td>
<td>57.1</td>
<td>51.2</td>
<td>16.7</td>
<td>87.5</td>
<td>52.1</td>
</tr>
<tr>
<td>PV</td>
<td>0.59</td>
<td>0.51 to 0.68</td>
<td>0.031</td>
<td>47.1</td>
<td>68.3</td>
<td>20.0</td>
<td>88.5</td>
<td>65.3</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.59</td>
<td>0.50 to 0.68</td>
<td>0.046</td>
<td>63.0</td>
<td>55.0</td>
<td>18.5</td>
<td>90.2</td>
<td>56.1</td>
</tr>
</tbody>
</table>
However, the MSRAG acquisitive recidivism scale was not significantly different from the PANSS aggression scale ($p = 0.169$). Similarly, the MSRAG serious offending scale AUC was significantly lower than the SAPROF (reverse) total scale ($p = 0.008$), total HCR-20v3 scale ($p = 0.006$), clinical HCR-20v3 scale ($p = 0.015$) and SAPROF (reverse) motivational scale ($p = 0.039$) AUCs. The PANSS aggression scale AUC was not significantly different from the MSRAG serious offending scale AUC ($p = 0.172$).

Table 108 shows that the HCR-20v3 total scale had the highest sensitivity using median splits. On the other hand, the SAPROF (reverse) external scale had the highest specificity. The highest PPV was obtained by median split of the HCR-20v3 clinical subscale and the highest NPV was obtained by median split of the HCR-20v3 total scale. Finally, the HCR-20v3 clinical subscale showed the highest PCC for the combined outcome of violence (clinically reported and from the PNC).

For any violence within 12 months of discharge, AUC estimates and 95% CIs and $p$-values for the test against 0.5 are shown in Table 109. There were only three instruments with an AUC $\geq 0.7$: the SAPROF (reverse) total scale, the total HCR-20v3 scale and the clinical HCR-20v3 scale. All other instruments failed to reach a level of good predictive accuracy for the same outcome.

The AUCs for the MSRAG scales were again of a moderate level, using the median split for the acquisitive recidivism scale and the serious offending recidivism scale.

### TABLE 109 Any violence within 12 months after discharge: AUC values

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th>$p$-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive</td>
<td>0.63</td>
<td>0.56 to 0.70</td>
<td>$&lt; 0.001$</td>
<td>63.2</td>
<td>55.9</td>
<td>29.4</td>
<td>83.9</td>
<td>57.5</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.63</td>
<td>0.56 to 0.70</td>
<td>$&lt; 0.001$</td>
<td>44.8</td>
<td>72.2</td>
<td>32.0</td>
<td>81.8</td>
<td>66.1</td>
</tr>
<tr>
<td>HCR-20v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.63</td>
<td>0.56 to 0.69</td>
<td>$&lt; 0.001$</td>
<td>66.7</td>
<td>54.7</td>
<td>29.9</td>
<td>85.0</td>
<td>57.4</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.70</td>
<td>0.63 to 0.77</td>
<td>$&lt; 0.001$</td>
<td>65.5</td>
<td>68.0</td>
<td>37.3</td>
<td>87.2</td>
<td>67.4</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.62</td>
<td>0.55 to 0.69</td>
<td>0.001</td>
<td>66.7</td>
<td>56.3</td>
<td>30.7</td>
<td>85.4</td>
<td>58.7</td>
</tr>
<tr>
<td>Total</td>
<td>0.70</td>
<td>0.64 to 0.77</td>
<td>$&lt; 0.001$</td>
<td>73.6</td>
<td>63.0</td>
<td>36.6</td>
<td>89.2</td>
<td>65.4</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.70</td>
<td>0.63 to 0.76</td>
<td>$&lt; 0.001$</td>
<td>64.4</td>
<td>64.0</td>
<td>34.2</td>
<td>86.1</td>
<td>64.1</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.65</td>
<td>0.58 to 0.72</td>
<td>$&lt; 0.001$</td>
<td>52.9</td>
<td>68.0</td>
<td>32.4</td>
<td>83.3</td>
<td>64.6</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.68</td>
<td>0.62 to 0.75</td>
<td>$&lt; 0.001$</td>
<td>62.1</td>
<td>63.0</td>
<td>32.7</td>
<td>85.1</td>
<td>62.8</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.62</td>
<td>0.55 to 0.68</td>
<td>0.001</td>
<td>44.8</td>
<td>76.0</td>
<td>35.1</td>
<td>82.6</td>
<td>69.0</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.66</td>
<td>0.59 to 0.73</td>
<td>$&lt; 0.001$</td>
<td>64.4</td>
<td>62.7</td>
<td>33.3</td>
<td>85.8</td>
<td>63.0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.55</td>
<td>0.47 to 0.62</td>
<td>0.221</td>
<td>52.9</td>
<td>59.3</td>
<td>27.4</td>
<td>81.3</td>
<td>57.9</td>
</tr>
<tr>
<td>General</td>
<td>0.63</td>
<td>0.55 to 0.70</td>
<td>0.001</td>
<td>57.5</td>
<td>58.7</td>
<td>28.7</td>
<td>82.6</td>
<td>58.4</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.69</td>
<td>0.62 to 0.76</td>
<td>$&lt; 0.001$</td>
<td>67.8</td>
<td>58.0</td>
<td>31.9</td>
<td>86.1</td>
<td>60.2</td>
</tr>
<tr>
<td>Total</td>
<td>0.64</td>
<td>0.57 to 0.71</td>
<td>$&lt; 0.001$</td>
<td>65.5</td>
<td>56.0</td>
<td>30.2</td>
<td>84.9</td>
<td>58.1</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.64</td>
<td>0.57 to 0.70</td>
<td>$&lt; 0.001$</td>
<td>71.1</td>
<td>55.2</td>
<td>31.0</td>
<td>87.1</td>
<td>58.7</td>
</tr>
<tr>
<td>OGRS2</td>
<td>0.65</td>
<td>0.58 to 0.71</td>
<td>$&lt; 0.001$</td>
<td>65.8</td>
<td>54.6</td>
<td>29.8</td>
<td>84.5</td>
<td>57.1</td>
</tr>
<tr>
<td>PIV</td>
<td>0.66</td>
<td>0.59 to 0.73</td>
<td>$&lt; 0.001$</td>
<td>56.8</td>
<td>72.9</td>
<td>38.3</td>
<td>85.0</td>
<td>69.2</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.62</td>
<td>0.55 to 0.69</td>
<td>0.001</td>
<td>64.4</td>
<td>57.3</td>
<td>30.4</td>
<td>84.7</td>
<td>58.9</td>
</tr>
</tbody>
</table>
Compared with the AUC for the MSRAG acquisitive recidivism scale, only the total HCR-20v3 scale AUC was significantly higher ($p = 0.045$). The SAPROF (reverse) total scale and the clinical HCR-20v3 scale AUCs were not significantly different from the MSRAG acquisitive recidivism scale AUC ($p$-values 0.114 and 0.088 respectively). The MSRAG serious offending recidivism scale AUC was significantly lower ($p = 0.049$) than the total HCR-20v3 scale AUC, but not significantly different from the SAPROF (reverse) total scale ($p = 0.106$) and the clinical HCR-20v3 scale ($p = 0.091$) AUCs.

Table 109 shows that the HCR-20v3 total scale had the highest sensitivity and the SAPROF (reverse) external scale had the highest specificity. In addition, the PIV had the highest PPV and the HCR-20v3 total scale had the highest NPV. Finally, the highest PCC was obtained using the PIV.

**Acquisitive offending**

Table 110 shows the estimates of predictive accuracy for convictions for acquisitive offending within 6 months of discharge. The highest AUCs were for the MSRAG serious offending recidivism and acquisitive recidivism scales.

### Table 110 Acquisitive offending convictions within 6 months of discharge: AUC values

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th>p-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td>0.89</td>
<td>0.79 to 0.98</td>
<td>&lt;0.001</td>
<td>91.7</td>
<td>52.0</td>
<td>6.0</td>
<td>99.5</td>
<td>53.3</td>
</tr>
<tr>
<td>Serious offending recidivism</td>
<td>0.90</td>
<td>0.80 to 0.99</td>
<td>&lt;0.001</td>
<td>91.7</td>
<td>69.8</td>
<td>9.2</td>
<td>99.6</td>
<td>70.5</td>
</tr>
<tr>
<td>HCR-20v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.67</td>
<td>0.49 to 0.85</td>
<td>0.064</td>
<td>75.0</td>
<td>50.6</td>
<td>4.8</td>
<td>98.4</td>
<td>51.3</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.65</td>
<td>0.50 to 0.81</td>
<td>0.053</td>
<td>66.7</td>
<td>60.3</td>
<td>5.3</td>
<td>98.2</td>
<td>60.5</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.71</td>
<td>0.52 to 0.91</td>
<td>0.032</td>
<td>75.0</td>
<td>50.0</td>
<td>4.8</td>
<td>98.4</td>
<td>50.9</td>
</tr>
<tr>
<td>Total</td>
<td>0.72</td>
<td>0.53 to 0.92</td>
<td>0.023</td>
<td>75.0</td>
<td>55.0</td>
<td>5.3</td>
<td>98.5</td>
<td>55.6</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.71</td>
<td>0.54 to 0.89</td>
<td>0.018</td>
<td>75.0</td>
<td>56.9</td>
<td>5.5</td>
<td>98.6</td>
<td>57.5</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.68</td>
<td>0.51 to 0.86</td>
<td>0.043</td>
<td>66.7</td>
<td>62.8</td>
<td>5.6</td>
<td>98.3</td>
<td>62.9</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.70</td>
<td>0.53 to 0.86</td>
<td>0.020</td>
<td>75.0</td>
<td>56.7</td>
<td>5.5</td>
<td>99.0</td>
<td>57.3</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.71</td>
<td>0.59 to 0.83</td>
<td>0.001</td>
<td>50.0</td>
<td>70.8</td>
<td>5.4</td>
<td>97.7</td>
<td>70.2</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.57</td>
<td>0.41 to 0.74</td>
<td>0.382</td>
<td>50.0</td>
<td>55.3</td>
<td>3.6</td>
<td>97.1</td>
<td>55.1</td>
</tr>
<tr>
<td>Negative</td>
<td>0.58</td>
<td>0.45 to 0.71</td>
<td>0.224</td>
<td>50.0</td>
<td>55.8</td>
<td>3.6</td>
<td>97.1</td>
<td>55.6</td>
</tr>
<tr>
<td>General</td>
<td>0.63</td>
<td>0.48 to 0.79</td>
<td>0.091</td>
<td>66.7</td>
<td>55.3</td>
<td>4.7</td>
<td>98.0</td>
<td>55.6</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.67</td>
<td>0.49 to 0.84</td>
<td>0.066</td>
<td>66.7</td>
<td>53.1</td>
<td>4.5</td>
<td>98.1</td>
<td>53.5</td>
</tr>
<tr>
<td>Total</td>
<td>0.63</td>
<td>0.46 to 0.80</td>
<td>0.135</td>
<td>66.7</td>
<td>51.1</td>
<td>4.3</td>
<td>98.1</td>
<td>51.1</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.74</td>
<td>0.62 to 0.86</td>
<td>&lt;0.001</td>
<td>83.3</td>
<td>51.3</td>
<td>5.6</td>
<td>99.0</td>
<td>52.4</td>
</tr>
<tr>
<td>OGRS2</td>
<td>0.86</td>
<td>0.77 to 0.94</td>
<td>&lt;0.001</td>
<td>100.0</td>
<td>52.2</td>
<td>7.0</td>
<td>100.0</td>
<td>54.0</td>
</tr>
<tr>
<td>PIV</td>
<td>0.81</td>
<td>0.72 to 0.90</td>
<td>&lt;0.001</td>
<td>75.0</td>
<td>67.2</td>
<td>7.1</td>
<td>98.8</td>
<td>67.5</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.45</td>
<td>0.26 to 0.64</td>
<td>0.622</td>
<td>50.0</td>
<td>52.5</td>
<td>3.4</td>
<td>97.0</td>
<td>52.4</td>
</tr>
</tbody>
</table>
Using the median split, the MSRAG acquisitive recidivism and MSRAG serious offending recidivism scales showed the highest sensitivity. However, the highest specificity was obtained using the SAPROF (reverse) external scale. The MSRAG serious offending recidivism scale had the highest PPV and the OGRS2 had the highest NPV. Finally, the MSRAG serious offending recidivism scale showed the highest PCC.

Estimates of predictive accuracy for acquisitive offending convictions within 12 months of discharge are shown in Table 111. As with the estimates for acquisitive offending within 6 months, the MSRAG acquisitive recidivism and MSRAG serious offending recidivism scales showed the highest AUC values.

The OGRS2 scale had the highest sensitivity and the SAPROF (reverse) external scale had the highest specificity. The MSRAG serious offending recidivism scale showed the highest PPV and the OGRS2 scale had the highest NPV. Finally, the MSRAG serious offending recidivism scale showed the highest PCC.

**Serious offending**

Table 112 shows the estimates of predictive accuracy for serious offending convictions within 6 months of discharge. The SAPROF (reverse) external scale had the highest AUC, which was significantly higher than the MSRAG acquisitive recidivism scale AUC and the MSRAG serious offending recidivism scale AUC.

### Table 111 Acquisitive offending convictions within 12 months of discharge: AUC values

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th>p-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td>0.87</td>
<td>0.79 to 0.96</td>
<td>&lt;0.001</td>
<td>93.3</td>
<td>52.4</td>
<td>7.7</td>
<td>99.5</td>
<td>54.1</td>
</tr>
<tr>
<td>Serious offending</td>
<td>0.87</td>
<td>0.79 to 0.96</td>
<td>&lt;0.001</td>
<td>86.7</td>
<td>70.1</td>
<td>11.0</td>
<td>99.2</td>
<td>71.0</td>
</tr>
<tr>
<td>HCR-20v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.68</td>
<td>0.53 to 0.83</td>
<td>0.019</td>
<td>73.3</td>
<td>50.7</td>
<td>6.1</td>
<td>97.8</td>
<td>52.0</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.67</td>
<td>0.53 to 0.81</td>
<td>0.017</td>
<td>66.7</td>
<td>61.0</td>
<td>6.6</td>
<td>98.0</td>
<td>60.8</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.68</td>
<td>0.50 to 0.85</td>
<td>0.049</td>
<td>66.7</td>
<td>50.1</td>
<td>5.3</td>
<td>97.3</td>
<td>51.0</td>
</tr>
<tr>
<td>Total</td>
<td>0.73</td>
<td>0.56 to 0.90</td>
<td>0.007</td>
<td>73.3</td>
<td>55.2</td>
<td>6.4</td>
<td>98.0</td>
<td>56.1</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.73</td>
<td>0.58 to 0.87</td>
<td>0.003</td>
<td>80.0</td>
<td>57.4</td>
<td>7.3</td>
<td>99.1</td>
<td>58.3</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.68</td>
<td>0.53 to 0.83</td>
<td>0.018</td>
<td>60.0</td>
<td>62.8</td>
<td>6.3</td>
<td>97.4</td>
<td>62.6</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.71</td>
<td>0.58 to 0.85</td>
<td>0.002</td>
<td>80.0</td>
<td>57.1</td>
<td>7.3</td>
<td>99.5</td>
<td>58.1</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.70</td>
<td>0.58 to 0.82</td>
<td>0.001</td>
<td>53.3</td>
<td>71.2</td>
<td>7.2</td>
<td>97.3</td>
<td>70.4</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.56</td>
<td>0.41 to 0.72</td>
<td>0.419</td>
<td>46.7</td>
<td>55.2</td>
<td>4.2</td>
<td>96.1</td>
<td>55.0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.55</td>
<td>0.42 to 0.67</td>
<td>0.483</td>
<td>46.7</td>
<td>55.7</td>
<td>4.2</td>
<td>96.1</td>
<td>55.4</td>
</tr>
<tr>
<td>General</td>
<td>0.62</td>
<td>0.47 to 0.77</td>
<td>0.115</td>
<td>66.7</td>
<td>55.5</td>
<td>6.0</td>
<td>98.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.66</td>
<td>0.50 to 0.82</td>
<td>0.046</td>
<td>66.7</td>
<td>53.2</td>
<td>6.1</td>
<td>97.4</td>
<td>54.1</td>
</tr>
<tr>
<td>Total</td>
<td>0.61</td>
<td>0.45 to 0.77</td>
<td>0.175</td>
<td>66.7</td>
<td>51.0</td>
<td>5.4</td>
<td>97.3</td>
<td>51.3</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.74</td>
<td>0.64 to 0.85</td>
<td>&lt;0.001</td>
<td>86.7</td>
<td>52.0</td>
<td>7.2</td>
<td>99.0</td>
<td>53.2</td>
</tr>
<tr>
<td>OGRS2</td>
<td>0.86</td>
<td>0.79 to 0.93</td>
<td>&lt;0.001</td>
<td>100.0</td>
<td>52.7</td>
<td>9.0</td>
<td>100.0</td>
<td>55.0</td>
</tr>
<tr>
<td>PIV</td>
<td>0.83</td>
<td>0.75 to 0.90</td>
<td>&lt;0.001</td>
<td>80.0</td>
<td>68.1</td>
<td>9.5</td>
<td>99.1</td>
<td>68.3</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.49</td>
<td>0.33 to 0.65</td>
<td>0.866</td>
<td>53.3</td>
<td>53.1</td>
<td>4.5</td>
<td>96.4</td>
<td>53.1</td>
</tr>
</tbody>
</table>
Table 112 shows that the highest sensitivity was shown by three scales: HCR-20v3 historical, HCR-20v3 clinical, and HCR-20v3 total. The highest specificity (72.3%) was shown by the SAPROF (reverse) external scale. The same scale also showed the highest PPV. The HCR-20v3, SAPROF (reverse) total and SAPROF (reverse) external scales showed the maximum possible value for NPV. The highest PCC was obtained by median split of the SAPROF (reverse) total scale.

The analysis for predictive accuracy of serious offending convictions within 12 months of discharge is shown in Table 113. The SAPROF (reverse) total scale showed the highest AUC, which was significantly higher than the MSRAG acquisitive recidivism scale AUC ($p = 0.009$) and the MSRAG serious offending recidivism scale AUC ($p = 0.001$).

The highest sensitivity in this analysis was shown by median split of the SAPROF (reverse) total scale and the highest specificity, as well as the highest PPV, was shown by the SAPROF (reverse) external scale. The highest NPV was achieved by the SAPROF (reverse) total scale and the highest PCC by the SAPROF (reverse) external scale.
Any criminal convictions at follow-up

Table 114 shows the results of the analysis of predictive accuracy for any convictions in the first 6 months since discharge. The SAPROF (reverse) total scale showed the highest AUC but this was not significantly different from either the MSRAG acquisitive recidivism scale AUC \( (p = 0.445) \) or the MSRAG serious offending recidivism scale AUC \( (p = 0.417) \).

Table 114 also shows that OGRS2 scale had the highest sensitivity and the SAPROF (reverse) external scale the highest specificity. The highest PPV was obtained by a median split of the PIV scale and the highest NPV by the OGRS2 scale. Finally, the highest PCC was achieved by the SAPROF (reverse) external scale.
The results for any convictions within 12 months of discharge are shown in Table 115. Similar to the results in Table 114, the SAPROF (reverse) total scale had the highest AUC, but this was not significantly better at predicting the outcome of interest than the MSRAG acquisitive recidivism scale ($p = 0.180$) or the MSRAG serious offending recidivism scale ($p = 0.197$).

From Table 115 we can see that the scale with highest sensitivity was the OGRS2 scale and the scale with the highest specificity was the SAPROF (reverse) external scale. Furthermore, the SAPROF (reverse) external scale showed the highest PPV and the OGRS2 scale the highest NPV. Finally, the highest PCC was obtained using the SAPROF (reverse) external scale.

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th>$p$-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td>0.73</td>
<td>0.64 to 0.83</td>
<td>&lt; 0.001</td>
<td>72.4</td>
<td>52.5</td>
<td>11.5</td>
<td>95.7</td>
<td>54.1</td>
</tr>
<tr>
<td>Serious offending recidivism</td>
<td>0.73</td>
<td>0.63 to 0.83</td>
<td>&lt; 0.001</td>
<td>65.5</td>
<td>70.6</td>
<td>16.0</td>
<td>96.0</td>
<td>70.2</td>
</tr>
<tr>
<td>HCR-20\textsuperscript{v3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.68</td>
<td>0.58 to 0.77</td>
<td>&lt; 0.001</td>
<td>83.0</td>
<td>52.5</td>
<td>12.8</td>
<td>97.3</td>
<td>55.3</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.69</td>
<td>0.60 to 0.78</td>
<td>&lt; 0.001</td>
<td>72.4</td>
<td>62.1</td>
<td>14.1</td>
<td>96.4</td>
<td>63.0</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.72</td>
<td>0.62 to 0.83</td>
<td>&lt; 0.001</td>
<td>83.0</td>
<td>52.0</td>
<td>13.0</td>
<td>97.3</td>
<td>54.3</td>
</tr>
<tr>
<td>Total</td>
<td>0.75</td>
<td>0.65 to 0.85</td>
<td>&lt; 0.001</td>
<td>76.0</td>
<td>57.0</td>
<td>13.0</td>
<td>97.2</td>
<td>58.1</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.79</td>
<td>0.70 to 0.88</td>
<td>&lt; 0.001</td>
<td>83.0</td>
<td>59.2</td>
<td>14.6</td>
<td>97.6</td>
<td>61.0</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.71</td>
<td>0.61 to 0.81</td>
<td>&lt; 0.001</td>
<td>72.4</td>
<td>65.0</td>
<td>14.8</td>
<td>96.5</td>
<td>65.3</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.74</td>
<td>0.64 to 0.83</td>
<td>&lt; 0.001</td>
<td>79.3</td>
<td>58.6</td>
<td>13.9</td>
<td>97.1</td>
<td>60.2</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.78</td>
<td>0.70 to 0.86</td>
<td>&lt; 0.001</td>
<td>65.5</td>
<td>73.2</td>
<td>17.1</td>
<td>96.2</td>
<td>72.6</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.58</td>
<td>0.48 to 0.69</td>
<td>0.118</td>
<td>55.2</td>
<td>56.0</td>
<td>9.6</td>
<td>93.7</td>
<td>56.0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.49</td>
<td>0.39 to 0.59</td>
<td>0.877</td>
<td>41.4</td>
<td>55.4</td>
<td>7.3</td>
<td>91.8</td>
<td>54.3</td>
</tr>
<tr>
<td>General</td>
<td>0.59</td>
<td>0.48 to 0.69</td>
<td>0.097</td>
<td>58.6</td>
<td>55.7</td>
<td>10.1</td>
<td>94.1</td>
<td>56.1</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.65</td>
<td>0.55 to 0.76</td>
<td>0.004</td>
<td>72.4</td>
<td>54.5</td>
<td>11.9</td>
<td>96.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Total</td>
<td>0.59</td>
<td>0.48 to 0.69</td>
<td>0.111</td>
<td>65.5</td>
<td>51.3</td>
<td>10.2</td>
<td>94.6</td>
<td>52.4</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.75</td>
<td>0.66 to 0.83</td>
<td>&lt; 0.001</td>
<td>82.8</td>
<td>53.0</td>
<td>13.3</td>
<td>97.2</td>
<td>55.4</td>
</tr>
<tr>
<td>OGRS2</td>
<td>0.80</td>
<td>0.73 to 0.86</td>
<td>&lt; 0.001</td>
<td>93.1</td>
<td>54.4</td>
<td>15.5</td>
<td>98.9</td>
<td>57.5</td>
</tr>
<tr>
<td>PIV</td>
<td>0.79</td>
<td>0.73 to 0.86</td>
<td>&lt; 0.001</td>
<td>75.9</td>
<td>69.4</td>
<td>17.3</td>
<td>97.1</td>
<td>69.9</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.60</td>
<td>0.49 to 0.72</td>
<td>0.079</td>
<td>65.6</td>
<td>53.9</td>
<td>10.7</td>
<td>94.9</td>
<td>54.8</td>
</tr>
</tbody>
</table>
The next step in our analysis was to investigate item-specific predictive accuracy for any violence within 6 months and 12 months following discharge. Table 116 shows that, for MSRAG items in the acquisitive recidivism scale, only two items – number of prior offences and subject to a restricted hospital order – performed significantly better than chance for predicting any violence within 6 months since discharge. Similarly, using the scale for serious offending recidivism, number of prior serious offences and subject to a hospital restriction order performed significantly better than chance for the same outcome. The results for any violence within 12 months since discharge (see Table 116) were similar to those described for 6 months. Using the acquisitive recidivism scale, three items – number of prior offences and being subject to a restriction order but also age at index offence – were significant predictors of any violence. Similarly, using the serious offending recidivism scale, number of prior serious offences, subject to a restriction order and age at index offence had AUC values that were significantly higher than 0.5.

### TABLE 115 Any offending convictions within 12 months of discharge: AUC values

<table>
<thead>
<tr>
<th>Measure</th>
<th>AUC</th>
<th>95% CI</th>
<th>p-value</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSRAG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td>0.71</td>
<td>0.63 to 0.78</td>
<td>&lt; 0.001</td>
<td>72.9</td>
<td>54.1</td>
<td>19.2</td>
<td>93.0</td>
<td>56.5</td>
</tr>
<tr>
<td>Serious offending recidivism</td>
<td>0.71</td>
<td>0.63 to 0.78</td>
<td>&lt; 0.001</td>
<td>60.4</td>
<td>72.0</td>
<td>24.4</td>
<td>92.4</td>
<td>70.5</td>
</tr>
<tr>
<td>HCR-20&lt;sup&gt;3&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical</td>
<td>0.63</td>
<td>0.55 to 0.72</td>
<td>0.002</td>
<td>70.8</td>
<td>52.8</td>
<td>18.2</td>
<td>92.4</td>
<td>55.1</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.65</td>
<td>0.57 to 0.73</td>
<td>&lt; 0.001</td>
<td>64.6</td>
<td>63.0</td>
<td>20.5</td>
<td>92.3</td>
<td>63.2</td>
</tr>
<tr>
<td>Risk management</td>
<td>0.67</td>
<td>0.58 to 0.76</td>
<td>&lt; 0.001</td>
<td>68.8</td>
<td>51.9</td>
<td>17.5</td>
<td>91.8</td>
<td>54.0</td>
</tr>
<tr>
<td>Total</td>
<td>0.69</td>
<td>0.61 to 0.78</td>
<td>&lt; 0.001</td>
<td>70.8</td>
<td>57.7</td>
<td>19.8</td>
<td>93.0</td>
<td>59.4</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (reverse)</td>
<td>0.78</td>
<td>0.71 to 0.85</td>
<td>&lt; 0.001</td>
<td>79.6</td>
<td>61.1</td>
<td>23.2</td>
<td>95.2</td>
<td>63.4</td>
</tr>
<tr>
<td>Internal (reverse)</td>
<td>0.71</td>
<td>0.64 to 0.79</td>
<td>&lt; 0.001</td>
<td>64.6</td>
<td>65.7</td>
<td>21.8</td>
<td>92.6</td>
<td>65.6</td>
</tr>
<tr>
<td>Motivational (reverse)</td>
<td>0.72</td>
<td>0.65 to 0.80</td>
<td>&lt; 0.001</td>
<td>72.9</td>
<td>59.9</td>
<td>21.2</td>
<td>93.7</td>
<td>61.6</td>
</tr>
<tr>
<td>External (reverse)</td>
<td>0.73</td>
<td>0.65 to 0.80</td>
<td>&lt; 0.001</td>
<td>60.4</td>
<td>74.7</td>
<td>26.1</td>
<td>92.7</td>
<td>72.8</td>
</tr>
<tr>
<td>PANSS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0.60</td>
<td>0.52 to 0.68</td>
<td>0.020</td>
<td>56.3</td>
<td>56.8</td>
<td>16.2</td>
<td>89.8</td>
<td>56.8</td>
</tr>
<tr>
<td>Negative</td>
<td>0.47</td>
<td>0.39 to 0.56</td>
<td>0.557</td>
<td>37.5</td>
<td>54.6</td>
<td>10.9</td>
<td>85.5</td>
<td>52.4</td>
</tr>
<tr>
<td>General</td>
<td>0.59</td>
<td>0.51 to 0.68</td>
<td>0.031</td>
<td>58.3</td>
<td>56.5</td>
<td>16.6</td>
<td>90.2</td>
<td>56.7</td>
</tr>
<tr>
<td>Aggression</td>
<td>0.63</td>
<td>0.54 to 0.72</td>
<td>0.004</td>
<td>64.6</td>
<td>54.9</td>
<td>17.5</td>
<td>91.3</td>
<td>56.2</td>
</tr>
<tr>
<td>Total</td>
<td>0.58</td>
<td>0.49 to 0.67</td>
<td>0.066</td>
<td>60.4</td>
<td>51.5</td>
<td>15.6</td>
<td>89.8</td>
<td>52.7</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.75</td>
<td>0.68 to 0.81</td>
<td>&lt; 0.001</td>
<td>84.8</td>
<td>55.2</td>
<td>21.7</td>
<td>96.1</td>
<td>59.0</td>
</tr>
<tr>
<td>OGRS2</td>
<td>0.76</td>
<td>0.69 to 0.83</td>
<td>&lt; 0.001</td>
<td>89.1</td>
<td>56.4</td>
<td>23.6</td>
<td>97.2</td>
<td>60.7</td>
</tr>
<tr>
<td>PIV</td>
<td>0.77</td>
<td>0.70 to 0.84</td>
<td>&lt; 0.001</td>
<td>72.9</td>
<td>71.6</td>
<td>27.6</td>
<td>94.7</td>
<td>71.8</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>0.62</td>
<td>0.52 to 0.71</td>
<td>0.015</td>
<td>66.7</td>
<td>55.3</td>
<td>18.1</td>
<td>91.8</td>
<td>56.7</td>
</tr>
</tbody>
</table>
We then investigated the predictive accuracy of HCR-20v3 items for any violence within 6 and 12 months. Table 117 shows that, using the historical scale, only 4 out of 10 items (other antisocial behaviour, traumatic experiences, violent attitudes and treatment or supervision response) were significant predictors of violence within 6 months. Using the clinical scale, apart from symptoms of major mental disorder, all items were significantly predictive of violence within 6 months. The only risk management scale item that was predictive of any violence within 6 months of discharge was treatment or supervision response.

**TABLE 116** Area under the ROC curve values for any violence after discharge (outcome) for MSRAG items

<table>
<thead>
<tr>
<th>MSRAG items</th>
<th>Within 6 months</th>
<th></th>
<th>Within 12 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
<td>AUC</td>
</tr>
<tr>
<td>Acquisitive recidivism</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of prior offences</td>
<td>0.61</td>
<td>0.54 to 0.68</td>
<td>0.002</td>
<td>0.61</td>
</tr>
<tr>
<td>Any prior custodial sentences</td>
<td>0.52</td>
<td>0.45 to 0.58</td>
<td>0.635</td>
<td>0.54</td>
</tr>
<tr>
<td>Acquisitive index offence</td>
<td>0.51</td>
<td>0.46 to 0.56</td>
<td>0.720</td>
<td>0.49</td>
</tr>
<tr>
<td>Age at index offence</td>
<td>0.55</td>
<td>0.47 to 0.62</td>
<td>0.228</td>
<td>0.58</td>
</tr>
<tr>
<td>Subject to a restricted hospital order</td>
<td>0.57</td>
<td>0.50 to 0.65</td>
<td>0.040</td>
<td>0.58</td>
</tr>
<tr>
<td>Admitted to MSU from a high secure hospital</td>
<td>0.50</td>
<td>0.47 to 0.53</td>
<td>0.961</td>
<td>0.51</td>
</tr>
<tr>
<td>Serious offending recidivism</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of prior custody sentences</td>
<td>0.54</td>
<td>0.45 to 0.62</td>
<td>0.376</td>
<td>0.55</td>
</tr>
<tr>
<td>Number of prior serious offences</td>
<td>0.58</td>
<td>0.52 to 0.64</td>
<td>0.012</td>
<td>0.60</td>
</tr>
<tr>
<td>Acquisitive index offence</td>
<td>0.51</td>
<td>0.46 to 0.56</td>
<td>0.720</td>
<td>0.49</td>
</tr>
<tr>
<td>Age at index offence</td>
<td>0.54</td>
<td>0.47 to 0.62</td>
<td>0.240</td>
<td>0.57</td>
</tr>
<tr>
<td>Subject to a restricted hospital order</td>
<td>0.58</td>
<td>0.51 to 0.65</td>
<td>0.030</td>
<td>0.58</td>
</tr>
<tr>
<td>Admitted to MSU from a high secure hospital</td>
<td>0.50</td>
<td>0.47 to 0.54</td>
<td>0.890</td>
<td>0.51</td>
</tr>
</tbody>
</table>

We then investigated the predictive accuracy of HCR-20v3 items for any violence within 6 and 12 months. Table 117 shows that, using the historical scale, only 4 out of 10 items (other antisocial behaviour, traumatic experiences, violent attitudes and treatment or supervision response) were significant predictors of violence within 6 months. Using the clinical scale, apart from symptoms of major mental disorder, all items were significantly predictive of violence within 6 months. The only risk management scale item that was predictive of any violence within 6 months of discharge was treatment or supervision response.

**TABLE 117** Area under the ROC curve values for any violence after discharge (outcome) for HCR-20v3 items

<table>
<thead>
<tr>
<th>HCR-20v3 items</th>
<th>Within 6 months</th>
<th></th>
<th>Within 12 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
<td>AUC</td>
</tr>
<tr>
<td>Historical scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1: violence</td>
<td>0.51</td>
<td>0.45 to 0.57</td>
<td>0.842</td>
<td>0.51</td>
</tr>
<tr>
<td>H2: other antisocial behaviour</td>
<td>0.59</td>
<td>0.51 to 0.67</td>
<td>0.021</td>
<td>0.59</td>
</tr>
<tr>
<td>H3: relationships</td>
<td>0.50</td>
<td>0.43 to 0.58</td>
<td>0.925</td>
<td>0.49</td>
</tr>
<tr>
<td>H4: employment</td>
<td>0.53</td>
<td>0.45 to 0.61</td>
<td>0.444</td>
<td>0.52</td>
</tr>
<tr>
<td>H5: substance use</td>
<td>0.54</td>
<td>0.47 to 0.61</td>
<td>0.303</td>
<td>0.54</td>
</tr>
<tr>
<td>H6: major mental disorder</td>
<td>0.48</td>
<td>0.43 to 0.52</td>
<td>0.317</td>
<td>0.49</td>
</tr>
<tr>
<td>H7: personality disorder</td>
<td>0.56</td>
<td>0.48 to 0.64</td>
<td>0.130</td>
<td>0.54</td>
</tr>
<tr>
<td>H8: traumatic experiences</td>
<td>0.60</td>
<td>0.52 to 0.68</td>
<td>0.010</td>
<td>0.63</td>
</tr>
<tr>
<td>H9: violent attitudes</td>
<td>0.60</td>
<td>0.52 to 0.68</td>
<td>0.013</td>
<td>0.58</td>
</tr>
<tr>
<td>H10: treatment or supervision response</td>
<td>0.60</td>
<td>0.54 to 0.67</td>
<td>0.002</td>
<td>0.58</td>
</tr>
</tbody>
</table>
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Table 117 shows that there were four historical items that were predictive of any violence within 12 months following discharge: other antisocial behaviour, traumatic experiences, violent attitudes and treatment or supervision response. Similar to the findings for violence within 6 months, all clinical items apart from symptoms of major mental disorder were significant predictors at 12 months. Similarly, in the risk management scale, treatment or supervision response but also stress or coping were significantly predictive of any violence at 12 months.

In addition, we investigated the predictive accuracy of individual SAPROF (reversed) items for any violence within 6 and 12 months of discharge.

For any violence within 12 months of discharge (see Table 118), the same internal factors predictive for 6-month violence were again predictive: empathy, coping and self-control. Similarly, all motivational factors except life goals were significant predictors of any violence within 12 months of discharge. Finally, among the external factors, only living circumstances and external control were predictive of violence at 12 months.

We finally tested the predictive accuracy of PANSS items for any violence within 6 and 12 months (Table 119). For any violence within 6 months, the following positive items were predictive: conceptual disorganisation, excitement, grandiosity, suspiciousness/persecution and hostility. None of the negative items was predictive. Among the general items, anxiety, depression, unco-operativeness, unusual thought content, poor attention, lack of judgement and insight, poor impulse control and preoccupation were significant predictors. In addition, all aggression items were predictive for any violence within 6 months of discharge. For violence at 12 months the positive items excitement, grandiosity, suspiciousness/persecution and hostility were predictive. Among negative items, the only predictive item was poor rapport. The general items unco-operativeness, unusual thought content, poor attention, lack of judgement and insight and poor impulse were predictive of any violence within 12 months. Finally, as with any violence within 6 months, all aggression items were predictive of 12-month violence.
TABLE 118 Area under the ROC curve values for any violence after discharge (outcome) for SAPROF (reverse) items

<table>
<thead>
<tr>
<th>SAPROF (reverse) items</th>
<th>Within 6 months</th>
<th></th>
<th></th>
<th>Within 12 months</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
</tr>
<tr>
<td>Internal factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligence</td>
<td>0.55</td>
<td>0.48 to 0.63</td>
<td>0.176</td>
<td>0.54</td>
<td>0.48 to 0.60</td>
<td>0.182</td>
</tr>
<tr>
<td>Secure attachment in childhood</td>
<td>0.56</td>
<td>0.49 to 0.64</td>
<td>0.101</td>
<td>0.55</td>
<td>0.49 to 0.62</td>
<td>0.088</td>
</tr>
<tr>
<td>Empathy</td>
<td>0.62</td>
<td>0.54 to 0.69</td>
<td>0.003</td>
<td>0.59</td>
<td>0.53 to 0.66</td>
<td>0.005</td>
</tr>
<tr>
<td>Coping</td>
<td>0.62</td>
<td>0.55 to 0.70</td>
<td>0.001</td>
<td>0.60</td>
<td>0.54 to 0.66</td>
<td>0.002</td>
</tr>
<tr>
<td>Self-control</td>
<td>0.66</td>
<td>0.59 to 0.73</td>
<td>&lt; 0.001</td>
<td>0.62</td>
<td>0.56 to 0.68</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Motivational factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>0.65</td>
<td>0.60 to 0.71</td>
<td>&lt; 0.001</td>
<td>0.62</td>
<td>0.57 to 0.67</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Leisure activities</td>
<td>0.62</td>
<td>0.55 to 0.69</td>
<td>0.002</td>
<td>0.57</td>
<td>0.51 to 0.63</td>
<td>0.021</td>
</tr>
<tr>
<td>Financial management</td>
<td>0.62</td>
<td>0.55 to 0.69</td>
<td>0.001</td>
<td>0.59</td>
<td>0.53 to 0.65</td>
<td>0.002</td>
</tr>
<tr>
<td>Motivation for treatment</td>
<td>0.62</td>
<td>0.55 to 0.70</td>
<td>0.001</td>
<td>0.58</td>
<td>0.52 to 0.64</td>
<td>0.007</td>
</tr>
<tr>
<td>Attitudes towards authority</td>
<td>0.67</td>
<td>0.60 to 0.74</td>
<td>&lt; 0.001</td>
<td>0.64</td>
<td>0.58 to 0.70</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Life goals</td>
<td>0.57</td>
<td>0.50 to 0.65</td>
<td>0.058</td>
<td>0.55</td>
<td>0.49 to 0.61</td>
<td>0.114</td>
</tr>
<tr>
<td>Medication</td>
<td>0.58</td>
<td>0.51 to 0.64</td>
<td>0.019</td>
<td>0.55</td>
<td>0.50 to 0.61</td>
<td>0.035</td>
</tr>
<tr>
<td>External factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social network</td>
<td>0.60</td>
<td>0.52 to 0.67</td>
<td>0.014</td>
<td>0.56</td>
<td>0.49 to 0.62</td>
<td>0.074</td>
</tr>
<tr>
<td>Intimate relationship</td>
<td>0.52</td>
<td>0.47 to 0.57</td>
<td>0.431</td>
<td>0.51</td>
<td>0.46 to 0.55</td>
<td>0.779</td>
</tr>
<tr>
<td>Professional care</td>
<td>0.49</td>
<td>0.48 to 0.50</td>
<td>0.014</td>
<td>0.50</td>
<td>0.48 to 0.51</td>
<td>0.705</td>
</tr>
<tr>
<td>Living circumstances</td>
<td>0.56</td>
<td>0.49 to 0.62</td>
<td>0.112</td>
<td>0.57</td>
<td>0.52 to 0.63</td>
<td>0.010</td>
</tr>
<tr>
<td>External control</td>
<td>0.59</td>
<td>0.52 to 0.66</td>
<td>0.009</td>
<td>0.59</td>
<td>0.54 to 0.65</td>
<td>0.001</td>
</tr>
</tbody>
</table>

TABLE 119 Area under the ROC curve values for any violence after discharge (outcome) for PANSS items

<table>
<thead>
<tr>
<th>PANSS items</th>
<th>Within 6 months</th>
<th></th>
<th></th>
<th>Within 12 months</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
<td>AUC</td>
<td>95% CI</td>
<td>p-value</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delusions</td>
<td>0.56</td>
<td>0.49 to 0.63</td>
<td>0.109</td>
<td>0.56</td>
<td>0.50 to 0.62</td>
<td>0.061</td>
</tr>
<tr>
<td>Conceptual disorganisation</td>
<td>0.59</td>
<td>0.51 to 0.66</td>
<td>0.019</td>
<td>0.55</td>
<td>0.50 to 0.61</td>
<td>0.073</td>
</tr>
<tr>
<td>Hallucinatory behaviour</td>
<td>0.50</td>
<td>0.44 to 0.57</td>
<td>0.875</td>
<td>0.50</td>
<td>0.45 to 0.55</td>
<td>0.895</td>
</tr>
<tr>
<td>Excitement</td>
<td>0.62</td>
<td>0.55 to 0.70</td>
<td>0.001</td>
<td>0.60</td>
<td>0.54 to 0.65</td>
<td>0.001</td>
</tr>
<tr>
<td>Grandiosity</td>
<td>0.58</td>
<td>0.50 to 0.65</td>
<td>0.040</td>
<td>0.58</td>
<td>0.52 to 0.64</td>
<td>0.010</td>
</tr>
<tr>
<td>Suspicousness/persecution</td>
<td>0.60</td>
<td>0.52 to 0.68</td>
<td>0.015</td>
<td>0.57</td>
<td>0.51 to 0.63</td>
<td>0.027</td>
</tr>
<tr>
<td>Hostility</td>
<td>0.68</td>
<td>0.60 to 0.76</td>
<td>&lt; 0.001</td>
<td>0.66</td>
<td>0.60 to 0.72</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

continued
The MSRAG showed considerable shrinkage in its predictive accuracy for violent behaviour at 6 months and 12 months following discharge in this validation sample. AUC values were now poor at predicting the violent outcomes using the serious offending recidivism and acquisitive recidivism scales. However, because the MSRAG was originally standardised on serious offending behaviour measured using criminal convictions and over a considerably longer period of, on average, 6 years, it may have been unrealistic to expect the instrument to perform well on a different outcome from the one it was originally designed to measure. Nevertheless, the shrinkage could simply be the result of the instrument performing poorly on a new validation sample. This has previously been observed with other instruments, such as the COVR.

### Discussion

The MSRAG showed considerable shrinkage in its predictive accuracy for violent behaviour at 6 months and 12 months following discharge in this validation sample. AUC values were now poor at predicting the violent outcomes using the serious offending recidivism and acquisitive recidivism scales. However, because the MSRAG was originally standardised on serious offending behaviour measured using criminal convictions and over a considerably longer period of, on average, 6 years, it may have been unrealistic to expect the instrument to perform well on a different outcome from the one it was originally designed to measure. Nevertheless, the shrinkage could simply be the result of the instrument performing poorly on a new validation sample. This has previously been observed with other instruments, such as the COVR.
which was marketed as a compact disc read-only memory (CD-ROM) to be used by clinicians to assess risk in patients discharged from psychiatric facilities.13

We had originally intended to purchase the COVR and compare it with the MSRAG and other instruments. However, by the time our programme had started, it had become clear that the COVR performed particularly poorly. We subsequently examined the method used to develop the COVR and determined that the classification tree model used did not adequately explain certain items that might not appear in new samples or patient populations. These may have been unique to the original sample and therefore unlikely to have good predictive power in a new sample. Subsequent validation showed considerable shrinkage in the predictive power of the COVR.13,14 McCusker15 has argued that the clinical use of the instrument was questionable, the construction sample had fitted the data too specifically (a problem we believed had been exacerbated by use of tree modelling) and environmental influences would really determine future accuracy.

Our findings would therefore question whether or not we had encountered similar problems shown in the development of the COVR in the USA. The analysis of individual items suggests that part of the problem may have been explained by the fact that not all items were predictive of the outcomes under study. This was a problem shown with items in the HCR-20v3 scales, particularly the historical scale. However, when compared with other actuarial instruments, including the RM2000V, OGRS2, PV and PCL:SV, the MSRAG performed better, with a higher AUC value at 6 months. At 12 months after discharge, the performance of all static instruments was approximately the same.

When comparing the MSRAG with the HCR-20v3, it is appropriate to compare it with the historical scale, which consists of static items (the clinical and risk scales are used to measure dynamic items). Our findings showed that the predictive accuracy of the HCR-20v3 historical scale and the MSRAG were similar, at both 6 months and 12 months. However, AUC values for the clinical scale were considerably better. This was an unexpected finding. Previous studies examining the predictive ability of the clinical scale using previous versions of the HCR-20 have tended to find that both the clinical and the risk scales have poorer predictive ability than the historical scale.8 Nevertheless, most of these studies used an outcome of violent behaviour measured over a longer period than 6 or 12 months, as in this study. These findings would suggest that clinical items, and to a lesser extent management items, were more relevant measures of risk in the short term, certainly over a period of 6 months. Management items were less accurate by 12 months. Considering the implications of these findings, it could be argued that it is inappropriate to use clinical and management items as a predictive scale for future behaviour. Instead of this approach, individual items should be identified as risk factors that should be modified to prevent subsequent violence by the clinicians responsible for the patients care, but not used to ‘predict’ future violence.

Items in these two subscales are ‘dynamic’ in the sense that the behaviour that was measured before release is likely to have continued and therefore is likely to have been predictive using the statistical method of the study. However, at a later date, some of these items might well change and, possibly, recede. This would explain why other studies, over longer periods, have found that clinical and risk management scales do not have predictive ability or have poor ability in the longer term. If this were the case in our sample, it would, in turn, question whether or not it is appropriate to validate dynamic measures such as the clinical and management scales of the HCR-20v3 using the predictive method that we employed in this study. Nevertheless, all other researchers in the field, including those who have developed the HCR-20 through its previous versions, have used this same method for validation.190

When considering the SAPROF, the instrument demonstrated a small decline in predictive ability from 6 months to 12 months. Nevertheless, the total score showed that it had superior predictive ability to the MSRAG. On the other hand, the scoring of the SAPROF was not carried out according to its original design. The instrument is intended to advise clinicians of strengths in a patient’s clinical history and items that are protective for future violent behaviour. The scoring in this study is therefore artificial in reversing
the scores so that patients with fewer protective factors score higher, thereby indicating that they are at
greater risk.

Previous studies suggest that symptoms of severe mental illness are not particularly good predictors of
future violent behaviour, especially over the longer term.20 In the short term, aggressive behaviour and
thinking performed moderately well as predictors. However, symptoms of severe mental illness are also
dynamic. A score on different PANSS scales, including positive, negative and general symptoms, may or
may not correspond to violent behaviour over the longer term. For example, it has been observed that
delusions are not predictive of future violence among patients discharged from US psychiatric hospitals.21
However, although not predictive, delusions appear to cause violence when the violence is measured
during the same time period as the delusions.21,291

**Screening**

So far, we have compared the predictive accuracy of the MSRAG with that of other instruments using AUC
values. We found that it performed similarly to the RM2000V, OGRS2, PIV and PCL:SV, at a low level of
predictive accuracy. When compared with the historical scale of the HCR-20, the scale that contains static
or historical items similar to those of actuarial instruments, its performance was the same. The MSRAG was
exceeded only by the clinical scale of the HCR-20, the total scale of the HCR-20, which included the
clinical scale items, and the SAPROF motivational scale and total scale, the latter including the motivational
scale items. However, when we applied statistics used more commonly in epidemiological studies of
screening instruments that are used to measure the accuracy of current classifications, different patterns
emerged. Differences between PPV and NPV were less apparent and all total and subscales of the
instruments performed similarly. The MSRAG (serious offending) appeared to be relatively less specific than
most instruments for any violent behaviour at 6 months and 12 months, but had higher sensitivity. When
the percentage of all subjects correctly classified was considered (i.e. those predicted to be violent who
were violent and those predicted not to be violent who were not violent), the MSRAG performed as well
as any screen in the study.

It can be argued that it is inappropriate to attempt to predict violent behaviour using the acquisitive
recidivism scale of the MSRAG. The serious offending recidivism scale would be considered closer in terms
of intended outcome. It is therefore reassuring that the serious offending recidivism scale performed better
than the acquisitive recidivism scale. Examining the PCC, the MSRAG serious offending recidivism scale
performed as accurately as the HCR-20 clinical scale and nearly as accurately as the SAPROF external scale.

Finally, when comparing all instruments, the PPV was low. These instruments do not perform well in terms
of accurately classifying those who actually behave violently at 6 months and 12 months. There was
some small improvement at 12 months. However, when considering the PCC, our findings suggest that
approximately one in three cases will be incorrectly classified as violent or not violent by these instruments.
This has important implications because it indicates that the use of such instruments to make major
decisions, including discharge and extended sentencing, would not be justified solely on the basis of the
ratings of any instrument included in the study.

**Acquisitive offending**

If the aim of the study was to predict future acquisitive offending then the MSRAG performed better
than any instrument or subscale included in the study. AUC values were superior to those of all other
instruments, although they were only slightly higher than those for the OGRS2 (the OGRS2 was specifically
designed to measure risk of general offending and was originally standardised on a large sample of
prisoners). However, when examining the conventional measures of accuracy, OGRS2 showed 100%
sensitivity and MSRAG showed 91.7% sensitivity. All instruments performed well for NPV but the PPV was
low for all instruments. Relying on the PCC as the final arbiter of whether an instrument should be used to
classify a patient, the SAPROF (reverse) external scale and the MSRAG serious reoffending scale classified
the largest number of patients accurately for future acquisitive convictions. However, in both cases
approximately 30% of patients would have been misclassified, similar to our findings for violence.
These findings, although initially discouraging with regard to the use of instruments to classify patients, are nevertheless of considerable importance. The MSRAG serious offending scale classifies acquisitive offending more accurately than the acquisitive recidivism scale. It is worth noting that the HCR-20 historical scale is specifically designed to assess risk for future violence. However, the AUC value for the historical scale was slightly higher for predicting acquisitive offending than for predicting violence at 12 months, with the PCC similar in each case. When considering these findings, it has to be questioned why instruments that are specifically designed to predict violent behaviour should perform better, or as well, for predicting future acquisitive offending.

Previous research has demonstrated that the PCL-R predicts both violence and general recidivism. Furthermore, the VRAG, despite being developed to predict violence, also predicts general recidivism. Both instruments are highly correlated, with some items in common.

Criminological research has demonstrated that frequent, violent offenders are indistinguishable from frequent, non-violent offenders and that involvement in violence is primarily a function of increasing offence frequency, that is, there is no tendency to specialise in violence. Farrington et al. examined a large sample of offenders and found a small but significant degree of specialising in offending. However, this was superimposed on a considerable amount of versatility of offending behaviour. In this US sample, offending careers showed that the most specialised offences were not violence, but running away from home, burglary, motor vehicle theft, liquor violations, incorrigibility, curfew, truancy and drugs. Reviewing the Cambridge Study in Delinquent Development, Farrington concluded that there is significant continuity in aggression and violence from childhood to adulthood, spanning a time period of nearly a quarter of a century in the sample studied. It was clear that boys who had been aggressive in childhood or adolescence tended to be more deviant in adulthood. They were found later to be living in worse home circumstances, more likely to be in conflict with, and violent towards, their wife or cohabitee, more likely to be unemployed, more likely to be a heavier smoker and drinker, more likely to be a drunk driver and drug taker and to have committed more offences (including violence). Farrington believed that this continuity was probably not specific to aggression and violence but a part of a general continuity of antisocial and deviant behaviour from childhood to adulthood. These findings question whether or not it is possible to develop a risk assessment instrument that specifically and exclusively measures risk for future violence, especially if based on samples of offenders.

It must be questioned why the predictive method of validation using AUC values is applied to both SPJ and ARA instruments. This method is arguably more suitable for ARA instruments because the purpose of these is limited to classifying individuals more simply into levels of risk. SPJ instruments are intended to guide clinical decision-making and clinicians are instructed not to sum the total scores of the items in each scale (historical, clinical and risk management). However, in this study we did this in contravention of the recommendation. On the other hand, the developers of the HCR-20 and other SPJ instruments have used the same method of validation and continue to do so. The difficulty in interpreting our findings would suggest that to continue to do so is methodologically unsound. For a risk factor to be successfully modified to prevent risk it must be causally related to violence, the outcome of interest. The validation method that we and other researchers have employed does not identify causal relationships between either items or scores on instruments and violent outcome. An item may be predictive but that does not mean that it is causal. Paradoxically, the item may be poorly predictive of future violence and yet it may have a strong causal relationship if occurring in close temporal proximity to the violence. If SPJ instruments are to be validated in the future, then new methods must be developed for this purpose. Ultimately, the test of whether the time-consuming and expensive process of completing a SPJ assessment can prevent a single act of violence must be determined by a RCT. There is currently no evidence that completing an ARA instrument or a SPJ instrument can achieve this.

**Serious offending (convictions)**

The fact that the MSRAG was standardised on official criminal records may explain why it performs relatively well compared with other instruments when using conventional statistics for classification. However, AUC values would suggest that it performs poorly and only the SAPROF and HCR-20 total scale
scores achieved good predictive accuracy at 6 months, with a decline in accuracy for the HCR-20\textsuperscript{v3} total score scale at 12 months. However, our findings revealed a problem when evaluating accuracy. Whereas the MSRAG performed poorly using AUC values, by 12 months the serious offending scale outperformed all other instruments except for the PIV scale and the SAPROF external scale on the basis of the PCC.

Any offending
The paradoxical findings observed for serious offending can also be observed when all convictions are combined. Whereas AUC values compare for the MSRAG serious offending scale and SAPROF and HCR-20\textsuperscript{v3}, the PCC using MSRAG exceeded the two SPJ scales. For any offending, other actuarial instruments show improved AUC values over the MSRAG. However, the serious offending scale outperformed these instruments on the basis of PCC.

Predictability of individual items of the Medium Security Recidivism Assessment Guide
We finally investigated the predictive ability of the MSRAG in terms of individual items included in certain other instruments in the study (HCR-20\textsuperscript{v3}, SAPROF and PANSS). Our aim was to examine which individual items predicted any violence at 6 months and 12 months after discharge. We found that only two items were predictive in the MSRAG acquisitive recidivism scale and that these were poor predictors: number of prior criminal offences and being subject to a hospital restriction order. These same items were also predictive for the MSRAG serious offending scale at 6 months. By 12 months there had been some improvement in their predictive accuracy and age at index offence leading to hospitalisation had also become significant. Nevertheless, the AUC values still indicated a poor predictive ability of these individual items.

When examining the predictive efficacy of the HCR-20\textsuperscript{v3} historical scale, only four items showed predictive ability and this was at a low level (AUC values all < 0.60). There was no improvement over 12 months in contrast to the MSRAG. The HCR-20\textsuperscript{v3} clinical scale included four items that were predictive, but none of these achieved a ‘moderate’ AUC value of 0.7. Treatment or supervision response on the risk management scale was significant at both time points and by 12 months stress or coping became significant. However, both predictors would still be considered ‘poor’ in terms of an AUC value.

When considering the predictive ability of the SAPROF scale, considerably more items achieved statistical significance than for the other instruments. There was no improvement by 12 months and, as with the other instruments, none of the items achieved a measure of predictive efficacy that could be considered ‘moderate’ based on AUC values.

If an AUC value of $\geq 0.7$ is considered moderate predictive ability and a value of $\geq 0.8$ is considered good predictive ability, then only poor impulse control at 6 months used in the PANSS achieved a moderate level of prediction. By 12 months, excitement, grandiosity, suspiciousness/persecution, hostility, poor rapport, unco-operativeness, unusual thought content, poor attention, lack of judgement and insight, poor impulse control, anger, difficulty in delaying gratification, and affective liability were all predictive. However, none of these items achieved an AUC value of $> 0.7$. 
Chapter 15 Dynamic effects of risk assessment instruments for patients discharged from medium secure services

Background

We have previously demonstrated that the predictive ability of most risk assessment instruments is explained by a limited number of their items. This means that, if the intention is to measure predictive accuracy, the number of items can be reduced while still maintaining accuracy in prediction. However, such an exercise serves little purpose in the preliminary stages of developing dynamic risk assessment instruments. It is essential to test whether or not dynamic items have a causal relationship with violence and are factors that should be targeted for intervention. In this chapter we carry out a preliminary investigation of individual dynamic risk and protective factors from the HCR-20v3 and SAPROF and their associations with violence. The long-term objective is to identify candidate causal risk factors. These should undergo further investigation using methods that establish causal associations.

More recently, our research has shown that the predictive accuracy of different risk assessment instruments differs considerably according to diagnosis. We found that, for patients with severe personality disorder (particularly psychopathy), risk assessment instruments performed poorly. For psychopathy their accuracy was no better than tossing a coin. It therefore follows that the dynamic risk and protective factors that are of relevance to violent outcome may also differ according to diagnosis. This would correspond to clinical observations that the risk factors for a patient with severe personality disorder may be very different from those for a patient with schizophrenia.

Objectives

The objectives of this study were to:

1. investigate the association between dynamic items and concurrent violence to identify items with candidate causal effects that might be helpful as offender management targets
2. examine these associations according to the presence or absence of major mental illness and the presence or absence of personality disorder.

Methods

The sample under study as well as exposure and outcome measures have been described in detail in Chapters 13 and 14.

For the statistical analysis we used multilevel logistic regression models to estimate simultaneously for both time periods (from baseline to 6 months and from 6 months to 12 months) the effect of each dynamic item (quantified by OR) on concurrent violence. We adjusted our analysis only for time period to obtain the univariate overall effect of each item on violence over the same period. By using multilevel models we increased the power of detecting an item effect on violence and at the same time adjusted for patient-specific unobserved heterogeneity (random effect).
In addition to the analysis for the overall sample, we carried out subgroup analysis based on presence/absence of major mental illness. The definition of major mental illness was based on a primary diagnosis for one of the following: schizophrenia, schizoaffective disorder, mania/bipolar disorder, delusional disorder, severe depressive episode with psychotic symptoms, first-episode psychosis and affective psychosis. Of 387 patients, 349 (90.2%) had major mental illness and 38 (9.8%) were without major mental illness.

We also performed additional subgroup analysis based on presence/absence of personality disorder. In total, 76 patients (19.6%) had personality disorder as a primary or co-occurring condition and 311 (80.4%) had no personality disorder.

**Results**

The results for the analysis of HCR-20v3 dynamic items (clinical and risk management scales) for the total sample are shown in Table 120. Apart from the item R1 (professional services and plans), all items were significantly associated with concurrent violence. The largest OR corresponded to item R5 (stress or coping), followed by the OR for item C2 (violent ideation or intent).

The association between SAPROF items (reverse direction) and violence over the same time period are reported in Table 121. Among internal factors, we found that lack of empathy, lack of coping and lack of self-control were associated with violence, whereas low intelligence level and lack of secure attachment in childhood were not. All motivational factors were associated with violence. However, among external factors, only lack of social network was significantly associated with concurrent violence.

The PANNS item effects on concurrent violence for the overall sample are presented in Table 122. All positive items were significantly associated with violence. Among the negative items, apart from blunted affect all other items were significantly associated with violence. Among general items, those not associated with violence included somatic concern, guilt feelings, depression, motor retardation and disorientation. Finally, all aggression items were significantly associated with violence.

<table>
<thead>
<tr>
<th>HCR-20v3 items</th>
<th>AOR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: insight</td>
<td>4.37</td>
<td>2.54 to 7.54</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td>7.48</td>
<td>4.11 to 13.62</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td>3.18</td>
<td>2.07 to 4.88</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>C4: instability</td>
<td>5.95</td>
<td>3.76 to 9.42</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td>3.26</td>
<td>2.25 to 4.72</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Risk management scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td>1.46</td>
<td>0.78 to 2.73</td>
<td>0.235</td>
</tr>
<tr>
<td>R2: living situation</td>
<td>2.14</td>
<td>1.36 to 3.36</td>
<td>0.001</td>
</tr>
<tr>
<td>R3: personal support</td>
<td>1.89</td>
<td>1.24 to 2.88</td>
<td>0.003</td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td>3.53</td>
<td>2.25 to 5.53</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td>9.35</td>
<td>4.63 to 18.92</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>
### TABLE 121 Association between each item (exposure) and any violence (outcome) adjusting for time period (overall sample): SAPROF (reverse)

<table>
<thead>
<tr>
<th>SAPROF (reverse) items</th>
<th>AOR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internal factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligence</td>
<td>1.54</td>
<td>0.85 to 2.78</td>
<td>0.153</td>
</tr>
<tr>
<td>Secure attachment in childhood</td>
<td>1.46</td>
<td>0.99 to 2.15</td>
<td>0.054</td>
</tr>
<tr>
<td>Empathy</td>
<td>3.45</td>
<td>2.28 to 5.22</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Coping</td>
<td>5.56</td>
<td>3.25 to 9.49</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Self-control</td>
<td>8.28</td>
<td>4.65 to 14.73</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td><strong>Motivational factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>1.74</td>
<td>1.15 to 2.64</td>
<td>0.009</td>
</tr>
<tr>
<td>Leisure activities</td>
<td>2.97</td>
<td>2.00 to 4.41</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Financial management</td>
<td>2.26</td>
<td>1.47 to 3.46</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Motivation for treatment</td>
<td>3.45</td>
<td>2.19 to 5.46</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Attitudes towards authority</td>
<td>4.15</td>
<td>2.73 to 6.32</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Life goals</td>
<td>2.64</td>
<td>1.69 to 4.10</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Medication</td>
<td>2.76</td>
<td>1.77 to 4.30</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td><strong>External factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social network</td>
<td>2.29</td>
<td>1.48 to 3.54</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Intimate relationship</td>
<td>0.96</td>
<td>0.60 to 1.54</td>
<td>0.878</td>
</tr>
<tr>
<td>Professional care</td>
<td>1.39</td>
<td>0.43 to 4.52</td>
<td>0.581</td>
</tr>
<tr>
<td>Living circumstances</td>
<td>0.91</td>
<td>0.58 to 1.42</td>
<td>0.664</td>
</tr>
<tr>
<td>External control</td>
<td>0.89</td>
<td>0.52 to 1.54</td>
<td>0.687</td>
</tr>
</tbody>
</table>

### TABLE 122 Association between each item (exposure) and any violence (outcome) adjusting for time period (overall sample): PANSS

<table>
<thead>
<tr>
<th>PANSS items</th>
<th>AOR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delusions</td>
<td>1.67</td>
<td>1.30 to 2.16</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Conceptual disorganisation</td>
<td>1.82</td>
<td>1.40 to 2.37</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Hallucinatory behaviour</td>
<td>1.37</td>
<td>1.07 to 1.76</td>
<td>0.012</td>
</tr>
<tr>
<td>Excitement</td>
<td>2.02</td>
<td>1.51 to 2.71</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Grandiosity</td>
<td>1.64</td>
<td>1.33 to 2.03</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Suspiciousness/persecution</td>
<td>1.97</td>
<td>1.56 to 2.49</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Hostility</td>
<td>2.35</td>
<td>1.89 to 2.94</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td><strong>Negative</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blunted affect</td>
<td>1.25</td>
<td>0.97 to 1.62</td>
<td>0.091</td>
</tr>
<tr>
<td>Emotional withdrawal</td>
<td>1.40</td>
<td>1.10 to 1.79</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Poor rapport</td>
<td>1.58</td>
<td>1.29 to 1.93</td>
<td>0.007</td>
</tr>
<tr>
<td>Passive/apathetic social withdrawal</td>
<td>1.43</td>
<td>1.16 to 1.75</td>
<td>0.001</td>
</tr>
<tr>
<td>Difficulty in abstract thinking</td>
<td>1.28</td>
<td>1.06 to 1.54</td>
<td>0.031</td>
</tr>
<tr>
<td>Lack of spontaneity and flow</td>
<td>1.25</td>
<td>1.02 to 1.54</td>
<td>0.024</td>
</tr>
<tr>
<td>Stereotyped thinking</td>
<td>1.27</td>
<td>1.03 to 1.56</td>
<td>0.024</td>
</tr>
</tbody>
</table>

continued
Table 123 shows the association between HCR-20v3 items and violence for the subgroups with and without major mental illness. In the subgroup without major mental illness, fewer clinical scale items were significantly associated with violence (C1 (insight), C2 (violent ideation or intent) and C5 (treatment or supervision response)). Among risk management scale items, only item R4 (treatment or supervision response) was associated with the outcome of interest. In contrast, in the subgroup with major mental illness, apart from item R1 (professional services and plans), all items were associated with violence.

The results from the analysis of the effects of SAPROF items (reverse) on concurrent violence in the subgroups with and without major mental illness are shown in Table 124. For patients without major mental illness, lack of empathy, lack of coping and lack of self-control were internal factors associated with violence. Among motivational factors, lack of leisure activities, lack of motivation for treatment and lack of life goals were associated with the outcome of interest. Finally, none of the external factors was associated with violence. For patients with major mental illness, among the internal factors, lack of empathy, lack of coping and lack of self-control were associated with violence. Furthermore, all motivational factors were associated with violence whereas the only external factor associated with violence was lack of social network.

The associations between PANSS items and violence over the same time period for patients with and without major mental illness are reported in Table 125. For patients without major mental illness, among the positive items, delusions and excitement were associated with violence. None of the negative items was associated with violence. Among the general items, unco-operativeness and poor impulse control were associated with violence and, among the aggression items, all items were associated with violence. For patients with major mental illness, all positive and negative items were associated with concurrent violence.

<table>
<thead>
<tr>
<th>PANSS items</th>
<th>AOR</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somatic concern</td>
<td>1.29</td>
<td>0.99 to 1.67</td>
<td>0.055</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.49</td>
<td>1.20 to 1.85</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Guilt feelings</td>
<td>1.24</td>
<td>0.94 to 1.62</td>
<td>0.123</td>
</tr>
<tr>
<td>Tension</td>
<td>1.79</td>
<td>1.38 to 2.32</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Mannerisms and posturing</td>
<td>2.12</td>
<td>1.38 to 3.26</td>
<td>0.001</td>
</tr>
<tr>
<td>Depression</td>
<td>1.17</td>
<td>0.90 to 1.51</td>
<td>0.238</td>
</tr>
<tr>
<td>Motor retardation</td>
<td>0.54</td>
<td>0.23 to 1.27</td>
<td>0.159</td>
</tr>
<tr>
<td>Unco-operativeness</td>
<td>2.22</td>
<td>1.77 to 2.79</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Unusual thought content</td>
<td>1.87</td>
<td>1.45 to 2.41</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Disorientation</td>
<td>1.53</td>
<td>0.93 to 2.54</td>
<td>0.096</td>
</tr>
<tr>
<td>Poor attention</td>
<td>1.47</td>
<td>1.17 to 1.86</td>
<td>0.001</td>
</tr>
<tr>
<td>Lack of judgement and insight</td>
<td>2.00</td>
<td>1.56 to 2.55</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Disturbance of volition</td>
<td>1.80</td>
<td>1.39 to 2.33</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Poor impulse control</td>
<td>2.78</td>
<td>2.06 to 3.75</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Preoccupation</td>
<td>1.69</td>
<td>1.37 to 2.09</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Active social avoidance</td>
<td>1.46</td>
<td>1.18 to 1.81</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Aggression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>2.62</td>
<td>2.03 to 3.37</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Difficulty in delaying gratification</td>
<td>2.10</td>
<td>1.66 to 2.66</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Affective liability</td>
<td>2.21</td>
<td>1.72 to 2.84</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

Table 122 Association between each item (exposure) and any violence (outcome) adjusting for time period (overall sample): PANSS (continued)
### TABLE 123 Association between each item (exposure) and any violence (outcome) adjusting for time period (major mental illness): HCR-20<sup>3</sup>

<table>
<thead>
<tr>
<th>HCR-20&lt;sup&gt;3&lt;/sup&gt; items</th>
<th>Without major mental illness (n = 38)</th>
<th>With major mental illness (n = 349)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical scale</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: insight</td>
<td>AOR 6.79, 95% CI 1.51 to 30.51, p = 0.012</td>
<td>AOR 4.16, 95% CI 2.31 to 7.49, &lt; 0.001</td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td>AOR 12.91, 95% CI 1.14 to 146.05, p = 0.039</td>
<td>AOR 6.94, 95% CI 3.80 to 12.67, &lt; 0.001</td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td>AOR 1.85, 95% CI 0.60 to 5.76, p = 0.285</td>
<td>AOR 3.37, 95% CI 2.12 to 5.37, &lt; 0.001</td>
</tr>
<tr>
<td>C4: instability</td>
<td>AOR 28.45, 95% CI 0.82 to 986.45, p = 0.064</td>
<td>AOR 5.45, 95% CI 3.45 to 8.61, &lt; 0.001</td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td>AOR 4.99, 95% CI 1.64 to 15.19, p = 0.005</td>
<td>AOR 3.02, 95% CI 2.03 to 4.50, &lt; 0.001</td>
</tr>
<tr>
<td>Risk management scale</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td>AOR 3.09, 95% CI 0.85 to 11.29, p = 0.088</td>
<td>AOR 1.15, 95% CI 0.55 to 2.42, 0.715</td>
</tr>
<tr>
<td>R2: living situation</td>
<td>AOR 4.31, 95% CI 0.95 to 19.51, p = 0.058</td>
<td>AOR 1.91, 95% CI 1.17 to 3.13, p = 0.010</td>
</tr>
<tr>
<td>R3: personal support</td>
<td>AOR 2.12, 95% CI 0.53 to 8.40, p = 0.286</td>
<td>AOR 1.86, 95% CI 1.19 to 2.91, &lt; 0.001</td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td>AOR 9.23, 95% CI 1.10 to 77.63, p = 0.041</td>
<td>AOR 3.18, 95% CI 1.99 to 5.08, &lt; 0.001</td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td>AOR 12.45, 95% CI 0.99 to 156.59, p = 0.051</td>
<td>AOR 8.98, 95% CI 4.35 to 18.56, &lt; 0.001</td>
</tr>
</tbody>
</table>

### TABLE 124 Association between each item (exposure) and any violence (outcome) adjusting for time period (major mental illness): SAPROF (reverse)

<table>
<thead>
<tr>
<th>SAPROF (reverse) items</th>
<th>Without major mental illness (n = 38)</th>
<th>With major mental illness (n = 349)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligence</td>
<td>AOR 3.61, 95% CI 0.68 to 19.26, p = 0.133</td>
<td>AOR 1.39, 95% CI 0.74 to 2.63, p = 0.304</td>
</tr>
<tr>
<td>Secure attachment in childhood</td>
<td>AOR 2.98, 95% CI 0.65 to 13.74, p = 0.161</td>
<td>AOR 1.33, 95% CI 0.88 to 2.00, p = 0.173</td>
</tr>
<tr>
<td>Empathy</td>
<td>AOR 3.95, 95% CI 1.19 to 13.07, p = 0.024</td>
<td>AOR 3.42, 95% CI 2.18 to 5.37, &lt; 0.001</td>
</tr>
<tr>
<td>Coping</td>
<td>AOR 6.04, 95% CI 1.57 to 23.20, p = 0.009</td>
<td>AOR 5.57, 95% CI 3.08 to 10.09, &lt; 0.001</td>
</tr>
<tr>
<td>Self-control</td>
<td>AOR 15.54, 95% CI 2.13 to 113.32, p = 0.007</td>
<td>AOR 7.95, 95% CI 4.29 to 14.76, &lt; 0.001</td>
</tr>
<tr>
<td>Motivational factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>AOR 6.02, 95% CI 0.71 to 50.88, p = 0.099</td>
<td>AOR 1.58, 95% CI 1.03 to 2.42, p = 0.037</td>
</tr>
<tr>
<td>Leisure activities</td>
<td>AOR 6.16, 95% CI 1.13 to 33.65, p = 0.036</td>
<td>AOR 2.76, 95% CI 1.83 to 4.15, &lt; 0.001</td>
</tr>
<tr>
<td>Financial management</td>
<td>AOR 2.74, 95% CI 0.89 to 8.40, p = 0.078</td>
<td>AOR 2.14, 95% CI 1.34 to 3.42, p = 0.001</td>
</tr>
<tr>
<td>Motivation for treatment</td>
<td>AOR 4.98, 95% CI 1.52 to 16.30, p = 0.008</td>
<td>AOR 3.29, 95% CI 1.98 to 5.46, &lt; 0.001</td>
</tr>
<tr>
<td>Attitudes towards authority</td>
<td>AOR 3.33, 95% CI 0.86 to 12.86, p = 0.081</td>
<td>AOR 4.28, 95% CI 2.73 to 6.69, &lt; 0.001</td>
</tr>
<tr>
<td>Life goals</td>
<td>AOR 3.24, 95% CI 1.17 to 9.00, p = 0.024</td>
<td>AOR 2.61, 95% CI 1.59 to 4.28, &lt; 0.001</td>
</tr>
<tr>
<td>Medication</td>
<td>AOR 1.49, 95% CI 0.61 to 3.63, p = 0.377</td>
<td>AOR 3.25, 95% CI 1.88 to 5.60, &lt; 0.001</td>
</tr>
<tr>
<td>External factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social network</td>
<td>AOR 0.89, 95% CI 0.22 to 3.61, p = 0.874</td>
<td>AOR 2.57, 95% CI 1.62 to 4.06, &lt; 0.001</td>
</tr>
<tr>
<td>Intimate relationship</td>
<td>AOR 0.40, 95% CI 0.09 to 1.91, p = 0.253</td>
<td>AOR 1.14, 95% CI 0.68 to 1.93, p = 0.614</td>
</tr>
<tr>
<td>Professional care</td>
<td>AOR 4.01, 95% CI 0.08 to 210.98, p = 0.492</td>
<td>AOR 1.27, 95% CI 0.36 to 4.49, p = 0.715</td>
</tr>
<tr>
<td>Living circumstances</td>
<td>AOR 1.52, 95% CI 0.47 to 4.95, p = 0.487</td>
<td>AOR 0.83, 95% CI 0.51 to 1.36, p = 0.468</td>
</tr>
<tr>
<td>External control</td>
<td>AOR 0.73, 95% CI 0.14 to 3.77, p = 0.710</td>
<td>AOR 0.86, 95% CI 0.47 to 1.57, p = 0.627</td>
</tr>
<tr>
<td>PANSS items</td>
<td>Without major mental illness (n = 38)</td>
<td>With major mental illness (n = 349)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>AOR</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Positive</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delusions</td>
<td>3.09</td>
<td>1.06 to 8.97</td>
</tr>
<tr>
<td>Conceptual disorganisation</td>
<td>1.20</td>
<td>0.56 to 2.56</td>
</tr>
<tr>
<td>Hallucinatory behaviour</td>
<td>2.08</td>
<td>0.95 to 4.55</td>
</tr>
<tr>
<td>Excitement</td>
<td>2.74</td>
<td>1.36 to 5.53</td>
</tr>
<tr>
<td>Grandiosity</td>
<td>1.24</td>
<td>0.61 to 2.52</td>
</tr>
<tr>
<td>Suspiciousness/persecution</td>
<td>1.73</td>
<td>0.90 to 3.34</td>
</tr>
<tr>
<td>Hostility</td>
<td>3.97</td>
<td>0.70 to 22.56</td>
</tr>
<tr>
<td><strong>Negative</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blunted affect</td>
<td>0.82</td>
<td>0.28 to 2.40</td>
</tr>
<tr>
<td>Emotional withdrawal</td>
<td>1.52</td>
<td>0.63 to 3.70</td>
</tr>
<tr>
<td>Poor rapport</td>
<td>1.81</td>
<td>0.90 to 3.67</td>
</tr>
<tr>
<td>Passive/apathetic social withdrawal</td>
<td>1.12</td>
<td>0.63 to 1.99</td>
</tr>
<tr>
<td>Difficulty in abstract thinking</td>
<td>0.85</td>
<td>0.39 to 1.85</td>
</tr>
<tr>
<td>Lack of spontaneity and flow</td>
<td>0.95</td>
<td>0.47 to 1.93</td>
</tr>
<tr>
<td>Stereotyped thinking</td>
<td>0.89</td>
<td>0.40 to 1.97</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somatic concern</td>
<td>2.46</td>
<td>0.78 to 7.79</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.03</td>
<td>0.90 to 4.57</td>
</tr>
<tr>
<td>Guilt feelings</td>
<td>1.70</td>
<td>0.54 to 5.29</td>
</tr>
<tr>
<td>Tension</td>
<td>0.76</td>
<td>0.20 to 2.93</td>
</tr>
<tr>
<td>Mannerisms and posturing</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Depression</td>
<td>1.27</td>
<td>0.66 to 2.43</td>
</tr>
<tr>
<td>Motor retardation</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Unco-operativeness</td>
<td>2.37</td>
<td>1.28 to 4.41</td>
</tr>
<tr>
<td>Unusual thought content</td>
<td>1.18</td>
<td>0.49 to 2.85</td>
</tr>
<tr>
<td>Disorientation</td>
<td>0.40</td>
<td>0.04 to 4.48</td>
</tr>
<tr>
<td>Poor attention</td>
<td>0.95</td>
<td>0.42 to 2.13</td>
</tr>
<tr>
<td>Lack of judgement and insight</td>
<td>1.68</td>
<td>0.91 to 3.10</td>
</tr>
<tr>
<td>Disturbance of volition</td>
<td>0.64</td>
<td>0.10 to 4.23</td>
</tr>
<tr>
<td>Poor impulse control</td>
<td>2.38</td>
<td>1.28 to 4.45</td>
</tr>
<tr>
<td>Preoccupation</td>
<td>0.84</td>
<td>0.30 to 2.40</td>
</tr>
<tr>
<td>Active social avoidance</td>
<td>1.06</td>
<td>0.54 to 2.09</td>
</tr>
<tr>
<td><strong>Aggression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>3.73</td>
<td>1.80 to 7.71</td>
</tr>
<tr>
<td>Difficulty in delaying gratification</td>
<td>2.79</td>
<td>1.62 to 4.80</td>
</tr>
<tr>
<td>Affective liability</td>
<td>2.67</td>
<td>1.26 to 5.67</td>
</tr>
</tbody>
</table>
violence. Among general items, those not significantly associated with the outcome of interest were somatic concern, guilt feelings, depression and motor retardation. Finally, all aggression items were significantly associated with violence.

The estimates for HCR-20	extsuperscript{v3} items for patients with and without personality disorder are reported in Table 126. With the exception of item R1 (professional services and plans), all items were significantly associated with the outcome of interest for patients without personality disorder. Among patients with personality disorder, for the clinical scale items, with the exception of item C3 (symptoms of major mental disorder), all items were associated with violence. The risk management items significantly associated with violence were R4 (treatment or supervision response) and R5 (stress or coping).

The effects of the SAPROF (reverse) items are shown in Table 127. Without personality disorder, the internal factors lack of empathy, lack of coping and lack of self-control were all associated with violence. With the exception of lack of work, all other motivational factors were associated with violence whereas, among the external factors, only lack of social network was associated with violence. Similarly, for those with personality disorder, the internal factors lack of empathy, lack of coping and lack of self-control were all associated with violence. Among the motivational factors, all were associated with violence apart from lack of work and lack of leisure activities. None of the external factors was associated with violence.

Table 128 shows the estimates for PANSS items in subgroups with and without personality disorder. For those without personality disorder, all positive items were associated with violence. With the exception of blunted affect, all other negative items were associated with violence. Among the general items, the only items not significantly associated with violence were guilt feelings, depression and motor retardation. All aggression outcomes were associated with violence over the same time period. For those with personality disorder, the only positive items associated with violence were suspiciousness/persecution and hostility. None of the negative items was associated with violence and the only general items associated with violence were unco-operativeness, lack of judgement and insight and poor impulse control. All aggression items were associated with violence.

**TABLE 126** Association between each item (exposure) and any violence (outcome) adjusting for time period (personality disorder): HCR-20	extsuperscript{v3}

<table>
<thead>
<tr>
<th>HCR-20	extsuperscript{v3} items</th>
<th>Without personality disorder (n = 311)</th>
<th>With personality disorder (n = 76)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Clinical scale</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: insight</td>
<td>3.93</td>
<td>2.23 to 6.92</td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td>7.25</td>
<td>3.78 to 13.88</td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td>3.48</td>
<td>2.15 to 5.63</td>
</tr>
<tr>
<td>C4: instability</td>
<td>6.28</td>
<td>3.79 to 10.39</td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td>3.33</td>
<td>2.18 to 5.09</td>
</tr>
<tr>
<td><strong>Risk management scale</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td>1.54</td>
<td>0.76 to 3.08</td>
</tr>
<tr>
<td>R2: living situation</td>
<td>2.34</td>
<td>1.43 to 3.82</td>
</tr>
<tr>
<td>R3: personal support</td>
<td>1.68</td>
<td>1.05 to 2.68</td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td>3.31</td>
<td>2.02 to 5.42</td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td>9.53</td>
<td>4.40 to 20.64</td>
</tr>
</tbody>
</table>
### TABLE 127 Association between each item (exposure) and any violence (outcome) adjusting for time period (personality disorder): SAPROF (reverse)

<table>
<thead>
<tr>
<th>SAPROF (reverse) items</th>
<th>Without personality disorder (n = 311)</th>
<th>With personality disorder (n = 76)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR 95% CI p-value</td>
<td>AOR 95% CI p-value</td>
</tr>
<tr>
<td>Internal factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligence</td>
<td>1.34 0.72 to 2.51 0.353</td>
<td>3.17 0.56 to 18.08 0.194</td>
</tr>
<tr>
<td>Secure attachment in childhood</td>
<td>1.37 0.90 to 2.09 0.142</td>
<td>2.34 0.63 to 8.76 0.205</td>
</tr>
<tr>
<td>Empathy</td>
<td>3.11 2.03 to 4.76 &lt;0.001</td>
<td>8.58 1.67 to 44.02 0.010</td>
</tr>
<tr>
<td>Coping</td>
<td>5.14 2.85 to 9.27 &lt;0.001</td>
<td>8.37 2.18 to 32.09 0.002</td>
</tr>
<tr>
<td>Self-control</td>
<td>7.33 3.96 to 13.56 &lt;0.001</td>
<td>16.96 3.28 to 87.69 0.001</td>
</tr>
<tr>
<td>Motivational factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>1.42 0.92 to 2.21 0.115</td>
<td>7.79 0.75 to 80.57 0.085</td>
</tr>
<tr>
<td>Leisure activities</td>
<td>2.89 1.92 to 4.35 &lt;0.001</td>
<td>5.09 0.83 to 31.32 0.079</td>
</tr>
<tr>
<td>Financial management</td>
<td>2.07 1.28 to 3.36 0.003</td>
<td>2.98 1.19 to 7.49 0.020</td>
</tr>
<tr>
<td>Motivation for treatment</td>
<td>3.27 1.96 to 5.45 &lt;0.001</td>
<td>4.35 1.49 to 12.68 0.007</td>
</tr>
<tr>
<td>Attitudes towards authority</td>
<td>3.85 2.49 to 5.95 &lt;0.001</td>
<td>7.41 1.83 to 29.98 0.005</td>
</tr>
<tr>
<td>Life goals</td>
<td>2.42 1.49 to 3.91 &lt;0.001</td>
<td>3.74 1.27 to 11.02 0.017</td>
</tr>
<tr>
<td>Medication</td>
<td>2.66 1.60 to 4.42 &lt;0.001</td>
<td>3.18 1.26 to 8.04 0.014</td>
</tr>
<tr>
<td>External factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social network</td>
<td>2.35 1.47 to 3.75 &lt;0.001</td>
<td>2.28 0.71 to 7.40 0.168</td>
</tr>
<tr>
<td>Intimate relationship</td>
<td>0.91 0.55 to 1.50 0.703</td>
<td>1.25 0.34 to 4.57 0.738</td>
</tr>
<tr>
<td>Professional care</td>
<td>1.30 0.38 to 4.42 0.678</td>
<td>– – –</td>
</tr>
<tr>
<td>Living circumstances</td>
<td>0.98 0.62 to 1.55 0.928</td>
<td>– – –</td>
</tr>
<tr>
<td>External control</td>
<td>0.82 0.45 to 1.49 0.520</td>
<td>– – –</td>
</tr>
</tbody>
</table>

### TABLE 128 Association between each item (exposure) and any violence (outcome) adjusting for time period (personality disorder): PANSS

<table>
<thead>
<tr>
<th>PANSS items</th>
<th>Without personality disorder (n = 311)</th>
<th>With personality disorder (n = 76)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR 95% CI p-value</td>
<td>AOR 95% CI p-value</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delusions</td>
<td>1.79 1.33 to 2.40 &lt;0.001</td>
<td>1.29 0.76 to 2.17 0.349</td>
</tr>
<tr>
<td>Conceptual disorganisation</td>
<td>1.91 1.43 to 2.54 &lt;0.001</td>
<td>– – –</td>
</tr>
<tr>
<td>Hallucinatory behaviour</td>
<td>1.42 1.06 to 1.91 0.020</td>
<td>1.23 0.72 to 2.11 0.448</td>
</tr>
<tr>
<td>Excitement</td>
<td>1.92 1.43 to 2.60 &lt;0.001</td>
<td>– – –</td>
</tr>
<tr>
<td>Grandiosity</td>
<td>1.77 1.40 to 2.23 &lt;0.001</td>
<td>1.30 0.72 to 2.32 0.384</td>
</tr>
<tr>
<td>Suspiciousness/persecution</td>
<td>2.00 1.55 to 2.58 &lt;0.001</td>
<td>1.96 1.08 to 3.56 0.027</td>
</tr>
<tr>
<td>Hostility</td>
<td>2.27 1.81 to 2.85 &lt;0.001</td>
<td>3.58 1.17 to 10.93 0.025</td>
</tr>
</tbody>
</table>
Discussion

We included items from the clinical and risk management scales of the HCR-20v3 in these analyses because they may have a causal relationship with the outcome of any violence over the 12 months following discharge from medium secure services. Although we cannot establish causality on the basis of the analysis in this chapter, our method provides a means of identifying candidate items for future investigation of causality. Our findings contrast with those in Chapter 14 where it was observed that symptoms of mental disorder (C3) were not predictive in the clinical scale and where professional services and plans, living situation, personal support and stress or coping were not predictive in the risk management scale. All items in the clinical scale were measured in close temporal proximity to the violent outcome and showed high levels of association when estimated using AORs. Similarly, all risk items except professional services and

<table>
<thead>
<tr>
<th>PANSS items</th>
<th>Without personality disorder (n = 311)</th>
<th>With personality disorder (n = 76)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blunted affect</td>
<td>1.20</td>
<td>0.91 to 1.58</td>
</tr>
<tr>
<td>Emotional withdrawal</td>
<td>1.47</td>
<td>1.12 to 1.91</td>
</tr>
<tr>
<td>Poor rapport</td>
<td>1.57</td>
<td>1.25 to 1.97</td>
</tr>
<tr>
<td>Passive/apathetic social withdrawal</td>
<td>1.48</td>
<td>1.18 to 1.85</td>
</tr>
<tr>
<td>Difficulty in abstract thinking</td>
<td>1.31</td>
<td>1.07 to 1.60</td>
</tr>
<tr>
<td>Lack of spontaneity and flow</td>
<td>1.31</td>
<td>1.05 to 1.63</td>
</tr>
<tr>
<td>Stereotyped thinking</td>
<td>1.32</td>
<td>1.06 to 1.64</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somatic concern</td>
<td>1.49</td>
<td>1.10 to 2.02</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.50</td>
<td>1.19 to 1.89</td>
</tr>
<tr>
<td>Guilt feelings</td>
<td>1.26</td>
<td>0.94 to 1.69</td>
</tr>
<tr>
<td>Tension</td>
<td>1.86</td>
<td>1.41 to 2.47</td>
</tr>
<tr>
<td>Mannerisms and posturing</td>
<td>2.18</td>
<td>1.40 to 3.40</td>
</tr>
<tr>
<td>Depression</td>
<td>1.09</td>
<td>0.81 to 1.47</td>
</tr>
<tr>
<td>Motor retardation</td>
<td>0.71</td>
<td>0.31 to 1.63</td>
</tr>
<tr>
<td>Unco-operativeness</td>
<td>2.19</td>
<td>1.71 to 2.80</td>
</tr>
<tr>
<td>Unusual thought content</td>
<td>1.86</td>
<td>1.43 to 2.43</td>
</tr>
<tr>
<td>Disorientation</td>
<td>1.98</td>
<td>1.04 to 3.77</td>
</tr>
<tr>
<td>Poor attention</td>
<td>1.47</td>
<td>1.14 to 1.89</td>
</tr>
<tr>
<td>Lack of judgement and insight</td>
<td>1.93</td>
<td>1.49 to 2.48</td>
</tr>
<tr>
<td>Disturbance of volition</td>
<td>1.79</td>
<td>1.37 to 2.34</td>
</tr>
<tr>
<td>Poor impulse control</td>
<td>2.77</td>
<td>1.97 to 3.90</td>
</tr>
<tr>
<td>Preoccupation</td>
<td>1.71</td>
<td>1.37 to 2.13</td>
</tr>
<tr>
<td>Active social avoidance</td>
<td>1.57</td>
<td>1.24 to 2.00</td>
</tr>
<tr>
<td>Aggression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>2.52</td>
<td>1.91 to 3.33</td>
</tr>
<tr>
<td>Difficulty in delaying gratification</td>
<td>2.05</td>
<td>1.60 to 2.62</td>
</tr>
<tr>
<td>Affective liability</td>
<td>2.16</td>
<td>1.66 to 2.80</td>
</tr>
</tbody>
</table>
plans now showed strong associations. It was of considerable interest that stress or coping (R5) showed the highest odds of association. These findings suggest that a patient who is stressed following discharge, is unable to cope, shows clinical signs of instability, is known to have violent thoughts or intentions, has a poor treatment or supervision response and is displaying active symptoms of major mental disorder is at high risk of violent behaviour. However, this occurs only at a time when these risk factors are in operation. Preventing violence could be achieved by targeting these factors following discharge if it can subsequently be established that they are causal risk factors for violence. For example, it might be necessary to transfer a patient to a more suitable living situation if his or her current circumstances result in increased stress and an inability to cope. It would be necessary to provide more support, ensure that the patient is receiving treatment, particularly treatment to prevent active symptoms of major mental disorder, and institute a treatment intervention designed to reduce violent ruminations or thoughts of harming others. It might be necessary to return the patient to a more secure environment if there is sufficient evidence of violent intent and a violent assault is thought probable.

Motivation for treatment, attitude towards authority and poor empathy appeared to be factors that were strongly associated with violent behaviour, as measured by the reversed SAPROF items. However, for many of these factors, the AORs were relatively lower than those observed for the HCR-20. Overall, our findings suggest that there is little to be gained by the process of reversing SAPROF scores that cannot be measured by the use of the HCR-20. We would not recommend further use of this method because the SAPROF is not intended to measure risk. Future investigations should concentrate instead on the reduction in violence and its association with protective factors measured using the SAPROF, together with the interaction between scores on the SAPROF for protection with scores of risk measured using other instruments.

The findings in Chapter 14 that delusions had no predictive ability for future violence as measured with the PANSS but that they were significantly associated with violence if they occur in close temporal proximity corresponds to recent research with other samples. However, the strength of the associations were low in this sample. We previously found that the association between delusions and violence was mediated by anger related to the delusional beliefs. All positive symptoms were found to have some degree of association with violence, together with certain negative symptoms in this study. However, few of the associations observed using the PANSS had an OR > 2.0 following adjustments (hostility, excitement, mannerisms and posture, co-operativeness, poor impulse control, anger, difficulty in delaying gratification and affective liability). Not all of these symptoms are necessarily caused by severe mental illness, even though they were measured using the PANSS. Several could be secondary to personality disorder, which was present in a subgroup of the sample. Finally, a limitation of the method is that we did not adjust the risk factors, protective factors and symptoms for each other.

**Are dynamic risk factors specifically associated with violence according to diagnosis?**

Diagnosis was found to exert an important effect on whether or not the risk factors we studied were associated with violent outcome. In patients with a primary diagnosis of major mental illness, analysis of the HCR-20 showed strong associations with all items in the clinical scale and strong associations with treatment or supervision response and stress or coping in the risk management scale. There were weaker associations with living situation and personal support and no significant association with professional services and plans. Among the subgroup of patients who did not have a primary diagnosis of major mental illness, symptoms of major mental disorder and instability in the clinical scale were no longer significant. Insight, violent ideation or intent and treatment or supervision response showed stronger odds of association, although the CIs were wide. Treatment or supervision response showed a strong association in the risk management scale, but all other items were now no longer significant.

A somewhat similar pattern emerged when the sample was stratified to include only patients with a primary or secondary diagnosis of personality disorder. Once again, of the items in the clinical scale, symptoms of major mental disorder were no longer a dynamic risk factor. Insight and violent ideation or
intent were again the strongest risk factors associated with violence for this subgroup, although the CIs were wide.

With regard to the risk management scale, there were insufficient cases to investigate professional services and plans, but stress or coping difficulties, treatment or supervision response and personal support all showed strong associations, although the CIs were wide. Living situation was no longer a significant risk factor for patients with personality disorder.

For the SPROF, for those with a diagnosis of personality disorder, the major associations (but with wide CIs) were with poor empathy, poor coping and most importantly poor self-control, anti-authority attitudes and poor motivation. Taken together, these findings suggest that the dynamic factors associated with violence among patients with personality disorder show some overlap with but are inherently different from those for major mental illness.

Because the PANSS measures symptoms of major mental illness, it is unsurprising that, when using this instrument, some of the most dramatic contrasts can be observed between patients with major mental illness, those with no major mental illness and those with a diagnosis of personality disorder. For those with no diagnosis of major mental illness, only delusions and excitement among the positive symptoms were associated with violence. There were no negative symptoms associated with violence. Among the general symptoms, there were strong associations with anger, difficulty in delaying gratification and affective liability. These corresponded to factors associated with violence among the subgroup with a primary diagnosis of major mental illness. The latter findings also corresponded closely to findings using the aggression subscale of the PANSS among patients with a diagnosis of personality disorder. However, there were few positive symptoms associated with violence, except grandiosity and suspiciousness/persecution, and there were no negative symptoms associated with violence in patients with personality disorder. Of the general symptoms, unco-operativeness, lack of judgement and insight and poor impulse control (which might be considered features of the personality disorder rather than symptoms) were associated with violence.

These findings confirm that very different dynamic factors may have a causal relationship with violence among patients with personality disorder and those with major mental illness. This may apply whether or not the personality disorder is comorbid with the major mental illness. However, findings also confirm the importance of paying closer attention in clinical assessments to whether positive symptoms of psychosis are active following discharge among those with severe mental illness. The process of carrying out a risk assessment on patients with and without severe mental illness in similar samples, and with and without personality disorder, is likely to require different measures to ensure accuracy because the key risk factors are likely to differ. These findings partly explain why instruments that are developed for patients with mental illness do not perform as accurately in individuals with personality disorder.
Chapter 16 Moderating the effects of post-discharge dynamic factors on levels of static risk

Background

It has become increasingly clear that the process of validating risk assessment instruments using a predictive method and comparing their accuracy conveys little benefit for clinical practice. The use of AUC values leads to claims of accuracy that are not fulfilled when conventional statistics for screening are applied. If clinicians use these instruments to make important decisions, then their decisions are likely to be wrong in approximately one-third of cases. It is argued that no instrument should be used as the sole basis for making such important decisions. SPJ should be used to structure such decision-making. However, it then must be questioned why the predictive method continues to be used to validate SPJ instruments, especially if their ability to outperform ARA instruments is questionable. One alternative is to investigate whether or not it is possible to classify patients more accurately using a different method. This should not involve a two-phase process of screening because this is unlikely to bring improvements in predictive accuracy. On the other hand, we demonstrated in Chapter 15 that a key component of SPJ instruments, and their advantage over actuarial instruments, is that they contain dynamic factors. If these are used in a method in which they truly act in a dynamic manner, it may be possible to identify targets for intervention because they have causal associations. This still leaves the unanswered question over whether or not actuarial assessments of risk, including the MSRAG and HCR-20v3 historical scales, still retain value in a risk assessment.

One possibility is that dynamic factors that occur post discharge have a moderating effect on the risk of future violence as estimated using an actuarial instrument. If the estimated level of static risk is substantially changed in the presence of a dynamic factor, then this may provide very useful information for a clinician when carrying out risk management subsequently. If the level of static risk measured using the percentage of patients correctly classified changes on the basis of a dynamic factor being present, then a clinician may need to discriminate in the first stage of assessment between levels of static risk, measured with an ARA instrument, and then modify the clinical decision accordingly.

When the MSRAG was developed we investigated whether or not post-discharge dynamic factors demonstrated interactive effects. We calculated the recidivism rates for individuals in each risk band defined by the MSRAG and took into consideration additional dynamic risk factors. We found that, in relation to the static measure of acquisitive recidivism, the rates changed substantially when there was poor adherence to either supervision during the initial period following discharge or a medication regime. Patients were initially classified into ‘low’, ‘medium’, ‘high’ or ‘very high’ risk according to the MSRAG. The effects of these dynamic factors differed between these four levels of static risk. It was further demonstrated that good adherence to either the supervision or the medication regime did not appear to interact with the effects of the static risk to reduce the risk of recidivism. However, discharge to a general psychiatric hospital, thereby increasing the time spent as an inpatient prior to discharge into the community, did appear to moderate the effects of static risk for those at high risk, reducing their acquisitive recidivism rate from 49% to 33%.

On examining the serious offending recidivism scale, poor adherence to the early period of supervision or an initial medication regime appeared to moderate the effects of static risk for those at high and very high risk, with their risk of recidivism being substantially increased. Those among the low- and medium-risk categories who co-operated with supervision showed little difference from those in the same subgroups who were poor at adhering to the supervision regime. However, among the high-risk group, 38% of patients reoffended violently among those who adhered to supervision, whereas 64% reoffended violently among those whose supervision co-operation was poor. Among the very high-risk group, half of patients...
who co-operated with supervision nevertheless reoffended violently; however, among those in this group whose adherence to supervision was poor, this risk of conviction increased to 100% within 6 years. Similar observations were made for adherence to medication prescribed during the initial months following discharge.22

These findings give some indication of how an actuarial score of risk might be usefully applied in clinical practice. The measure would appear to have little benefit with regard to a clinician’s decision-making unless used in conjunction with a dynamic factor that is known to change the level of risk. The same would apply for protective factors if it could be estimated to what extent the presence or absence of the protective factors reduces the risk of future violence.

In this preliminary study we attempted to replicate the findings of Hickey et al.22 We used a simple method of demonstrating change in risk by producing a descriptive ‘look-up’ table that might be used by clinicians to estimate the risk of violence in their patients over a 12-month period after discharge from a MSU. We have not provided a more detailed and deeper level of statistical analysis at this stage and these findings should be considered preliminary. Nevertheless, we propose that this method should be further refined and developed in future investigations to incorporate both static and dynamic measures of risk into clinical decision-making.

Objectives

The objectives of this study were to:

1. investigate the moderating effects of dynamic risk items from the HCR-20v3 on levels of static risk using the MSRAG
2. investigate the moderating effects of dynamic risk items from the HCR-20v3 on levels of static risk using the historical scale of the HCR-20v3
3. investigate the moderating effects of protective items from the SAPROF on levels of static risk using the MSRAG
4. investigate the moderating effects of protective items from the SAPROF on levels of static risk using the historical scale of HCR-20v3.

Methods

To investigate the moderating effects of dynamic factors measured at baseline on violence rates, based on static risk levels, we included dynamic items derived from the HCR-20v3 (clinical and risk management scales) and protective factors from the SAPROF. Each dynamic item from the HCR-20v3 and protective factor from the SAPROF had three possible values: not present, partially present and present. The outcome of interest was a binary indicator for any violence within 12 months following discharge.

Static risk levels were based on the MSRAG serious offending scale and the HCR-20v3 historical scale. The MSRAG serious offending scale was categorised according to Hickey et al.22 but with a combined high-risk and very high-risk category: cases with a score of 0–4 were classified as ‘low’ risk, those with a score of 5–7 were classified as ‘medium’ risk and those with a score of 8–11 were classified as ‘high’ risk. For the HCR-20v3 historical scale, we created three risk levels using sample-based tertiles: cases with a score of 0–12 were classified as ‘low’ risk, those with a score of 13–15 were classified as ‘medium’ risk and those with a score of 16–20 were classified as ‘high’ risk.

To identify the moderating effects of dynamic factors, in a similar way to Hickey et al.,22 we compared the prevalence of any violence within 12 months following discharge for each combination of static risk level and dynamic item value.
Results

The findings of this study are presented in Tables 129–136. These tables include the numbers of patients in the different categories to determine the prevalence for each category. For the purposes of describing the moderating effects, it is preferable to use Tables 133–136, which show only the percentages, and these will be discussed below.

**TABLE 129**  Moderating effects of dynamic factors on levels of static risk (MSRAG serious offending recidivism scale), n (%)  

<table>
<thead>
<tr>
<th>HCR-20&lt;sup&gt;a&lt;/sup&gt; dynamic items</th>
<th>Violence, n (%)</th>
<th>MSRAG serious offending scale (N = 386)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
<td>Medium risk (n = 201; 52.1%)</td>
</tr>
</tbody>
</table>
| Any violence within 12 months since discharge  
(n = 87; 22.5%) | 18 (14.8) | 44 (21.9) | 25 (39.7) |  
| C1: Insight |  
Not present | 1 (5.9) | 3 (13.6) | 1 (14.3) |  
Partially present | 7 (13.0) | 17 (19.8) | 5 (22.7) |  
Present | 10 (19.6) | 24 (25.8) | 19 (55.9) |  
| C2: Violent ideation or intent |  
Not present | 4 (5.8) | 13 (15.7) | 2 (15.4) |  
Partially present | 10 (27.8) | 2 (17.0) | 10 (45.5) |  
Present | 4 (23.5) | 19 (40.4) | 13 (46.4) |  
| C3: Symptoms of major mental disorder |  
Not present | 6 (14.6) | 13 (19.4) | 8 (47.1) |  
Partially present | 7 (16.3) | 7 (12.3) | 5 (22.7) |  
Present | 5 (13.2) | 24 (31.2) | 12 (50.0) |  
| C4: Instability |  
Not present | 3 (4.6) | 7 (8.3) | 3 (16.7) |  
Partially present | 8 (25.0) | 16 (25.8) | 12 (48.0) |  
Present | 7 (28.0) | 21 (38.2) | 10 (50.0) |  
| C5: Treatment or supervision response |  
Not present | 9 (14.5) | 8 (11.9) | 6 (28.6) |  
Partially present | 7 (14.3) | 20 (21.3) | 11 (40.7) |  
Present | 2 (18.2) | 16 (40.0) | 8 (53.3) |  
| R1: Professional services and plans |  
Not present | 17 (16.8) | 33 (20.5) | 16 (34.0) |  
Partially present | 1 (7.2) | 7 (25.9) | 8 (53.3) |  
Present | 0 (0.0) | 4 (30.8) | 1 (100.0) |  

continued
### TABLE 129 Moderating effects of dynamic factors on levels of static risk (MSRAG serious offending recidivism scale), n (%) (continued)

<table>
<thead>
<tr>
<th>HCR-20° dynamic items</th>
<th>Violence, n (%)</th>
<th>MSRAG serious offending scale (N = 386)</th>
<th>Low risk (n = 122; 31.6%)</th>
<th>Medium risk (n = 201; 52.1%)</th>
<th>High risk (n = 63; 16.3%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2: living situation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>11 (20.0)</td>
<td>15 (17.2)</td>
<td>7 (26.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>7 (12.1)</td>
<td>24 (26.1)</td>
<td>16 (51.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>0 (0.0)</td>
<td>5 (22.7)</td>
<td>2 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3: personal support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>7 (17.0)</td>
<td>12 (20.3)</td>
<td>5 (27.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (13.6)</td>
<td>13 (15.9)</td>
<td>13 (46.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>3 (13.6)</td>
<td>19 (31.7)</td>
<td>7 (41.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>5 (15.6)</td>
<td>4 (12.9)</td>
<td>2 (22.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (6.6)</td>
<td>19 (19.4)</td>
<td>5 (25.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>9 (31.0)</td>
<td>21 (29.2)</td>
<td>18 (53.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (20.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (11.4)</td>
<td>9 (11.3)</td>
<td>5 (26.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>9 (19.2)</td>
<td>35 (30.2)</td>
<td>20 (47.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 130 Moderating effects of dynamic factors on levels of static risk (HCR-20° historical scale), n (%)

<table>
<thead>
<tr>
<th>HCR-20° dynamic items</th>
<th>Violence n (%)</th>
<th>HCR-20° historical scale (N = 387)</th>
<th>Low risk (n = 152; 39.3%)</th>
<th>Medium risk (n = 128; 33.1%)</th>
<th>High risk (n = 107; 27.6%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any violence within 12 months since discharge (n = 87; 22.5%)</td>
<td>22 (14.5)</td>
<td>33 (25.8)</td>
<td>32 (29.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: insight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (12.0)</td>
<td>1 (9.1)</td>
<td>1 (10.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (9.5)</td>
<td>10 (19.2)</td>
<td>13 (27.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>13 (20.3)</td>
<td>22 (33.9)</td>
<td>18 (36.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>7 (8.0)</td>
<td>6 (12.8)</td>
<td>6 (19.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>10 (23.3)</td>
<td>13 (25.5)</td>
<td>9 (25.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>5 (23.8)</td>
<td>14 (46.7)</td>
<td>17 (41.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCR-20\textsuperscript{2} dynamic items</td>
<td>Violence n (%)</td>
<td>\textit{HCR-20}\textsuperscript{2} historical scale (N = 387)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>----------------</td>
<td>--------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low risk (n = 152; 39.3%)</td>
<td>Medium risk (n = 128; 33.1%)</td>
<td>High risk (n = 107; 27.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>8 (13.8)</td>
<td>9 (23.1)</td>
<td>10 (34.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (11.3)</td>
<td>8 (23.5)</td>
<td>5 (14.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>8 (19.5)</td>
<td>16 (29.1)</td>
<td>17 (39.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4: instability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (4.6)</td>
<td>6 (11.8)</td>
<td>3 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (21.1)</td>
<td>17 (40.5)</td>
<td>11 (28.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>10 (38.5)</td>
<td>10 (28.6)</td>
<td>18 (46.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>9 (11.8)</td>
<td>7 (17.1)</td>
<td>7 (20.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>16 (10.2)</td>
<td>18 (29.0)</td>
<td>14 (28.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>7 (41.2)</td>
<td>8 (32.0)</td>
<td>11 (45.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>19 (15.0)</td>
<td>27 (25.5)</td>
<td>20 (26.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>2 (12.5)</td>
<td>4 (28.6)</td>
<td>10 (38.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>1 (11.1)</td>
<td>2 (25.0)</td>
<td>2 (50.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2: living situation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>13 (16.7)</td>
<td>7 (15.9)</td>
<td>13 (27.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (12.7)</td>
<td>22 (32.8)</td>
<td>17 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>1 (9.1)</td>
<td>4 (23.5)</td>
<td>2 (22.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3: personal support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>7 (10.9)</td>
<td>8 (26.7)</td>
<td>9 (36.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>7 (11.5)</td>
<td>14 (23.7)</td>
<td>13 (26.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>8 (29.6)</td>
<td>11 (28.2)</td>
<td>10 (30.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>8 (16.3)</td>
<td>2 (14.3)</td>
<td>1 (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (6.1)</td>
<td>16 (23.9)</td>
<td>8 (17.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>10 (27.0)</td>
<td>15 (31.9)</td>
<td>23 (45.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (11.1)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>9 (10.5)</td>
<td>9 (18.0)</td>
<td>4 (11.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>12 (21.1)</td>
<td>24 (31.6)</td>
<td>28 (38.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAPROF protective factors</td>
<td>Violence, n (%)</td>
<td>MSRAG serious offending scale (N = 386)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------</td>
<td>--------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
<td>Medium risk (n = 201; 52.1%)</td>
<td>High risk (n = 63; 16.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any violence within 12 months since discharge (n = 87; 22.5%)</td>
<td>18 (14.8)</td>
<td>44 (21.9)</td>
<td>25 (39.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Intelligence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>5 (27.8)</td>
<td>6 (26.1)</td>
<td>6 (75.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (12.3)</td>
<td>28 (19.3)</td>
<td>17 (36.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>5 (12.8)</td>
<td>10 (30.3)</td>
<td>2 (25.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Secure attachment in childhood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (21.1)</td>
<td>9 (25.7)</td>
<td>3 (27.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (11.8)</td>
<td>18 (27.3)</td>
<td>12 (54.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>10 (14.5)</td>
<td>17 (17.0)</td>
<td>10 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Empathy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (50.0)</td>
<td>5 (38.5)</td>
<td>6 (60.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (17.4)</td>
<td>23 (25.3)</td>
<td>7 (31.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>7 (10.0)</td>
<td>16 (16.5)</td>
<td>12 (38.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Coping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>2 (40.0)</td>
<td>2 (22.2)</td>
<td>2 (40.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>9 (20.5)</td>
<td>25 (27.8)</td>
<td>14 (45.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>7 (9.6)</td>
<td>17 (16.7)</td>
<td>9 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Self-control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0 (0.0)</td>
<td>4 (57.1)</td>
<td>1 (50.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>7 (25.9)</td>
<td>23 (37.1)</td>
<td>8 (38.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>11 (11.8)</td>
<td>17 (12.9)</td>
<td>16 (40.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Work</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>12 (17.4)</td>
<td>34 (30.6)</td>
<td>17 (44.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>3 (14.3)</td>
<td>7 (21.2)</td>
<td>5 (31.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>3 (9.4)</td>
<td>3 (5.3)</td>
<td>3 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Leisure activities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (57.1)</td>
<td>6 (37.5)</td>
<td>2 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>5 (17.9)</td>
<td>14 (26.4)</td>
<td>6 (35.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>9 (10.3)</td>
<td>24 (18.2)</td>
<td>17 (42.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Financial management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (60.0)</td>
<td>2 (25.0)</td>
<td>4 (80.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>5 (20.8)</td>
<td>14 (32.6)</td>
<td>8 (36.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>10 (10.8)</td>
<td>28 (18.7)</td>
<td>13 (36.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Motivation for treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>2 (50.0)</td>
<td>1 (16.7)</td>
<td>4 (66.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially present</td>
<td>7 (26.9)</td>
<td>10 (21.7)</td>
<td>10 (55.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>9 (9.8)</td>
<td>33 (22.2)</td>
<td>11 (28.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 131  Moderating effects of protective factors on levels of static risk (MSRAG serious offending scale), n (%) (continued)

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
<th>MSRAG serious offending scale (N = 386)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
</tr>
<tr>
<td>10. Attitudes towards authority</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (100.0)</td>
<td>6 (40.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (30.8)</td>
<td>15 (28.3)</td>
</tr>
<tr>
<td>Present</td>
<td>6 (6.5)</td>
<td>23 (17.3)</td>
</tr>
<tr>
<td>11. Life goals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (27.3)</td>
<td>5 (18.5)</td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (14.3)</td>
<td>15 (26.8)</td>
</tr>
<tr>
<td>Present</td>
<td>11 (13.3)</td>
<td>24 (20.3)</td>
</tr>
<tr>
<td>12. Medication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0 (0.0)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>5 (33.3)</td>
<td>8 (28.6)</td>
</tr>
<tr>
<td>Present</td>
<td>13 (12.3)</td>
<td>34 (20.6)</td>
</tr>
<tr>
<td>13. Social network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>2 (25.0)</td>
<td>8 (28.6)</td>
</tr>
<tr>
<td>Partially present</td>
<td>2 (5.6)</td>
<td>15 (25.4)</td>
</tr>
<tr>
<td>Present</td>
<td>14 (18.0)</td>
<td>21 (18.4)</td>
</tr>
<tr>
<td>14. Intimate relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>15 (17.2)</td>
<td>36 (21.1)</td>
</tr>
<tr>
<td>Partially present</td>
<td>3 (15.0)</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td>Present</td>
<td>0 (0.0)</td>
<td>4 (28.6)</td>
</tr>
<tr>
<td>15. Professional care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Partially present</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Present</td>
<td>18 (14.9)</td>
<td>44 (22.2)</td>
</tr>
<tr>
<td>16. Living circumstances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (27.3)</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>2 (13.3)</td>
<td>12 (35.3)</td>
</tr>
<tr>
<td>Present</td>
<td>13 (13.5)</td>
<td>28 (18.5)</td>
</tr>
<tr>
<td>17. External control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (50.0)</td>
<td>1 (33.3)</td>
</tr>
<tr>
<td>Partially present</td>
<td>5 (20.0)</td>
<td>15 (33.3)</td>
</tr>
<tr>
<td>Present</td>
<td>12 (12.6)</td>
<td>28 (18.3)</td>
</tr>
</tbody>
</table>
TABLE 132 Moderating effects of protective factors on levels of static risk (HCR-20\(^{\text{v3}}\) historical scale), \(n\) (%)

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, (n) (%)</th>
<th>HCR-20(^{\text{v3}}) historical scale ((N = 387))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk ((n = 152; 39.3%))</td>
<td>Medium risk ((n = 128; 33.1%))</td>
</tr>
<tr>
<td>Any violence within 12 months since discharge ((n = 87; 22.5%))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Intelligence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (25.0)</td>
<td>7 (38.9)</td>
</tr>
<tr>
<td>Partially present</td>
<td>11 (12.2)</td>
<td>20 (22.2)</td>
</tr>
<tr>
<td>Present</td>
<td>7 (15.2)</td>
<td>6 (30.0)</td>
</tr>
<tr>
<td>2. Secure attachment in childhood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (21.4)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (20.5)</td>
<td>15 (37.5)</td>
</tr>
<tr>
<td>Present</td>
<td>11 (11.1)</td>
<td>16 (23.9)</td>
</tr>
<tr>
<td>3. Empathy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>2 (28.6)</td>
<td>6 (66.7)</td>
</tr>
<tr>
<td>Partially present</td>
<td>9 (18.0)</td>
<td>13 (22.0)</td>
</tr>
<tr>
<td>Present</td>
<td>11 (11.6)</td>
<td>14 (23.3)</td>
</tr>
<tr>
<td>4. Coping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (20.0)</td>
<td>1 (16.7)</td>
</tr>
<tr>
<td>Partially present</td>
<td>11 (22.9)</td>
<td>21 (32.8)</td>
</tr>
<tr>
<td>Present</td>
<td>10 (10.1)</td>
<td>11 (19.0)</td>
</tr>
<tr>
<td>5. Self-control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>–</td>
<td>1 (20.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>9 (32.1)</td>
<td>16 (38.1)</td>
</tr>
<tr>
<td>Present</td>
<td>13 (10.5)</td>
<td>16 (19.8)</td>
</tr>
<tr>
<td>6. Work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>17 (19.8)</td>
<td>21 (30.4)</td>
</tr>
<tr>
<td>Partially present</td>
<td>2 (8.0)</td>
<td>8 (34.8)</td>
</tr>
<tr>
<td>Present</td>
<td>3 (7.3)</td>
<td>4 (11.1)</td>
</tr>
<tr>
<td>7. Leisure activities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (30.0)</td>
<td>1 (14.3)</td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (12.9)</td>
<td>14 (35.9)</td>
</tr>
<tr>
<td>Present</td>
<td>15 (13.5)</td>
<td>18 (22.0)</td>
</tr>
<tr>
<td>8. Financial management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>2 (50.0)</td>
<td>2 (33.3)</td>
</tr>
<tr>
<td>Partially present</td>
<td>8 (24.2)</td>
<td>9 (27.3)</td>
</tr>
<tr>
<td>Present</td>
<td>12 (10.4)</td>
<td>22 (24.7)</td>
</tr>
<tr>
<td>9. Motivation for treatment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (20.0)</td>
<td>3 (42.9)</td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (23.1)</td>
<td>11 (32.4)</td>
</tr>
<tr>
<td>Present</td>
<td>15 (12.4)</td>
<td>19 (21.8)</td>
</tr>
</tbody>
</table>
TABLE 132 Moderating effects of protective factors on levels of static risk (HCR-20v3 historical scale), n (%) (continued)

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
<th>HCR-20v3 historical scale (N = 387)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (n = 152; 39.3%)</td>
<td>Medium risk (n = 128; 33.1%)</td>
</tr>
<tr>
<td>10. Attitudes towards authority</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (60.0)</td>
<td>4 (40.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>10 (34.5)</td>
<td>15 (39.5)</td>
</tr>
<tr>
<td>Present</td>
<td>9 (7.6)</td>
<td>14 (17.5)</td>
</tr>
<tr>
<td>11. Life goals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>3 (21.4)</td>
<td>2 (15.4)</td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (20.7)</td>
<td>11 (25.6)</td>
</tr>
<tr>
<td>Present</td>
<td>13 (11.9)</td>
<td>20 (27.8)</td>
</tr>
<tr>
<td>12. Medication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (37.5)</td>
<td>9 (40.9)</td>
</tr>
<tr>
<td>Present</td>
<td>16 (12.1)</td>
<td>24 (23.5)</td>
</tr>
<tr>
<td>13. Social network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4 (36.4)</td>
<td>5 (26.3)</td>
</tr>
<tr>
<td>Partially present</td>
<td>5 (12.8)</td>
<td>11 (26.8)</td>
</tr>
<tr>
<td>Present</td>
<td>13 (12.8)</td>
<td>17 (25.0)</td>
</tr>
<tr>
<td>14. Intimate relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>17 (14.5)</td>
<td>28 (26.7)</td>
</tr>
<tr>
<td>Partially present</td>
<td>3 (16.7)</td>
<td>3 (20.0)</td>
</tr>
<tr>
<td>Present</td>
<td>2 (11.8)</td>
<td>2 (25.0)</td>
</tr>
<tr>
<td>15. Professional care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Partially present</td>
<td>1 (33.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Present</td>
<td>21 (14.1)</td>
<td>33 (26.2)</td>
</tr>
<tr>
<td>16. Living circumstances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (9.1)</td>
<td>6 (40.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>4 (18.2)</td>
<td>10 (41.7)</td>
</tr>
<tr>
<td>Present</td>
<td>17 (14.3)</td>
<td>17 (19.1)</td>
</tr>
<tr>
<td>17. External control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>1 (33.3)</td>
<td>1 (50.0)</td>
</tr>
<tr>
<td>Partially present</td>
<td>6 (18.8)</td>
<td>14 (45.2)</td>
</tr>
<tr>
<td>Present</td>
<td>15 (12.8)</td>
<td>18 (19.0)</td>
</tr>
</tbody>
</table>
### TABLE 133 Moderating effects of dynamic items on levels of static risk (MSRAG serious offending scale), %

<table>
<thead>
<tr>
<th>HCR-20v3 dynamic items</th>
<th>Violence, n (%) or %</th>
<th>MSRAG serious offending scale (N = 386)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
<td>Medium risk (n = 201; 52.1%)</td>
</tr>
<tr>
<td>Any violence within 12 months since discharge (n = 87; 22.5%)</td>
<td>18 (14.8)</td>
<td>44 (21.9)</td>
<td>25 (39.7)</td>
</tr>
<tr>
<td>C1: insight</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>5.9</td>
<td>13.6</td>
<td>14.3</td>
</tr>
<tr>
<td>Partially present</td>
<td>13.0</td>
<td>19.8</td>
<td>22.7</td>
</tr>
<tr>
<td>Present</td>
<td>19.6</td>
<td>25.8</td>
<td>55.9</td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>5.8</td>
<td>15.7</td>
<td>15.4</td>
</tr>
<tr>
<td>Partially present</td>
<td>27.8</td>
<td>17.0</td>
<td>45.5</td>
</tr>
<tr>
<td>Present</td>
<td>23.5</td>
<td>40.4</td>
<td>46.4</td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>14.6</td>
<td>19.4</td>
<td>47.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>16.3</td>
<td>12.3</td>
<td>22.7</td>
</tr>
<tr>
<td>Present</td>
<td>13.2</td>
<td>31.2</td>
<td>50.0</td>
</tr>
<tr>
<td>C4: instability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4.6</td>
<td>8.3</td>
<td>16.7</td>
</tr>
<tr>
<td>Partially present</td>
<td>25.0</td>
<td>25.8</td>
<td>48.0</td>
</tr>
<tr>
<td>Present</td>
<td>28.0</td>
<td>38.2</td>
<td>50.0</td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>14.5</td>
<td>11.9</td>
<td>28.6</td>
</tr>
<tr>
<td>Partially present</td>
<td>14.3</td>
<td>21.3</td>
<td>40.7</td>
</tr>
<tr>
<td>Present</td>
<td>18.2</td>
<td>40.0</td>
<td>53.3</td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>16.8</td>
<td>20.5</td>
<td>34.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>7.2</td>
<td>25.9</td>
<td>53.3</td>
</tr>
<tr>
<td>Present</td>
<td>0.0</td>
<td>30.8</td>
<td>100.0</td>
</tr>
<tr>
<td>R2: living situation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>20.0</td>
<td>17.2</td>
<td>26.9</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.1</td>
<td>26.1</td>
<td>51.6</td>
</tr>
<tr>
<td>Present</td>
<td>0.0</td>
<td>22.7</td>
<td>33.3</td>
</tr>
<tr>
<td>R3: personal support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>17.0</td>
<td>20.3</td>
<td>27.8</td>
</tr>
<tr>
<td>Partially present</td>
<td>13.6</td>
<td>15.9</td>
<td>46.4</td>
</tr>
<tr>
<td>Present</td>
<td>13.6</td>
<td>31.7</td>
<td>41.2</td>
</tr>
</tbody>
</table>
### TABLE 133 Moderating effects of dynamic items on levels of static risk (MSRAG serious offending scale), % (continued)

<table>
<thead>
<tr>
<th>HCR-20v3 dynamic items</th>
<th>Violence, ( n ) (%) or %</th>
<th>MSRAG serious offending scale (( N = 386 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (( n = 122; ) 31.6%)</td>
<td>Medium risk (( n = 201; ) 52.1%)</td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>15.6</td>
<td>12.9</td>
</tr>
<tr>
<td>Partially present</td>
<td>6.6</td>
<td>19.4</td>
</tr>
<tr>
<td>Present</td>
<td>31.0</td>
<td>29.2</td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>20.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>11.4</td>
<td>11.3</td>
</tr>
<tr>
<td>Present</td>
<td>19.2</td>
<td>30.2</td>
</tr>
</tbody>
</table>

### TABLE 134 Moderating effects of dynamic factors on levels of static risk (HCR-20v3 historical scale), %

<table>
<thead>
<tr>
<th>HCR-20v3 dynamic items</th>
<th>Violence, ( n ) (%) or %</th>
<th>HCR-20v3 historical scale (( N = 387 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (( n = 152; ) 39.3%)</td>
<td>Medium risk (( n = 128; ) 33.1%)</td>
</tr>
<tr>
<td>Any violence within 12 months since discharge (( n = 87; ) 22.5%)</td>
<td>22 (14.5)</td>
<td>33 (25.8)</td>
</tr>
<tr>
<td>C1: insight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>12.0</td>
<td>9.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>9.5</td>
<td>19.2</td>
</tr>
<tr>
<td>Present</td>
<td>20.3</td>
<td>33.9</td>
</tr>
<tr>
<td>C2: violent ideation or intent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>8.0</td>
<td>12.8</td>
</tr>
<tr>
<td>Partially present</td>
<td>23.3</td>
<td>25.5</td>
</tr>
<tr>
<td>Present</td>
<td>23.8</td>
<td>46.7</td>
</tr>
<tr>
<td>C3: symptoms of major mental disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>13.8</td>
<td>23.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>11.3</td>
<td>23.5</td>
</tr>
<tr>
<td>Present</td>
<td>19.5</td>
<td>29.1</td>
</tr>
<tr>
<td>C4: instability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>4.6</td>
<td>11.8</td>
</tr>
<tr>
<td>Partially present</td>
<td>21.1</td>
<td>40.5</td>
</tr>
<tr>
<td>Present</td>
<td>38.5</td>
<td>28.6</td>
</tr>
<tr>
<td>C5: treatment or supervision response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>11.8</td>
<td>17.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>10.2</td>
<td>29.0</td>
</tr>
<tr>
<td>Present</td>
<td>41.2</td>
<td>32.0</td>
</tr>
</tbody>
</table>

continued
TABLE 134 Moderating effects of dynamic factors on levels of static risk (HCR-20v3 historical scale), % (continued)

<table>
<thead>
<tr>
<th>HCR-20v3 dynamic items</th>
<th>Violence, n (%) or %</th>
<th>HCR-20v3 historical scale (N = 387)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (n = 152; 39.3%)</td>
<td>Medium risk (n = 128; 33.1%)</td>
</tr>
<tr>
<td>R1: professional services and plans</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>15.0</td>
<td>25.5</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.5</td>
<td>28.6</td>
</tr>
<tr>
<td>Present</td>
<td>11.1</td>
<td>25.0</td>
</tr>
<tr>
<td>R2: living situation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>16.7</td>
<td>15.9</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.7</td>
<td>32.8</td>
</tr>
<tr>
<td>Present</td>
<td>9.1</td>
<td>23.5</td>
</tr>
<tr>
<td>R3: personal support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>10.9</td>
<td>26.7</td>
</tr>
<tr>
<td>Partially present</td>
<td>11.5</td>
<td>23.7</td>
</tr>
<tr>
<td>Present</td>
<td>29.6</td>
<td>28.2</td>
</tr>
<tr>
<td>R4: treatment or supervision response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>16.3</td>
<td>14.3</td>
</tr>
<tr>
<td>Partially present</td>
<td>6.1</td>
<td>23.9</td>
</tr>
<tr>
<td>Present</td>
<td>27.0</td>
<td>31.9</td>
</tr>
<tr>
<td>R5: stress or coping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>11.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>10.5</td>
<td>18.0</td>
</tr>
<tr>
<td>Present</td>
<td>21.1</td>
<td>31.6</td>
</tr>
</tbody>
</table>

TABLE 135 Moderating effects of protective factors on levels of static risk (MSRAG serious offending scale), %

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
<th>MSRAG serious offending scale (N = 386)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
<td>Medium risk (n = 201; 52.1%)</td>
</tr>
<tr>
<td>Any violence within 12 months since discharge (n = 87; 22.5%)</td>
<td>18 (14.8)</td>
<td>44 (21.9)</td>
</tr>
<tr>
<td>1. Intelligence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>27.8</td>
<td>26.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.3</td>
<td>19.3</td>
</tr>
<tr>
<td>Present</td>
<td>12.8</td>
<td>30.3</td>
</tr>
<tr>
<td>2. Secure attachment in childhood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>21.1</td>
<td>25.7</td>
</tr>
<tr>
<td>Partially present</td>
<td>11.8</td>
<td>27.3</td>
</tr>
<tr>
<td>Present</td>
<td>14.5</td>
<td>17.0</td>
</tr>
</tbody>
</table>
TABLE 135  Moderating effects of protective factors on levels of static risk (MSRAG serious offending scale), % (continued)

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>MSRAF serious offending scale (N = 386)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
</tr>
<tr>
<td>3. Empathy</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>17.4</td>
</tr>
<tr>
<td>Present</td>
<td>10.0</td>
</tr>
<tr>
<td>4. Coping</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>40.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>20.5</td>
</tr>
<tr>
<td>Present</td>
<td>9.6</td>
</tr>
<tr>
<td>5. Self-control</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>25.9</td>
</tr>
<tr>
<td>Present</td>
<td>11.8</td>
</tr>
<tr>
<td>6. Work</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>17.4</td>
</tr>
<tr>
<td>Partially present</td>
<td>14.3</td>
</tr>
<tr>
<td>Present</td>
<td>9.4</td>
</tr>
<tr>
<td>7. Leisure activities</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>57.1</td>
</tr>
<tr>
<td>Partially present</td>
<td>17.9</td>
</tr>
<tr>
<td>Present</td>
<td>10.3</td>
</tr>
<tr>
<td>8. Financial management</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>60.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>20.8</td>
</tr>
<tr>
<td>Present</td>
<td>10.8</td>
</tr>
<tr>
<td>9. Motivation for treatment</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>26.9</td>
</tr>
<tr>
<td>Present</td>
<td>9.8</td>
</tr>
<tr>
<td>10. Attitudes towards authority</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>100.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>30.8</td>
</tr>
<tr>
<td>Present</td>
<td>6.5</td>
</tr>
<tr>
<td>11. Life goals</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>27.3</td>
</tr>
<tr>
<td>Partially present</td>
<td>14.3</td>
</tr>
<tr>
<td>Present</td>
<td>13.3</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSRAF serious offending scale (N = 386)</td>
</tr>
<tr>
<td></td>
<td>Low risk (n = 122; 31.6%)</td>
</tr>
<tr>
<td>12. Medication</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>33.3</td>
</tr>
<tr>
<td>Present</td>
<td>12.3</td>
</tr>
<tr>
<td>13. Social network</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>25.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>5.6</td>
</tr>
<tr>
<td>Present</td>
<td>18.0</td>
</tr>
<tr>
<td>14. Intimate relationship</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>17.2</td>
</tr>
<tr>
<td>Partially present</td>
<td>15.0</td>
</tr>
<tr>
<td>Present</td>
<td>0.0</td>
</tr>
<tr>
<td>15. Professional care</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>–</td>
</tr>
<tr>
<td>Partially present</td>
<td>0.0</td>
</tr>
<tr>
<td>Present</td>
<td>14.9</td>
</tr>
<tr>
<td>16. Living circumstances</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>27.3</td>
</tr>
<tr>
<td>Partially present</td>
<td>13.3</td>
</tr>
<tr>
<td>Present</td>
<td>13.5</td>
</tr>
<tr>
<td>17. External control</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>20.0</td>
</tr>
<tr>
<td>Present</td>
<td>12.6</td>
</tr>
</tbody>
</table>

**TABLE 136** Moderating effects of protective factors on levels of static risk (HCR-20<sup>v3</sup> historical scale), %

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCR-20&lt;sup&gt;v3&lt;/sup&gt; historical scale (N = 387)</td>
</tr>
<tr>
<td></td>
<td>Low risk (n = 152; 39.3%)</td>
</tr>
<tr>
<td>Any violence within 12 months since discharge (n = 87; 22.5%)</td>
<td>22 (14.5)</td>
</tr>
<tr>
<td>1. Intelligence</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>25.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.2</td>
</tr>
<tr>
<td>Present</td>
<td>15.2</td>
</tr>
<tr>
<td>SAPROF protective factors</td>
<td>Violence, n (%)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td></td>
<td>Low risk</td>
</tr>
<tr>
<td></td>
<td>(n = 152; 39.3%)</td>
</tr>
<tr>
<td>2. Secure attachment in childhood</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>21.4</td>
</tr>
<tr>
<td>Partially present</td>
<td>20.5</td>
</tr>
<tr>
<td>Present</td>
<td>11.1</td>
</tr>
<tr>
<td>3. Empathy</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>28.6</td>
</tr>
<tr>
<td>Partially present</td>
<td>18.0</td>
</tr>
<tr>
<td>Present</td>
<td>11.6</td>
</tr>
<tr>
<td>4. Coping</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>20.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>22.9</td>
</tr>
<tr>
<td>Present</td>
<td>10.1</td>
</tr>
<tr>
<td>5. Self-control</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>–</td>
</tr>
<tr>
<td>Partially present</td>
<td>32.1</td>
</tr>
<tr>
<td>Present</td>
<td>10.5</td>
</tr>
<tr>
<td>6. Work</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>19.8</td>
</tr>
<tr>
<td>Partially present</td>
<td>8.0</td>
</tr>
<tr>
<td>Present</td>
<td>7.3</td>
</tr>
<tr>
<td>7. Leisure activities</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>30.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.9</td>
</tr>
<tr>
<td>Present</td>
<td>13.5</td>
</tr>
<tr>
<td>8. Financial management</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>24.2</td>
</tr>
<tr>
<td>Present</td>
<td>10.4</td>
</tr>
<tr>
<td>9. Motivation for treatment</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>20.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>23.1</td>
</tr>
<tr>
<td>Present</td>
<td>12.4</td>
</tr>
<tr>
<td>10. Attitudes towards authority</td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>60.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>34.5</td>
</tr>
<tr>
<td>Present</td>
<td>7.6</td>
</tr>
</tbody>
</table>

TABLE 136  Moderating effects of protective factors on levels of static risk (HCR-20*3 historical scale), %  

(continued)
**Moderating effects of dynamic risk factors on static risk**

Table 133 shows the moderating effects of five clinical and five dynamic items from the HCR-20\(^{v3}\) on the percentage of patients who behave violently over a 12-month period, stratified by categories of low, medium and high risk measured using the MSRA\(^{G}\) serious offending scale. For most dynamic items, their presence increased the risk of violence for each of the three categories. Exceptions to this trend included symptoms of major mental disorder, professional services and plans, personal support and stress and coping for the low-risk category and living situation for all three categories. It appeared that the trend for increasing risk according to the absence, partial presence or presence of certain dynamic factors was less marked for patients in the low-risk category than for those in the other categories.

### TABLE 136 Moderating effects of protective factors on levels of static risk (HCR-20\(^{v3}\) historical scale), % (continued)

<table>
<thead>
<tr>
<th>SAPROF protective factors</th>
<th>Violence, n (%)</th>
<th>HCR-20(^{v3}) historical scale ((N = 387))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk ((n = 152; 39.3%))</td>
<td>Medium risk ((n = 128; 33.1%))</td>
</tr>
<tr>
<td>11. Life goals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>21.4</td>
<td>15.4</td>
</tr>
<tr>
<td>Partially present</td>
<td>20.7</td>
<td>25.6</td>
</tr>
<tr>
<td>Present</td>
<td>11.9</td>
<td>27.8</td>
</tr>
<tr>
<td>12. Medication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>37.5</td>
<td>40.9</td>
</tr>
<tr>
<td>Present</td>
<td>12.1</td>
<td>23.5</td>
</tr>
<tr>
<td>13. Social network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>36.4</td>
<td>26.3</td>
</tr>
<tr>
<td>Partially present</td>
<td>12.8</td>
<td>26.8</td>
</tr>
<tr>
<td>Present</td>
<td>12.8</td>
<td>25.0</td>
</tr>
<tr>
<td>14. Intimate relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>14.5</td>
<td>26.7</td>
</tr>
<tr>
<td>Partially present</td>
<td>16.7</td>
<td>20.0</td>
</tr>
<tr>
<td>Present</td>
<td>11.8</td>
<td>25.0</td>
</tr>
<tr>
<td>15. Professional care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Partially present</td>
<td>33.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Present</td>
<td>14.1</td>
<td>26.2</td>
</tr>
<tr>
<td>16. Living circumstances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>9.1</td>
<td>40.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>18.2</td>
<td>41.7</td>
</tr>
<tr>
<td>Present</td>
<td>14.3</td>
<td>19.1</td>
</tr>
<tr>
<td>17. External control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not present</td>
<td>33.3</td>
<td>50.0</td>
</tr>
<tr>
<td>Partially present</td>
<td>18.8</td>
<td>45.2</td>
</tr>
<tr>
<td>Present</td>
<td>12.8</td>
<td>19.0</td>
</tr>
</tbody>
</table>
In most cases, when the dynamic factor was not present, there was a gradient of risk of violence from low through medium to high risk, consistent with the static measures. However, this gradient was not observed for living situation or for stress or coping. Instead, a general trend was observed such that, when the dynamic item was present, compared with when partially or not present, there was an increase in the level of risk.

For certain dynamic factors, the increase in risk when the dynamic factor was present was substantially greater in the high-risk category than in the low-risk and medium-risk categories. This included insight, instability, professional services and plans, treatment or supervision response and stress or coping.

Table 134 shows the same trends for most items, but the table also shows that, when using the HCR-20v3 historical scale to classify patients into low, medium and high risk, the moderating effects of the dynamic factors were not as marked for certain dynamic items as when using the MSRAG serious offending scale to classify patients into low, medium and high risk, although for other dynamic factors the moderating effects appeared to be higher.

**Moderating effects of protective factors on static risk**

Table 135 shows the moderating effects of the SAPROF protective factors on violent outcome among patients classified according to the MSRAG serious offending scale. In general, the presence of a protective item resulted in a decline in the risk of violence, measured by the percentage who were subsequently found to be violent, and this trend can be observed from not present through to partially present and present for most of the dynamic items. However, for a number of these protective factors (secure attachment in childhood, empathy, coping, leisure activities, financial management, motivation for treatment, attitude towards authority, intimate relationships and external control), the fall in the percentage who were violent was greater in the low-risk subgroup than in other subcategories. For a smaller number of protective factors (intelligence, self-control, life goals, medication, social network and living circumstances), the fall in risk was greater for the high-risk subgroup.

These same trends were observed in Table 136, which shows the moderating effects of the SAPROF protective factors on violent outcome among patients classified according to the HCR-20v3 historical scale. As with risk factors, classification using the MSRAG appeared to be more discriminating than classification using the HCR-20v3 historical scale in terms of showing the moderating effects of the SAPROF protective factors. The trends were generally similar, with no major differences observed, but in certain cases the moderating effects appeared to be greater using the MSRAG classification.

**Discussion**

The findings of this chapter are preliminary and descriptive. We are not aware of any previous studies that have demonstrated the moderating effect of dynamic items on static measures other than that by Hickey et al. The findings in this study would appear to replicate those of the previous study and a considerably wider range of dynamic factors have been investigated than were included previously.

The general trends observed were that, if certain dynamic risk factors occur, then the moderating effect is greater on patients who are classified as high risk than among those classified as low or medium risk. Conversely, the moderating effects of protective factors appear to be greater among those classified as low risk, although certain protective factors appear to be more important for high-risk patients, the most notable being compliance with prescribed medication, supportive social network and living circumstances.

There are severe limitations in making decisions based on a crude categorisation into low, medium and high risk. However, we believe that clinicians who must make decisions about whether or not to discharge a patient from hospital who is classified as high risk on the MSRAG should be interested to know that such a patient will have a low probability of approximately 11% of becoming violent if insight is good.
However, this probability would rise to > 50% if insight is poor. Similarly, > 25% of those in the high-risk category are likely to be violent in the absence of the risk factor, good treatment or supervision response, which rises to > 50% if they have a poor treatment or supervision response. For the risk factor professional services and plans, high-risk patients show an increase from a worrying one-third behaving violently when this risk factor is absent to 100% behaving violently when this risk factor is present.

Examining protective factors, some of the internal measures are problematic with regard to effect modification as these appear to be static measures. For example, intelligence cannot be improved and neither can secure attachment in childhood. However, our findings would suggest that risk of violence becomes considerably greater among patients with lower intelligence in the high-risk subgroup. In terms of changeable dynamic protective factors, improved financial management appears to have a major impact among both low- and high-risk patients. Improving life goals, compliance with medication, attempting to provide a more supportive, non-criminal social network, improving living circumstances and better external control all reduce risk and this effect is maximised in the subgroup categorised as being at high risk using static measures.
Section D  Development and validation of new instruments for static and dynamic risk assessment
Chapter 17 Construction and validation of new static risk assessment instruments

Background

Static risk factors are factors that do not change or which change in only one direction. Examples of these risk factors include age, which increases over time, and past criminal offences, which are fixed. Therefore, clinical interventions over time are unable to reduce future criminal offending if they are restricted to targeting a static risk factor. One reason that ARA instruments have been frequently developed is that they consist primarily of risk factors that are easier to measure than dynamic risk factors (see Chapter 2).

Actuarial risk assessment instruments estimate the likelihood of reoffending by allocating numerical values to risk factors that are linked to offending. These values are subsequently combined using a statistical algorithm to produce a total score. The primary advantage when using actuarial instruments is the systematic approach that ensures reliability and enables individual scores to be directly compared with each other.

The overall validation results, however, have gradually shown that all validated actuarial instruments perform similarly to each other, with a ceiling effect of approximately 0.70, a value derived from the commonly applied AUC. These findings mean that choosing the best tool to guide practice is difficult.

The reason why similar performance is observed among many of these actuarial instruments is that they may be measuring a general underlying construct of criminality. Kroner et al. demonstrated this by placing the items from four frequently used instruments [the PCL-R, Level of Service Inventory, Revised (LSI-R), VRAG and General Statistical Information on Recidivism (GSIR)] into a coffee can and shaking them out to generate four ‘instruments’ consisting of random items; these were then compared with the original instruments. They concluded that the original instruments were no better at predicting reoffending than the new, randomly chosen and assembled coffee can measures.

Because actuarial instruments are generalisable to other outcomes and have a similar prediction performance, Coid et al. proposed that many items found in three risk assessment instruments were redundant and that only a few items contributed to the overall predictive power of the instruments. If only a few items are able to predict future offending among these instruments, particularly in different populations, it would be more effective to focus on a few salient static risk factors to predict offending. Because of these findings, we have developed new static ARA instruments. In this chapter, we describe the development of eight static risk instruments created to predict the following criminal outcomes: drug, acquisitive, robbery and violence convictions. Assessing risk according to specific offences has been advocated by Duwe because certain offences such as violence are more costly to society than other offences. This suggestion was previously made by Singh et al. In this chapter the construction of these instruments is first addressed. An external validation is then used to assess the predictive validity of the new instruments.

Study 1: development of a static instrument to predict violence

Objective

The objective was to create a new accurate ARA instrument using static variables to assess the risk of violent convictions among released prisoners.
Methods
The outcome of interest was a binary indicator that is equal to 1 for cases with at least one conviction for an offence related to violence following release from prison and equal to 0 otherwise. Violent offences in this study included homicide (murder, manslaughter and infanticide), major violence (attempted murder, GBH and wounding), minor violence (assault, affray, use of an offensive weapon and threats) and weapon possession.

Based on previous research, the static predictors considered for the static instrument included age and previous convictions for violence, robbery, acquisitive crime and sexual offences. The predictors were included in the model sequentially, starting with the static risk predictor with the highest AUC. To avoid including redundant predictors that would result in poor predictive ability, we combined predictors in a logistic regression model to improve the AUC.

Howard and Dixon\textsuperscript{410} observed that ‘a point or two on the standard AUC measure translate to substantive improvements in the management and treatment of thousands of offenders every year’ (p.143). Based on this study we used an increase in AUC of 0.01 as the criterion for including an additional predictor in the static instrument.

As the AUC estimate is likely to be optimistic, we also report the leave-one-out cross-validation AUC (LOOCV AUC). Bautista \textit{et al.}\textsuperscript{411} mention that the LOOCV method ‘can obtain a high benefit from small samples in order to validate prediction rules’ (p. 237). This type of internal validation AUC estimate relies on obtaining the predicted probability of the outcome using regression coefficients (weights) from a logistic model constructed on all other cases in the analysis sample. We used the LOOCV AUC estimates for comparisons between our instruments and other well-established instruments such as the OGRS2, VRAG, RM2000V and HCR-20 total score.

In addition to predictive accuracy, we also included the Hosmer-Lemeshow (H–L) chi-square statistic to measure goodness of fit for logistic regression models. This statistic is also used as a measure of calibration of the predicted probabilities. The H–L statistic is based on a comparison between predicted and actual outcome rates for grouped data. We implemented a procedure that created the maximum number of groups with an expected count of at least five in each group to ensure validity of the corresponding test.

Using the conventional median split approach, we estimated the classification accuracy of our instruments. Specifically, under the assumption that all cases will have a score above the median, we estimated the PPV and NPV. In addition, we estimated the PCC, which is the key parameter of interest for classification accuracy.

Results
A total of 1380 men from the Prisoner Cohort Study (PCS)\textsuperscript{412,413} were interviewed in phase 1 and had available PNC criminal records. These cases were used to create static risk instruments for future violence.

A total of 802 PCS men who were interviewed in phase 2 and who had available PNC criminal records were included in the analysis for creating a dynamic risk model to investigate the relationship between static instruments, dynamic factors and future violence after release from prison.

For each of the factors included, the differences in prevalence between the total sample, the phase 1 analysis sample and the phase 2 analysis sample were relatively small. For example, mean age was similar between the three groups (overall 30.82 years, phase 1 30.74 years and phase 2 31.42 years). Therefore, it is reasonable to expect that the predictive accuracy of a static risk instrument will be similar for each group.

Of the 1380 cases included in the phase 1 analysis sample, 434 (31.4\%) were convicted of an offence related to violence following release from prison. In the phase 2 analysis sample, there were 240 (29.9\%) among 802 individuals with the same type of conviction.
The predictor for violence with the largest univariate AUC was the number of previous convictions (denoted by prcvio) for violence, with an AUC of 0.68. The next predictor included was age. By adding the number of previous convictions for violence and age in a logistic model, the AUC from the estimated probabilities increased to 0.76.

Including the number of previous convictions for acquisitive crimes (predictor with the third-largest univariate AUC and denoted by prcbtf) increased the multivariate AUC to 0.77. Previous convictions for robbery and previous convictions for sexual offences did not improve the predictive accuracy of the static instrument and therefore were not included in the final version of this instrument.

Based on the results described, we obtained the Computerised Instrument for Violence (CIV), which contains three predictors: previous convictions for violence, age and previous convictions for acquisitive crime. To obtain the probability of having at least one conviction for violence, we calculated the linear score (denoted by $S$) using the constant of the model and the predictor values, which are weighted by the corresponding regression coefficients. In this case, the equation was as follows:

$$ S = 0.24 \times \text{prcvio} - 0.09 \times \text{age} + 0.02 \times \text{prcbtf} + 1.11. $$

(1)

The corresponding probability (denoted by $Pr$) for this outcome was obtained using the equation:

$$ Pr = \frac{\exp(S)}{1 + \exp(S)}. $$

(2)

The AUC for this instrument was 0.77 (95% CI 0.74 to 0.80; $p < 0.001$), which indicates good predictive accuracy (AUC > 0.7). The H–L statistic for the same model was 96.03 [84 degrees of freedom (df); $p = 0.174$], which means that the model fits the data adequately. The corresponding LOOCV AUC was 0.76 (95% CI 0.74 to 0.79; $p < 0.001$), which suggests that the predictive accuracy of the model would be expected to be good for other similar samples.

Finally, we compared the LOOCV AUC estimate for the CIV with the AUCs for other well-established instruments currently used for risk assessment. The CIV LOOCV was significantly better than the OGRS2 (AUC 0.73; $p = 0.002$), VRAG (AUC 0.71; $p < 0.001$), RM2000V (AUC 0.69; $p < 0.001$) and HCR-20 total score (AUC 0.65; $p < 0.001$).

Using the median split for CIV cross-validated probabilities, the classification accuracy estimates were 47.7% for the PPV and 84.8% for the NPV. The main parameter of classification accuracy (PCC) was 66.2%, which is similar to the corresponding PCCs for other instruments (61.3% for the HCR-20 total, 66.7% for the RM2000V, 64.1% for the VRAG and 65.3% for the OGRS2).

**Risk levels for violence based on the Computerised Instrument for Violence**

To simplify the interpretation of the CIV output for future use in clinical practice, we created indicative bands for the predicted probabilities that correspond to actual levels of risk for future violence. We rescaled the LOOCV probabilities using their minimum and maximum values to obtain risk measures with a range from 0 to 100. Subsequently, we divided the rescaled range into four bands so that the actual reconviction rates represent low, moderate, high and very high levels of risk.

The results for the suggested bands are shown in the *Table 137*. Even though the rate for a moderate level of risk appears too small, it is nevertheless three times higher than the corresponding rate for a low level of risk.

Individuals in the high-risk level have a 43.1% reconviction rate, which is almost seven times as high as the corresponding rate for those with a low level of risk. Finally, for the very high level of risk, the reconviction rate was 71.3%. This was more than 10 times higher than the low-level rate.
As the banded risk level for violence was to be included in the dynamic model (using the phase 2 sample), it was important to investigate whether or not the bands based on the phase 1 sample could be used in the phase 2 sample.

The findings show that the increases in reconviction rate between levels in the phase 2 sample were similar to those in the phase 1 sample. We therefore concluded that the banded risk levels for violence could be incorporated in the dynamic model for violence.

Even though banding of rescaled probabilities is based on subjective cut-off points, the comparisons between levels of risk for violence indicated that the risk differences between levels are substantial and can provide a simple indicator of risk for violence in a clinical setting.

The final coding sheet for the CIV can be found in Appendix 2.

**Pencil and Paper Instrument for Violence**

An alternative method for assessing the risk of violence in a clinical setting when there is no access to a computer would be to use a paper version of the CIV. We created categorical versions of the predictors included in the CIV based on the method of Gagliardi et al. This method relies on assigning a score for each level of a categorical predictor according to the relationship between the estimate reconviction rate at each level and the 99% CI for baseline rate for violence baseline rate. The baseline rate in the phase 1 sample was 31.5% and the 99% CI was 28.3 to 34.8.

A score of 1 is assigned if the violence rate at a predictor level is greater than the 99% CI, a score of 0 is assigned if the violence rate is within this interval and a score of –1 is assigned if the violence rate is below the 99% CI. In addition to the exploratory analysis required for continuous predictors with a large number of values, it is also possible to expand the score to allow for large differences in reconviction rates between predictor levels.

The Pencil and Paper Instrument for Violence (PIV) and corresponding statistical properties are shown in Table 138.

Our comparison of AUC values for the PIV and CIV indicated that their accuracy levels were not statistically different \((p = 0.242)\). When we compared other established actuarial instruments for violence, the AUC for the PIV was significantly higher than that for the OGRS2 (AUC 0.73; \(p = 0.014\)), VRAG (AUC 0.71; \(p = 0.003\)), RM2000V (AUC 0.69; \(p < 0.001\)) and HCR-20 total score (AUC 0.65; \(p < 0.001\)).

The classification accuracy estimates for the PIV scores were 48.5% for the PPV and 84.8% for the NPV. The PCC was 67.1%, almost equal to that for the CIV.

The final coding sheet for the PIV can be found in Appendix 3.
**Discussion**

The objective of this study was to create a simple static instrument for predicting violent convictions for prisoners who are close to their discharge date from prison. Based on our results, we have shown that it is possible to create parsimonious instruments that have significantly better discrimination ability (based on the AUC statistic) than other well-established instruments. In addition, the computer-based model has an adequate fit and the corresponding cross-validated probabilities are well calibrated. In addition, the classification accuracy results (mainly the PCC) indicate that both the CIV and the PIV are comparable with other instruments in our study.

The internal validation results for classification accuracy suggest that, even though discrimination accuracy is sufficiently high (AUC > 0.70), prediction accuracy is moderate for both the CIV and the PIV and there are therefore limitations when using these instruments in clinical practice. For those cases with scores above the median, further information would be required before identifying them as definitive high-risk individuals with subsequent requirements for offender management interventions to reduce the future risk of violence.

Our proposed instruments might therefore be used as a simple first step in a long and complex process to reduce violent reoffending for those individuals who are released from prison. Further research would be necessary to estimate the potential benefits of identifying high-risk individuals for offender management systems and the individuals who are screened.

**Study 2: development of a static instrument to predict robbery**

**Objective**

The objective was to create a new, accurate ARA instrument using static variables to assess the risk of robbery convictions among released prisoners.

---

**TABLE 138 The PIV coding scheme and statistical properties**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Recidivism (%)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for violence (prcvioc)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>18.2</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>30.4</td>
<td>0</td>
</tr>
<tr>
<td>2–5</td>
<td>42.4</td>
<td>1</td>
</tr>
<tr>
<td>≥ 6</td>
<td>65.9</td>
<td>2</td>
</tr>
<tr>
<td>Age (years) (agec)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 21</td>
<td>47.3</td>
<td>2</td>
</tr>
<tr>
<td>22–25</td>
<td>37.1</td>
<td>1</td>
</tr>
<tr>
<td>26–39</td>
<td>29.8</td>
<td>0</td>
</tr>
<tr>
<td>40–45</td>
<td>17.2</td>
<td>-1</td>
</tr>
<tr>
<td>≥ 46</td>
<td>4.0</td>
<td>-2</td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime (prcbtfc)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–2</td>
<td>19.2</td>
<td>-1</td>
</tr>
<tr>
<td>3–12</td>
<td>34.6</td>
<td>0</td>
</tr>
<tr>
<td>≥ 13</td>
<td>42.6</td>
<td>1</td>
</tr>
</tbody>
</table>

$PIV = prcvioc + agec + prcbtfc + 4$ (range 0–9).

$PIV$ overall accuracy ($n = 1380$): $AUC = 0.76$ (95% CI 0.73 to 0.78; $p < 0.001$).
Methods
Using a similar method to the static model for any violence described in the previous section, we constructed the corresponding static instrument for any robbery. The outcome of interest was a binary indicator that is equal to 1 for cases with at least one conviction for an offence related to robbery following release from prison and equal to 0 otherwise. Offences related to any robbery included aggravated burglary in addition to robbery.

As with the model for violence, the static predictors that we considered for the static instrument for robbery included age and previous convictions for violence, robbery, acquisitive crime and sexual offences.

Results
A total of 1380 cases were included in the phase 1 analysis sample, of whom 133 (9.6%) were convicted of an offence of robbery or an offence related to robbery after release from prison. In the phase 2 analysis sample, 77 (9.6%) of 802 individuals had the same type of conviction.

The predictor with the largest univariate AUC from the predictors considered for robbery was the log-transformed number of previous convictions + 1 (so that the resulting log-transformed predictor was equal to zero for no previous convictions) for robbery and aggravated burglary (denoted by lprcrobb). The AUC for this predictor was 0.65. By adding the predictor mentioned above and age (second predictor in terms of univariate AUC) in a logistic regression model the AUC increased to 0.70. Finally, by including the log-transformed number of previous convictions for acquisitive crime + 1 (denoted by lprcbtf), the AUC increased further to 0.72. Previous convictions for violence and previous convictions for sexual offences did not improve the predictive accuracy of the static instrument and were therefore not included.

The Computerised Instrument for Robbery (CIR) contains the three predictors described above. To obtain the probability of having at least one conviction for robbery, we calculated the linear score (denoted by S) using the constant of the model and the predictor values, which are weighted by the corresponding regression coefficients. In this case, the equation was as follows:

$$S = 0.65 \times \text{lprcrobb} - 0.06 \times \text{age} + 0.32 \times \text{lprcbtf} - 1.39.$$  

The corresponding probability (denoted by Pr) for this outcome was obtained using the following equation:

$$Pr = \frac{\exp(S)}{1 + \exp(S)}.$$  

The apparent AUC for the CIR was 0.72 (95% CI 0.68 to 0.76), which indicates good predictive accuracy (AUC > 0.7). The H–L statistic for this model was 26.03 (26 df; $p = 0.351$) and this suggested that the model fits the data adequately. The LOOCV AUC for the CIR was 0.71 (95% CI 0.68 to 0.77; $p < 0.001$); this result suggested that the predictive accuracy of the CIR was anticipated to be good for similar samples.

The LOOCV AUC for the CIR was subsequently compared with the AUCs for other well-established instruments designed mainly for predicting general offending (OGRS2) and violence (VRAG, RM2000V and HCR-20 total score). The reason why we compared the CIR with instruments designed to assess violence was that robbery can be seen as a combination of violent and acquisitive crimes. It is, therefore, possible that instruments for assessing violence might be able to predict reconvictions that are partially related to violence (i.e. robbery).

Our results show that the CIR was significantly better than the OGRS2 (AUC 0.67; $p = 0.024$). It was also better than the VRAG (AUC 0.64; $p = 0.003$), RM2000V (AUC 0.63; $p < 0.001$) and HCR-20 total score (AUC 0.60; $p < 0.001$).

The classification accuracy estimates for CIR cross-validated probabilities were 13.5% for the PPV and 94.1% for the NPV. The main estimate of interest, the PCC, was 53.7%, which is similar to the
corresponding estimates for other instruments in this study (57.1% for the HCR-20 total score, 60.8% for the RM2000V, 55.4% for the VRAG and 53.7% for the OGRS2).

Risk levels for robbery based on the Computerised Instrument for Robbery

To simplify the interpretation of the CIR output in clinical practice, we used the method described in study 1 to create risk bands for the CIR. To be specific, we divided the rescaled range for the LOOCV predicted probabilities (range 0–100) into four bands such that the actual reconviction rates would represent low, moderate, high and very high levels of risk for robbery.

The results for the suggested bands are shown in Table 139.

Similar comparisons with low level of risk should be considered for the interpretation of reconviction rates for high and very high levels of risk. Individuals in the high-risk level had a 14.3% reconviction rate, which is more than four times as high as the rate for the low-level group. For the very high level, the reconviction rate was 24.0%, which was more than six times higher than the low-level rate.

As the banded risk level for robbery was to be included in the dynamic model (using the phase 2 sample), we investigated whether or not the bands based on the phase 1 sample could be used in the phase 2 sample as expected from the descriptive analysis presented earlier.

The findings show that the increases in reconviction rate between levels in the phase 2 sample were similar to those in the phase 1 sample. This means that the banded risk levels for robbery can be incorporated in the dynamic model for robbery.

The final coding sheet for the CIR is provided in Appendix 4.

Paper Instrument for Robbery

Another method for assessing risk of robbery when access to a computer is not possible would be to use a paper version of the CIR. We created categorical versions of the predictors as for the PIV.

The Paper Instrument for Robbery (PIR) and its corresponding statistical properties are shown in Table 140.

The comparison of accuracy between the PIR and the CIR using AUC values indicated that they were not statistically different ($p = 0.232$). On the other hand, the AUC for the PIR was significantly higher than the corresponding CIR LOOCV AUC ($p = 0.013$).

This difference might be explained by the fact that the PIR was not cross-validated (as this task would require the extremely time-consuming construction of 1380 versions of the PIR) and the PIR might be slightly optimistic. The CIR AUC was not statistically different from the PIR AUC indicating that the PIR AUC is unlikely to be overoptimistic. The PIR should, therefore, be expected to work well in other similar samples.

### Table 139: Computerised Instrument for Robbery risk bands for the phase 1 sample

<table>
<thead>
<tr>
<th>Level</th>
<th>Range</th>
<th>n</th>
<th>Prevalence (%)</th>
<th>Reconviction rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0–10</td>
<td>480</td>
<td>34.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Moderate</td>
<td>11–20</td>
<td>533</td>
<td>28.6</td>
<td>9.2</td>
</tr>
<tr>
<td>High</td>
<td>21–30</td>
<td>217</td>
<td>15.7</td>
<td>14.3</td>
</tr>
<tr>
<td>Very high</td>
<td>31–100</td>
<td>150</td>
<td>10.9</td>
<td>24.0</td>
</tr>
</tbody>
</table>
Comparing the PIR with other established instruments for both general offending and violence, the AUC for the PIR was significantly higher than those for the OGRS2 (AUC 0.67; \( p = 0.002 \)), VRAG (AUC 0.64; \( p < 0.001 \)), RM2000V (AUC 0.63; \( p < 0.001 \)) and HCR-20 total score (AUC 0.60; \( p < 0.001 \)).

The classification accuracy estimates for the PIR scores were 17.9% for the PPV and 95.1% for the NPV. The PCC was 67.0%, which is higher than the corresponding estimate for CIR cross-validated probabilities (55.3%).

The final coding sheet for the PIR is provided in Appendix 5.

**Discussion**

The main aim of this study was to create computer-based and paper static instruments for predicting robbery convictions after release from prison. We are not aware of any previous instruments that have been specifically developed to assess the risk of robbery. We believe that it will be of considerable interest to criminal justice professionals. Using the AUC, we have shown that the discrimination accuracy of both the CIR and the PIR is sufficiently high (AUC > 0.70) and that these instruments are significantly better than other comparable instruments.

Classification accuracy based on the median split indicated that the CIR PCC is similar to that of other instruments and that PIR accuracy is much higher than that of the other instruments in this study. Possible explanations for PIR classification superiority might be slight overfitting of the data or the fact that the median split might be a more suitable cut-off point for the PIR than the CIR and the other instruments included. External validation might help to elucidate this issue.

As with the use of risk instruments for violence, risk instruments for robbery might be helpful in identifying high-risk individuals for further investigation to prioritise cases for offender management interventions. As with other screening measures with low to moderate accuracy, it is unlikely that high-risk identification...
could lead to measures such as prolonged incarceration and failure to secure parole. Our measures should be regarded as the first step in a complex process of finding the optimal pathway for dealing with high-risk individuals to maximise benefit for both offender management systems and the screened individuals.

**Study 3: development of a static instrument to predict drug-related offences**

**Objective**

The objective was to create a new, accurate ARA instrument using static variables to assess the risk of drug-related convictions among released prisoners.

**Methods**

Using the methodological approaches utilised previously to create the static instruments for violence and robbery, we constructed the corresponding static instrument for drugs. The outcome of interest was a binary indicator that is equal to 1 for cases with at least one conviction for an offence related to drugs following release from prison and equal to 0 otherwise.

As with the models for violence and robbery, the static predictors that we considered for the static instrument for drugs included age and previous convictions for violence, robbery, acquisitive crime and sexual offences.

**Results**

A total of 1380 cases were included in the phase 1 analysis sample, of whom 289 (20.9%) were convicted of an offence related to drugs after release from prison. In the phase 2 analysis sample, 155 (19.3%) of 802 individuals had the same type of conviction.

The predictor with the largest univariate AUC from the predictors considered was the log-transformed number of previous convictions + 1 (so that the resulting log-transformed predictor is equal to zero for no previous convictions) for drugs (denoted by lprcdrug). The AUC for this predictor was 0.64. By including age (second predictor in terms of univariate AUC) and the predictor mentioned above in a logistic regression model, the AUC increased to 0.72. Finally, by including the log-transformed number of previous convictions for acquisitive crime + 1 (denoted by lprcbt), the AUC increased further to 0.73. Previous convictions for violence, robbery and sexual offences were not included as they did not increase the predictive accuracy of the static instrument.

The Computerised Instrument for Drugs (CID) contains the three predictors mentioned above. To obtain the probability of having at least one conviction for drugs, we calculated the linear score (denoted by $S$) using the constant of the model and the predictor values, which are weighted by the corresponding regression coefficients. In this case, the equation was as follows:

$$S = 0.87 \times \text{lprcdrug} - 0.08 \times \text{age} + 0.26 \times \text{lprcbt} + 0.002.$$  \hspace{1cm} (5)

The corresponding probability (denoted by $\Pr$) for this outcome was obtained using the following equation:

$$\Pr = \exp(S)/(1 + \exp(S)).$$  \hspace{1cm} (6)

The apparent AUC for the CID was 0.73 (95% CI 0.71 to 0.76; $p < 0.001$), which indicates good predictive accuracy (AUC > 0.7). The H–L statistic for this model was 52.98 (55 df; $p = 0.552$), which means that the model fit was adequate. The LOOCV AUC for the CID was 0.73 (95% CI 0.70 to 0.76; $p < 0.001$). This result indicated that the predictive accuracy of the CID can be expected to be good for similar samples.

The LOOCV AUC for the CID was compared with the AUCs for other well-established instruments designed for predicting general offending (OGRS2) and violence (VRAG, RM2000V and HCR-20 total score).
Our results show that the CID was significantly better than the OGRS2 (AUC = 0.68; \( p = 0.001 \)). It was also better than the VRAG (AUC 0.64; \( p < 0.001 \)), RM2000V (AUC 0.62; \( p < 0.001 \)) and HCR-20 total score (AUC 0.61; \( p < 0.001 \)).

The classification accuracy parameters estimates for CID cross-validated probabilities were 32.5% for the PPV and 90.5% for the NPV. For the PCC the estimate was 61.6%, which is comparable to the corresponding parameter estimates for the other instruments considered (58.1% for the HCR-20 total score, 61.1% for the RM2000V, 58.4% for the VRAG and 58.9% for the OGRS2).

**Risk levels for drugs based on the Computerised Instrument for Drugs**

To simplify the interpretation of the CID output in clinical practice, we used the method described earlier to create risk bands for the CIR. We divided the rescaled range for the LOOCV predicted probabilities into four bands such that the actual reconviction rates represent low, moderate, high and very high levels of risk for drug-related offences.

The results for the suggested bands are shown in Table 141.

Individuals in the high-risk level had a 36.1% reconviction rate, which was six times as high as the rate for the low-level group. For the very high level, the reconviction rate was 43.6%, more than seven times higher than the low-level rate.

As the banded risk level for drugs was to be included in the dynamic model (using the phase 2 sample), we investigated whether or not the bands based on the phase 1 sample could be used in the phase 2 sample as expected from the descriptive analysis presented earlier for study 1 and study 2.

The findings show that the increases in reconviction rate between levels in the phase 2 sample were similar to those in the phase 1 sample. This means that the banded risk levels for drugs can be incorporated in the dynamic model for drugs.

The final coding sheet for the CID is provided in Appendix 6.

**Paper Instrument for Drugs**

Another method for assessing risk of crime related to drug offences when access to a computer is not possible would be to use a paper version of the CID. We created categorical versions of the predictors as for the PIV and the PIR.

The Paper Instrument for Drugs (PID) and its corresponding statistical properties are shown in Table 142.

A comparison between PID and CID apparent probabilities using AUC values indicated that they were not statistically different (\( p = 0.169 \)). Similarly, the AUC for the PID was not significantly different from the corresponding CID LOOCV AUC (\( p = 0.460 \)).

**Table 141** Computerised Instrument for Drugs risk bands for the phase 1 sample

<table>
<thead>
<tr>
<th>Level</th>
<th>Range</th>
<th>( n )</th>
<th>Prevalence (%)</th>
<th>Reconviction rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0–20</td>
<td>498</td>
<td>36.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Moderate</td>
<td>21–40</td>
<td>550</td>
<td>39.8</td>
<td>24.6</td>
</tr>
<tr>
<td>High</td>
<td>41–70</td>
<td>277</td>
<td>20.1</td>
<td>36.1</td>
</tr>
<tr>
<td>Very High</td>
<td>71–100</td>
<td>55</td>
<td>4.0</td>
<td>43.6</td>
</tr>
</tbody>
</table>
Comparing the PID with other established instruments for general offending and violence, the AUC for the PID was significantly higher than that for the OGRS2 (AUC 0.68; \( p = 0.007 \)), VRAG (AUC 0.64; \( p < 0.001 \)), RM2000V (AUC 0.62; \( p < 0.001 \)) and HCR-20 total score (AUC 0.61; \( p < 0.001 \)).

The classification accuracy estimates for the PID scores were 35.7% for the PPV and 86.6% for the NPV. For the PCC, the estimate was 69.4%, which is slightly higher than the corresponding estimate for CID cross-validated probabilities (61.6%).

The final coding sheet for the PID is provided in Appendix 7.

**Discussion**

We have shown that it is feasible to create parsimonious instruments for predicting drug-related convictions following release from prison based on information easily obtainable from criminal records. Discrimination accuracy for both the CID and the PID was sufficiently high (AUC > 0.70) and significantly higher than that for the other instruments considered in this study.

Classification accuracy was low (61.6%) for the CID and moderate (69.4%) for the PID. As in the previous study on robbery convictions (see Study 2), it is unclear why the PID was more accurate than the CID. As the AUCs for both instruments are very similar, it is possible that the median split is more suitable for the PID than the CID or that there might be slight overfitting of the data for the PID. External validation might help to confirm whether or not the PID is more accurate in another sample.

Screening instruments for drug-related convictions could help in identifying potential high-risk individuals who could benefit from offender management interventions to reduce their future risk of drug reconvictions. Before applying any corrective measures based on screening results, it would be necessary to conduct further investigations to avoid mislabelling an individual as high risk with all the possible consequences of doing unnecessary harm to this individual and wasting valuable resources in counterproductive offender management interventions.

---

**TABLE 142 The PID coding scheme and statistical properties**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Recidivism (%)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for drugs (prcdrugc)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>14.6</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>31.4</td>
<td>0</td>
</tr>
<tr>
<td>≥ 2</td>
<td>40.7</td>
<td>1</td>
</tr>
<tr>
<td>Age (years) (agerdc)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 19</td>
<td>34.5</td>
<td>2</td>
</tr>
<tr>
<td>20–30</td>
<td>25.9</td>
<td>1</td>
</tr>
<tr>
<td>31–37</td>
<td>18.6</td>
<td>0</td>
</tr>
<tr>
<td>38–45</td>
<td>12.1</td>
<td>-1</td>
</tr>
<tr>
<td>≥ 46</td>
<td>0.7</td>
<td>-2</td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime (prcbtfcd)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–2</td>
<td>14.3</td>
<td>-1</td>
</tr>
<tr>
<td>3–12</td>
<td>22.3</td>
<td>0</td>
</tr>
<tr>
<td>≥ 13</td>
<td>27.4</td>
<td>1</td>
</tr>
</tbody>
</table>

\[ \text{PID} = \text{prcdrugc} + \text{agerdc} + \text{prcbtfcd} + 4 \text{ (range 0–8).} \]

\[ \text{PID overall accuracy (n = 1380): AUC} = 0.72 (95\% \text{ CI 0.69 to 0.75; } p < 0.001). \]

Comparing the PID with other established instruments for general offending and violence, the AUC for the PID was significantly higher than that for the OGRS2 (AUC 0.68; \( p = 0.007 \)), VRAG (AUC 0.64; \( p < 0.001 \)), RM2000V (AUC 0.62; \( p < 0.001 \)) and HCR-20 total score (AUC 0.61; \( p < 0.001 \)).

The classification accuracy estimates for the PID scores were 35.7% for the PPV and 86.6% for the NPV. For the PCC, the estimate was 69.4%, which is slightly higher than the corresponding estimate for CID cross-validated probabilities (61.6%).

The final coding sheet for the PID is provided in Appendix 7.
Study 4: development of a static instrument to predict acquisitive offences

Objective
The objective was to create a new, accurate ARA instrument using static variables to assess the risk of acquisitive convictions among released prisoners.

Method
In addition to the static instruments described earlier in this chapter, we constructed the corresponding static instrument for acquisitive crime. The outcome of interest was a binary indicator that was equal to 1 for cases with at least one conviction for an offence related to acquisitive offending after release from prison and equal to 0 otherwise. The static predictors considered for the static instrument for acquisitive crime included age and previous convictions for violence, robbery, acquisitive crime and sexual offences.

Results
Of the 1380 cases included in the phase 1 analysis sample, 524 (38.0%) were convicted for an offence related to acquisitive offending after release from prison. In the phase 2 analysis sample, 303 (37.8%) of 802 individuals had the same type of conviction.

The predictor with the largest univariate AUC of the predictors considered for acquisitive crime was the log-transformed number of previous convictions + 1 for acquisitive crime (denoted by lprcbtf). The AUC for this predictor was 0.72. By including age (second predictor in terms of univariate AUC) and the predictor mentioned above in a logistic regression model, the AUC increased to 0.79. Other predictors related to previous convictions for other types of offences were not included as they did not increase the predictive accuracy of the static instrument.

To establish whether or not the combination of predictors mentioned above gave well-calibrated predicted probabilities, we estimated the H–L statistic for apparent (complete sample) and LOOCV probabilities. For the apparent probabilities, the H–L statistic was 108.98 (97 df; \( p = 0.191 \)), which indicated that these probabilities and the corresponding logistic model used to estimate them fitted the data adequately.

On the other hand, the H–L statistic for the LOOCV probabilities was 150.69 (97 df; \( p < 0.001 \)), which suggested that the model will not fit the data adequately for similar samples. Therefore, it was necessary to add further predictors into the model that would give well-calibrated probabilities (both apparent and cross-validated) even if the improvement in the AUC was \( < 0.01 \).

Adding the number of previous convictions for drugs (denoted by prcdrug) gave an AUC of 0.79. The H–L statistic for the apparent probabilities was 109.53 (97 df; \( p = 0.181 \)) and the corresponding statistic for the cross-validated probabilities was 118.75 (97 df; \( p = 0.066 \)). These results showed that the additional predictor (prcdrug) helped to create an instrument with good predictive accuracy and well-calibrated probabilities for the analysis sample and for other similar samples.

The Computerised Instrument for Acquisitive Crime (CIA) contained three predictors mentioned above. To obtain the probability of having at least one conviction for acquisitive offences, we calculated the linear score (denoted by \( S \)) using the constant of the model and the predictor values, which were weighted by the corresponding regression coefficients. In this case, the equation was as follows:

\[
S = 0.81 \times lprcbtf - 0.10 \times \text{age} + 0.08 \times \text{prcdrug} + 0.663.
\]  

(7)

The corresponding probability (denoted by \( Pr \)) for this outcome was obtained by the following equation:

\[
Pr = \frac{\exp(S)}{1 + \exp(S)}.
\]  

(8)
The apparent AUC for the CIA was 0.79 (95% CI 0.77 to 0.82; \( p < 0.001 \)) and the predictive accuracy was good as the AUC was > 0.7. The H–L statistic for this model was 109.53 (97 df; \( p = 0.181 \)), which meant that the model fit was adequate. The LOOCV AUC for the CIA was 0.79 (95% CI 0.76 to 0.81; \( p < 0.001 \)). This result indicated that the predictive accuracy of the CIA should be expected to be good for similar samples.

The LOOCV AUC for the CIA was compared with the AUCs for other well-established instruments designed mainly for predicting general offending (OGRS2) and violence (VRAG, RM2000V and HCR-20 total score).

Our results show that the CIA was significantly better than the OGRS2 (AUC 0.76; \( p = 0.014 \)). It was also better than the VRAG (AUC 0.71; \( p < 0.001 \)), RM2000V (AUC 0.70; \( p < 0.001 \)) and HCR-20 total score (AUC 0.67; \( p < 0.001 \)).

The classification accuracy estimates for the CIA cross-validated probabilities were 57.8% for PPV and 81.9% for NPV. For the PCC the estimate was 69.9%, which is similar to the corresponding parameter estimates for the other instruments considered (62.2% for the HCR-20 total score, 66.1% for the RM2000V, 64.6% for the VRAG and 68.7% for the OGRS2).

**Risk levels for acquisitive offending based on the Computerised Instrument for Acquisitive Crime**

To simplify the interpretation of the CIA output in clinical practice, we used the method described in study 1 to create risk bands. We divided the rescaled range for the LOOCV predicted probabilities into four bands such that the reconviction rates represent low, moderate, high and very high levels of risk for acquisitive crime.

The results for the suggested bands are shown in Table 143.

There were 286 individuals in the high-risk level (20.7% of the phase 1 sample) with a reconviction rate of 55.2%, which was almost four times as high as the rate for the low-level group. For the very high level, the reconviction rate was 71.2%, which was more than five times higher than the low-level rate.

As the banded risk level for acquisitive crime was to be included in the dynamic model (using the phase 2 sample), we investigated whether or not the bands based on the phase 1 sample could be used in the phase 2 sample as expected from the descriptive analysis presented earlier in previous studies in this chapter.

The findings show that the increases in reconviction rate between levels in the phase 2 sample were similar to the those in the phase 1 sample. This means that the banded risk levels for acquisitive crime can be incorporated in the corresponding dynamic model.

The final coding sheet for the CIA is provided in Appendix 8.

**TABLE 143** Computerised Instrument for Acquisitive Crime risk bands for the phase 1 sample

<table>
<thead>
<tr>
<th>Level</th>
<th>Range</th>
<th>( n )</th>
<th>Prevalence (%)</th>
<th>Reconviction rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0–30</td>
<td>532</td>
<td>38.6</td>
<td>13.9</td>
</tr>
<tr>
<td>Moderate</td>
<td>31–50</td>
<td>298</td>
<td>21.6</td>
<td>34.9</td>
</tr>
<tr>
<td>High</td>
<td>51–70</td>
<td>286</td>
<td>20.7</td>
<td>55.2</td>
</tr>
<tr>
<td>Very high</td>
<td>71–100</td>
<td>264</td>
<td>19.1</td>
<td>71.2</td>
</tr>
</tbody>
</table>

\( a \) Column represents rescaled LOOCV probabilities using their minimum and maximum values to obtain risk measures with a range from 0 to 100.
**Paper Instrument for Acquisitive Crime**

Another method for assessing risk of acquisitive crime when access to a computer is not possible would be to use a paper version of the risk instrument. We created categorical versions of the predictors as for the PIV and the PIR.

The Paper Instrument for Acquisitive Crime (PIA) and the corresponding statistical properties are shown in Table 144.

Comparison in terms of AUC values between the PIA and the CIA probabilities indicated that they were not statistically different ($p = 0.056$). Similarly, the AUC for the PIA was not significantly different from the corresponding CIA LOOCV AUC ($p = 0.191$).

When we compared the PIA with other established instruments for general offending and violence, the AUC for the PIA was not significantly higher than that for the OGRS2 (AUC 0.76; $p = 0.104$). On the other hand, PIA AUC was significantly higher than the corresponding AUC for VRAG (AUC 0.71; $p < 0.001$), RM2000V (AUC 0.70; $p < 0.001$) and HCR-20 total score (AUC 0.67; $p < 0.001$).

The classification accuracy estimates for the PIA scores were 60.7% for the PPV and 80.9% for the NPV. For the PCC, the estimate was 71.7%, which is similar to the estimate for CIA cross-validated probabilities (69.9%).

The final coding sheet for the PIA is found in Appendix 9.

**Discussion**

Both the CIA and the PIA risk instruments were created to predict convictions for acquisitive offending after being discharged from prison. Assessment of discrimination accuracy indicated that both the CIA and the PIA were significantly better than most other instruments in this study and that their accuracy was sufficiently high (AUC > 0.70).

**TABLE 144** The PIA coding scheme and statistical properties

<table>
<thead>
<tr>
<th>Variables</th>
<th>Recidivism (%)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for acquisitive crime (prcbtfcad)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>12.0</td>
<td>-2</td>
</tr>
<tr>
<td>1</td>
<td>22.8</td>
<td>-1</td>
</tr>
<tr>
<td>2–7</td>
<td>35.7</td>
<td>0</td>
</tr>
<tr>
<td>8–16</td>
<td>50.4</td>
<td>1</td>
</tr>
<tr>
<td>≥ 17</td>
<td>60.4</td>
<td>2</td>
</tr>
<tr>
<td>Age (years) (agerac)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 21</td>
<td>50.2</td>
<td>2</td>
</tr>
<tr>
<td>22–30</td>
<td>45.9</td>
<td>1</td>
</tr>
<tr>
<td>31–37</td>
<td>35.6</td>
<td>0</td>
</tr>
<tr>
<td>38–42</td>
<td>26.4</td>
<td>-1</td>
</tr>
<tr>
<td>≥ 43</td>
<td>7.3</td>
<td>-2</td>
</tr>
<tr>
<td>Number of previous convictions for drugs (prcdrugcad)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>31.2</td>
<td>0</td>
</tr>
<tr>
<td>≥ 1</td>
<td>54.5</td>
<td>1</td>
</tr>
</tbody>
</table>

PIA = prcbtfcad + agerac + prcdrugcad + 4 (range 0–9).
PIA overall accuracy ($n = 1380$): AUC = 0.78 (95% CI 0.76 to 0.81; $p < 0.001$).
Classification accuracy was moderate to high for both instruments (close to 70%). This means that 30% of the cases are misclassified and that further information is required to verify that screen-positive cases (with scores above the median) are actually high-risk cases that require offender management interventions.

We need to emphasise that, despite the limitations of the static instruments (mainly because of misclassification rates of 30%), they still have the potential to help experts in offender management in a first step, which is to prioritise their efforts and resources on released offenders with a high propensity for future reconstructions. Further research is required to estimate the potential benefit of using risk instruments in the offender management system as a whole and for each individual assessed.

**Study 5: validation of eight new static instruments to predict reoffending**

**Objectives**

The objectives of this study were to:

1. examine the extent of predictive accuracy of the eight new static risk assessment instruments in a new sample of released prisoners
2. compare their predictive ability with that of other ARA instruments used in the criminal justice system and in clinical practice.

**Methods**

The external validation sample was provided by NOMS. The original anonymised data set included 53,800 cases. As there was enough power, listwise deletion was used, resulting in 45,577 (86.6%) men and 766 (13.4%) women, a total of 52,643 individuals. These individuals were randomly selected prisoners who were released from prison for the first time between the years 2005 and 2007. Information regarding the sample was obtained from records held in the OASys and the PNC until 31 December 2012. Because of multiple OASys assessments, only the first assessment was used to create the study variables.

The objectives of this study were to compare the predictive accuracies of the eight static instruments and currently available risk assessment instruments used in practice in another sample. To measure the extent of predictive accuracy, we investigated discrimination and calibration. Discrimination measures the overall performance of an instrument — how well the instrument can discriminate between those who reoffended and those who did not reoffend. The most common performance indicator used to assess discrimination is the AUC. The second aspect of predictive validity measured was calibration. Calibration measures how well an instrument’s prediction of risk is in agreement with the actual observed risk. The PPV and NPV are a form of calibration. They assess how well that instrument is able to separate those who were rated as high risk and went on to reoffend (PPV) from those who were rated as low risk and did not go on to reoffend (NPV).

Although the predictive values and PCC (see Study 1) are a form of calibration, H–L goodness-of-fit tests were also conducted to further investigate the extent to which these new instruments were globally calibrated. If the chi-squared test is significant, this means that the instrument is not well calibrated.

**Measures**

**Outcome**

The outcome measures were obtained from convictions recorded in the PNC. These convictions were for violence, drug, robbery and acquisitive offences committed after the respondents’ release and until 31 December 2012. The average time of risk for the sample was 6.52 years (SD 0.88 years, range 5.01–9.62 years).
Risk instruments

Four risk assessment instruments that are currently used were compared with the eight new static instruments that we created in Studies 1–4. The instruments used for comparison were the Offender Assessment System General reoffending Predictor (OGP),416 the Offender Assessment System Violent reoffending Predictor (OVP),417 the Offender Group Reconviction Scale, version 3 (OGRS3),418 and the RM2000V.419

The OGP focuses on non-violent general reoffending with the exception of sexual offending.418 The OGP combines seven static and dynamic risk factors to create a maximum weighted score of 100. Inclusive in the OGP is the OGRS3, which is the only static risk measure.

The OVP predicts homicide/assault, threats/harassment, weapon possession, robbery and aggravated burglary, criminal damage and public order reoffending. Similar to the OGP, the OVP consists of static and dynamic factors that are weighted to produce a possible maximum score of 100. However, unlike the OGP, the OVP includes 12 items, five of which are static risk factors such as age and the number of sanctions for violent-type offences.

The RM2000V includes three items to predict violent reoffending: age when the offender is released (age at commencement of risk), court appearances for violence that led to conviction and any burglaries. The score range for the RM2000V is 0–9.

The OGRS3 predicts reoffending solely on the basis of three static risks: age, sex and criminal history. These static risks are separated into six variables and together they estimate the likelihood that offenders will be reconvicted within 2 years of release.

Results

Total sample

Table 145 shows the results of the external validation for the total sample. In the total NOMS sample (n = 52,643), the constructed static instruments correctly classified the respondents within a range of 64–75%.

According to the AUC values, the CIV and PIV were significantly different from the other instruments, with differences ranging from 0.02 to 0.06 (all p < 0.001). With the exception of OVP (PPV 69.26), the PPVs of the CIV and PIV were higher than those of the other instruments (CIV PPV 60.58; PIV PPV 64.87).

For future robbery convictions, the predictive validity of the CIR and PIR achieved an AUC of 0.73 and 0.71, respectively, with the CIR correctly classifying more individuals into their respective risk groups than the PIR (75% vs. 73%). Although the OVP correctly classified about 88% of individuals, it did not have a high discrimination accuracy (AUC 0.64). The differences between the existing instruments and each of the constructed instruments were significant at p < 0.001.

For predicting drug offences, the CID and PID were similar in predictive accuracy and in PCC (AUC ≈0.70 and PCC ≈70%). Compared with the four available risk instruments, the CID and PID had significantly higher predictive accuracy. Although the CID and PID had the highest PPVs (CID 51.08%; PID 51.36%), they did not have the highest NPVs (CID 76.75%; PID 74.77%).

For acquisitive offences, the CIA and PIA achieved AUCs of 0.80 and 0.78 respectively. Compared with the available risk assessment instruments for predicting future acquisitive offences, the CIA and PIA showed significantly different discrimination accuracy.

For all offences, the CIA and OGP showed the highest AUCs (0.71), with the OGP correctly classifying 66.0% and the CIA correctly classifying 63.3%. With the exception of the OGP, the AUC of the CIA was significantly different from AUC of the OGRS3, and OVP.
### TABLE 145 The AUC and predictive values for the total sample (n = 52,643)

<table>
<thead>
<tr>
<th>Instruments</th>
<th>AUC</th>
<th>95% CI</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Violence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIV</td>
<td>0.69</td>
<td>0.69 to 0.70</td>
<td>60.58</td>
<td>67.64</td>
<td>65.9</td>
</tr>
<tr>
<td>PIV</td>
<td>0.68</td>
<td>0.68 to 0.69</td>
<td>64.87</td>
<td>63.97</td>
<td>64.1</td>
</tr>
<tr>
<td>OGRS3</td>
<td>0.64</td>
<td>0.64 to 0.64</td>
<td>52.94</td>
<td>66.27</td>
<td>62.3</td>
</tr>
<tr>
<td>OVP</td>
<td>0.67</td>
<td>0.67 to 0.68</td>
<td>69.26</td>
<td>63.53</td>
<td>64.1</td>
</tr>
<tr>
<td>OGP</td>
<td>0.63</td>
<td>0.63 to 0.64</td>
<td>50.91</td>
<td>66.34</td>
<td>61.2</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.65</td>
<td>0.64 to 0.65</td>
<td>48.84</td>
<td>76.02</td>
<td>59.2</td>
</tr>
<tr>
<td><strong>Robbery</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIR</td>
<td>0.73</td>
<td>0.72 to 0.74</td>
<td>11.17</td>
<td>96.54</td>
<td>75.2</td>
</tr>
<tr>
<td>PIR</td>
<td>0.71</td>
<td>0.70 to 0.72</td>
<td>10.75</td>
<td>96.70</td>
<td>72.6</td>
</tr>
<tr>
<td>OGRS3</td>
<td>0.65</td>
<td>0.64 to 0.66</td>
<td>8.91</td>
<td>96.10</td>
<td>70.3</td>
</tr>
<tr>
<td>OVP</td>
<td>0.64</td>
<td>0.63 to 0.65</td>
<td>12.05</td>
<td>95.27</td>
<td>87.8</td>
</tr>
<tr>
<td>OGP</td>
<td>0.66</td>
<td>0.65 to 0.67</td>
<td>8.85</td>
<td>96.35</td>
<td>67.2</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.63</td>
<td>0.62 to 0.64</td>
<td>7.17</td>
<td>97.53</td>
<td>41.5</td>
</tr>
<tr>
<td><strong>Drug-related offences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CID</td>
<td>0.71</td>
<td>0.71 to 0.72</td>
<td>51.08</td>
<td>76.75</td>
<td>70.3</td>
</tr>
<tr>
<td>PID</td>
<td>0.70</td>
<td>0.70 to 0.71</td>
<td>51.36</td>
<td>74.77</td>
<td>70.3</td>
</tr>
<tr>
<td>OGRS3</td>
<td>0.65</td>
<td>0.64 to 0.65</td>
<td>43.61</td>
<td>75.42</td>
<td>66.0</td>
</tr>
<tr>
<td>OVP</td>
<td>0.55</td>
<td>0.54 to 0.55</td>
<td>32.68</td>
<td>70.04</td>
<td>66.7</td>
</tr>
<tr>
<td>OGP</td>
<td>0.67</td>
<td>0.66 to 0.67</td>
<td>44.64</td>
<td>77.01</td>
<td>66.2</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.59</td>
<td>0.59 to 0.60</td>
<td>35.04</td>
<td>77.69</td>
<td>51.2</td>
</tr>
<tr>
<td><strong>Acquisitive offences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIA</td>
<td>0.80</td>
<td>0.80 to 0.80</td>
<td>82.00</td>
<td>60.92</td>
<td>66.2</td>
</tr>
<tr>
<td>PIA</td>
<td>0.78</td>
<td>0.78 to 0.79</td>
<td>79.60</td>
<td>60.48</td>
<td>65.9</td>
</tr>
<tr>
<td>OGRS3</td>
<td>0.74</td>
<td>0.74 to 0.75</td>
<td>77.47</td>
<td>61.82</td>
<td>66.5</td>
</tr>
<tr>
<td>OVP</td>
<td>0.59</td>
<td>0.59 to 0.60</td>
<td>63.04</td>
<td>51.50</td>
<td>52.5</td>
</tr>
<tr>
<td>OGP</td>
<td>0.76</td>
<td>0.76 to 0.77</td>
<td>77.92</td>
<td>64.25</td>
<td>68.8</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.66</td>
<td>0.65 to 0.66</td>
<td>59.43</td>
<td>65.93</td>
<td>61.9</td>
</tr>
<tr>
<td><strong>All offences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIV</td>
<td>0.67</td>
<td>0.66 to 0.67</td>
<td>63.93</td>
<td>60.49</td>
<td>61.4</td>
</tr>
<tr>
<td>PIV</td>
<td>0.68</td>
<td>0.68 to 0.68</td>
<td>68.70</td>
<td>57.45</td>
<td>58.8</td>
</tr>
<tr>
<td>CID</td>
<td>0.66</td>
<td>0.66 to 0.67</td>
<td>61.01</td>
<td>59.52</td>
<td>59.9</td>
</tr>
<tr>
<td>PID</td>
<td>0.67</td>
<td>0.66 to 0.67</td>
<td>64.69</td>
<td>58.87</td>
<td>60.0</td>
</tr>
<tr>
<td>CIR</td>
<td>0.69</td>
<td>0.69 to 0.69</td>
<td>65.55</td>
<td>61.03</td>
<td>62.2</td>
</tr>
<tr>
<td>PIR</td>
<td>0.67</td>
<td>0.66 to 0.67</td>
<td>63.42</td>
<td>61.32</td>
<td>61.9</td>
</tr>
<tr>
<td>CIA</td>
<td>0.71</td>
<td>0.71 to 0.71</td>
<td>67.86</td>
<td>61.80</td>
<td>63.3</td>
</tr>
<tr>
<td>PIA</td>
<td>0.70</td>
<td>0.69 to 0.70</td>
<td>65.94</td>
<td>61.40</td>
<td>62.6</td>
</tr>
<tr>
<td>OGRS3</td>
<td>0.70</td>
<td>0.70 to 0.71</td>
<td>68.10</td>
<td>63.83</td>
<td>65.1</td>
</tr>
<tr>
<td>OVP</td>
<td>0.63</td>
<td>0.63 to 0.64</td>
<td>69.34</td>
<td>56.73</td>
<td>57.9</td>
</tr>
<tr>
<td>OGP</td>
<td>0.71</td>
<td>0.71 to 0.72</td>
<td>67.42</td>
<td>65.29</td>
<td>66.0</td>
</tr>
<tr>
<td>RM2000V</td>
<td>0.63</td>
<td>0.62 to 0.63</td>
<td>54.07</td>
<td>68.22</td>
<td>59.4</td>
</tr>
</tbody>
</table>
Male released prisoners

There was a similar pattern of findings for the male sample ($n = 45,577$). For violence, the CIV correctly classified 65.07% of the male sample and achieved an AUC of 0.69. Compared with the AUCs of all other instruments used in practice, the AUC of the CIV was significantly different ($p < 0.001$). The PIV correctly classified 63.03% of the male sample, with a similar PPV and NPV (65.32% and 62.72%). The AUC of the PIV was also significantly different from the AUCs of the other instruments used in current practice.

The CID and PID had the highest PCCs compared with the other instruments used in current practice (70.17% and 70.08% respectively). They also achieved the highest AUCs compared with other instruments (CID AUC 0.71, PID AUC 0.70; each comparison $p < 0.001$).

The CIR and PIR obtained the highest AUCs compared with the other risk assessment instruments used in current practice (CIR AUC 0.73, PIR AUC 0.71) and were significantly different from the other instruments. For example, compared with the RM2000V, the AUC of the CIR was 0.11 higher and the AUC of the PIR was 0.09 higher (both $p < 0.001$). Although these instruments had a high PCC, they had a low PPV (11.62% and 11.09% respectively).

The CIA and PIA both obtained the highest AUCs (0.80 and 0.78 respectively) and these were significantly different from those of the other instruments at the $p < 0.001$ level. Both constructed instruments also had the highest PPVs (81.16% and 78.59% respectively) but had lower PCCs than the OGP (69.08%) and the OGRS3 (67.59%).

Similar to the overall sample, the OGP and the CIA had the highest AUCs (0.71) when predicting any future offence. Compared with the AUC of the CIA, the AUCs of the OGRS3 ($p = 0.02$), OVP and RM2000V ($p < 0.001$) were significantly lower.

Female released prisoners

For the female sample, the CIV and PIV obtained AUCs of 0.70 for violence and had higher NPVs than PPVs; they also correctly classified more women than the other instruments. For example, the PIV had a NPV of 71.87%, a PPV of 61.43% and a PCC of 70.83%, whereas the OVP had a NPV of 69.91%, a PPV of 64.16% and a PCC of 69.69%.

With the exception of the OGP ($p = 0.152$), the CID and PID had the highest AUCs (0.70) of all of the instruments ($p < 0.001$); both instruments also had a low PPV (about 46%) and a moderate NPV (about 77%) and correctly classified about 71% of individuals.

For robbery, the CIR had an AUC of 0.72 and this value was significantly higher than that for all instruments used in practice. For the PIR, its AUC (0.71) was significantly higher than that for all other instruments used in practice except for the RM2000V ($p = 0.144$).

The AUCs for the CIA and PIA were the highest of all of the instruments. The AUC of the CIA (0.82) was significantly higher than the AUCs of the other instruments used in practice (all $p < 0.001$). In addition, compared with the AUC of the PIA (0.81), with the exception of CIA, the other instruments all had significantly lower AUCs (all $p < 0.001$). The PPV for both the CIA and the PIA was high (86.88% and 85.88% respectively) and the CIA and PIA correctly classified 63.27% and 62.20% of individuals respectively.

Examining any future offence, the OGP performed the best with the highest AUC (0.74) and the highest PCC (67.10%). Among all of the newly constructed instruments studied, the CIA had the highest AUC (0.73) and highest percentage classified (63.94%). The AUC of the CIA was significantly higher than that of the OVP and the RM2000V (both $p < 0.001$).

The results of the H–L global calibration tests show that none of these instruments was well calibrated in the external validation sample. The test for each instrument had a very high chi-square value and a fairly
wide discrepancy between the overall percentages observed and the expected outcome rates. For example, between the OGP percentage observed and the OGP percentage expected in the total sample there was a 31.7% difference (observed 39.4%, expected 51.9%; $\chi^2 = 7988.07; p < 0.001$). In the female sample, however, the CIV achieved the same percentage observed and percentage expected (31.4%) and could be considered to be well calibrated. However, although the overall percentages appear to be equal, the individual risk groups reveal large discrepancies between the percentages for observed and expected. Therefore, the CIV for women was also not well calibrated ($\chi^2 = 74.77; p < 0.001$).

**Discussion**

The new instruments that were created in studies 1–4 of this chapter were externally validated in the present study. The purpose of externally validating these new static instruments was to assess the extent of their applicability in a different population. The results show that the new risk assessment instruments perform just as well, if not better, than the existing risk assessment instruments. With regard to the AUCs, the new instruments tended to obtain higher values, regardless of sex, for discrimination accuracy. The second aspect of predictive accuracy measured was calibration. The results obtained point to poor calibration for not only the new instruments but also the existing instruments studied. The new instruments generally performed as well as their available counterparts according to the predictive values (PPVs and NPVs). However, these values, as well as the PCC, revealed low accuracy. The H–L tests indicate low-level global calibration when externally validated. What this means is that these instruments are not very accurate in detecting the actual observed risk. From the findings, it seems that this is an issue for all of the instruments studied. Nevertheless, the strength of these new instruments is that discrimination accuracy was improved.

The validation of the new instruments addresses several issues with the use of actuarial static risk instruments in practice: parsimony, predictive accuracy and general use. The use of a few items, as observed in each of the new instruments, shows equivalent, if not better, discrimination performance in predicting each specific offence outcome. When separating the analyses by sex, the new instruments also demonstrated similar predictive ability, although the new instruments had slightly higher predictive ability in the female sample. The new instruments demonstrated that only a small number of items are needed in an actuarial instrument and that they can be used in the clinical setting to quickly identify high-risk individuals.

Kallis et al. used a similar approach in developing similar static screening tools. They proposed the use of screens for predicting future violence, created from just two static risk factors: age and previous violent convictions. The purpose of these screens would be to initially identify those who may be at high risk and refer them for further assessment. The benefits of using these items were that they were easily obtainable from the PNC and they addressed the issues of length and specific outcomes in the use of risk assessment.

In practice, because speed and reliability are considered valuable in a static actuarial instrument, more complex methods would need justification. The present study, therefore, recognises the reality of clinical and criminal justice environments and has validated new instruments that take into account the needs of these environments. These new instruments advocate accessibility, parsimony and efficiency, characteristics that complement the needs of clinical practice.
Chapter 18 Development of a dynamic risk assessment for violence

Background

In Chapter 17 we described the development of risk assessment instruments composed of static risk factors. However, static risk instruments are only moderately accurate in the prediction of future violence. Unlike static risk factors, dynamic risk factors are defined by their ability to change throughout the life course. Examples of these factors include unemployment and peer group influences. The pace of change for these risk factors may also vary and they have therefore been further divided into two groups: stable dynamic risk factors, which only gradually change with time (e.g. personality traits), and any acute dynamic risk factors (e.g. drug use), which may change on a day-to-day basis.

In practice, understanding change in dynamic risk factors is important for assessing the effectiveness of intervention programmes and pinpointing specific individual causal mechanisms. From a methodological standpoint, however, dynamic risk factors are difficult to measure because of their changeability. It is thought that static risk factors may be helpful for longer-term predictions, whereas dynamic risk factors may be helpful for short-term predictions. Dynamic factors also show promise in modifying and managing risk and therefore prospectively measuring dynamic risk factors during a short time period is preferable.

It is ultimately most important to identify dynamic risk factors that have causal rather than predictive associations. Static risk instruments may be useful for grouping individuals by risk level and this will give clinicians some idea of the required intensity of the intervention necessary to prevent future offending. Skeem and Mulvey defined this classification as ‘risk status’. However, it is of limited clinical usefulness for treating and monitoring an individual, other than for the identification of level of risk. At the same time, risk status can change if dynamic risk factors change. Further investigation is therefore needed into the relationship between static and dynamic risk for future intervention, pinpointing criminogenic needs, and to identify causal dynamic risk factors.

Study 1: a comparison of the effects of dynamic factors on four offending outcomes (violence, robbery, drugs and acquisitive crime)

Objectives

The objectives of this study were to:

1. investigate the associations between dynamic factors following release from prison and offending behaviour (violence, robbery, drugs and acquisitive crime) over 12 months following release
2. guide probation officers and other clinicians in their management of offenders after release by identifying suitable dynamic factors to target that will reduce the risk of offending behaviour.

Methods

For each key offending behaviour (violence, robbery, drugs and acquisitive crime), the outcome variable was a binary indicator for having at least one conviction and/or self-reported criminal behaviour over 12 months following release. For the purpose of study 1, we included self-reported criminal behaviour entered by the subject into a laptop computer, together with information on reoffending over the same time period from PNC records. For this study, the PCS analysis sample was analysed with 754 men and women because they had all necessary data for this analysis. In total, 151 cases had at least one violent
conviction and/or self-reported violence (20.0%). There were 14 individuals (1.9%) with at least one robbery offence, 77 (10.2%) with drugs offences and 100 (13.3%) with acquisitive crime offences.

We used logistic regression separately for each of the outcomes described above to estimate the AOR for the association between the dynamic factor and the outcome of interest. The OR was adjusted for length of time from release to phase 2 interview, length of time since being released from prison to end of follow-up period, the location of the interview (prison or community) and sex. To ensure that the association between the dynamic factor and the outcome of interest was not the result of an association with one of the other three outcomes, we included each of the other three outcome indicators separately as adjusting variables.

The dynamic factors were divided into domains based on content. These domains included accommodation, social environment, coping/daily living, leisure time, employment/education, depression/self-harm/anxiety, psychosis, alcohol use, drug use, life events, treatment, compliance with supervision, victimisation, thoughts of violence, thoughts of previous offending and attitudes to crime (Table 146). A total of 125 dynamic factors were examined in 16 domains.

Results

Among the accommodation domain factors, homelessness was significantly associated with offences related to violence (AOR 1.87, 95% CI 1.02 to 3.43; \( p = 0.045 \)) and drugs (AOR 2.37, 95% CI 1.09 to 5.12; \( p = 0.029 \)), having no address was related only to drug offences (AOR 4.62, 95% CI 2.24 to 9.54; \( p < 0.001 \)), frequent address change was related to violence (AOR 2.45, 95% CI 1.15 to 5.22; \( p = 0.020 \)), robbery (AOR 6.42, 95% CI 1.45 to 28.37; \( p = 0.014 \)) and acquisitive offences (AOR 2.49, 95% CI 1.08 to 5.73; \( p = 0.032 \)) and being dissatisfied with accommodation was related to acquisitive crimes (AOR 2.11, 95% CI 1.11 to 3.99; \( p = 0.019 \)).

### Table 146 List of dynamic factors and available n

<table>
<thead>
<tr>
<th>Dynamic factors</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accommodation</strong></td>
<td></td>
</tr>
<tr>
<td>Homelessness</td>
<td>80</td>
</tr>
<tr>
<td>Hostel</td>
<td>143</td>
</tr>
<tr>
<td>No address</td>
<td>75</td>
</tr>
<tr>
<td>Own accommodation</td>
<td>398</td>
</tr>
<tr>
<td>Frequent address change</td>
<td>46</td>
</tr>
<tr>
<td>Dissatisfied with accommodation</td>
<td>168</td>
</tr>
<tr>
<td>Area unsafe</td>
<td>131</td>
</tr>
<tr>
<td>Local problems</td>
<td>576</td>
</tr>
<tr>
<td>Evicted</td>
<td>61</td>
</tr>
<tr>
<td><strong>Social environment</strong></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>173</td>
</tr>
<tr>
<td>Living with parents</td>
<td>200</td>
</tr>
<tr>
<td>Living with partner</td>
<td>159</td>
</tr>
<tr>
<td>Socially isolated</td>
<td>12</td>
</tr>
<tr>
<td>Living with friends</td>
<td>25</td>
</tr>
<tr>
<td>Criminal network</td>
<td>544</td>
</tr>
<tr>
<td>Family/friends unsupportive</td>
<td>183</td>
</tr>
</tbody>
</table>
### TABLE 146 List of dynamic factors and available n (continued)

<table>
<thead>
<tr>
<th>Dynamic factors</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coping/daily living</strong></td>
<td></td>
</tr>
<tr>
<td>Difficulties with daily living</td>
<td>227</td>
</tr>
<tr>
<td>Behind paying bills</td>
<td>112</td>
</tr>
<tr>
<td>Services cut off</td>
<td>28</td>
</tr>
<tr>
<td>Borrowing money from others</td>
<td>357</td>
</tr>
<tr>
<td>Threats to person/family because of debt</td>
<td>17</td>
</tr>
<tr>
<td>Borrowing money from friends</td>
<td>57</td>
</tr>
<tr>
<td>No work/no benefits</td>
<td>62</td>
</tr>
<tr>
<td>Low income</td>
<td>174</td>
</tr>
<tr>
<td>Illegal earnings</td>
<td>21</td>
</tr>
<tr>
<td>General financial difficulties</td>
<td>385</td>
</tr>
<tr>
<td>Financial difficulties with managing household</td>
<td>123</td>
</tr>
<tr>
<td>Coping difficulties scale score (last quartile)</td>
<td>200</td>
</tr>
<tr>
<td>High stress score (last quartile)</td>
<td>170</td>
</tr>
<tr>
<td><strong>Leisure time</strong></td>
<td></td>
</tr>
<tr>
<td>Unstructured leisure time</td>
<td>234</td>
</tr>
<tr>
<td>Hanging around</td>
<td>231</td>
</tr>
<tr>
<td>Frequent visits to bars/pubs</td>
<td>115</td>
</tr>
<tr>
<td>Frequent betting</td>
<td>119</td>
</tr>
<tr>
<td><strong>Employment/education</strong></td>
<td></td>
</tr>
<tr>
<td>No employment/education</td>
<td>357</td>
</tr>
<tr>
<td>Unemployed – looking for work</td>
<td>279</td>
</tr>
<tr>
<td>Unemployed – not looking for work</td>
<td>78</td>
</tr>
<tr>
<td>Living off crime</td>
<td>5</td>
</tr>
<tr>
<td>Sacked from jobs</td>
<td>21</td>
</tr>
<tr>
<td>Disagreements at work</td>
<td>61</td>
</tr>
<tr>
<td><strong>Depression/self-harm/anxiety</strong></td>
<td></td>
</tr>
<tr>
<td>Depressed (HADS)</td>
<td>61</td>
</tr>
<tr>
<td>Tedium vitae</td>
<td>179</td>
</tr>
<tr>
<td>Anxiety (HADS)</td>
<td>163</td>
</tr>
<tr>
<td>Considered suicide</td>
<td>129</td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>29</td>
</tr>
<tr>
<td>Other self-harm</td>
<td>29</td>
</tr>
<tr>
<td>Service use (mental health)</td>
<td>207</td>
</tr>
<tr>
<td>Non-compliance to therapeutic interventions</td>
<td>125</td>
</tr>
<tr>
<td>Anger (STAXI) last quartile</td>
<td>170</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Dynamic factors</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Not attended treatment mental disorder</td>
<td>72</td>
</tr>
<tr>
<td>Not attended treatment substance misuse</td>
<td>84</td>
</tr>
<tr>
<td>Not attended therapies</td>
<td>71</td>
</tr>
<tr>
<td><strong>Compliance with supervision</strong></td>
<td></td>
</tr>
<tr>
<td>Missed appointments with probation officer</td>
<td>207</td>
</tr>
<tr>
<td>Warning letter from probation officer</td>
<td>162</td>
</tr>
<tr>
<td><strong>Victimisation</strong></td>
<td></td>
</tr>
<tr>
<td>Victim of theft/burglary</td>
<td>45</td>
</tr>
<tr>
<td>Victim of violence/threats</td>
<td>123</td>
</tr>
<tr>
<td>Victimisation threats</td>
<td>70</td>
</tr>
<tr>
<td>Victim other</td>
<td>70</td>
</tr>
<tr>
<td><strong>Thoughts of violence</strong></td>
<td></td>
</tr>
<tr>
<td>Thoughts of violence</td>
<td>111</td>
</tr>
<tr>
<td>Frequency of thoughts (at least twice a month)</td>
<td>101</td>
</tr>
<tr>
<td>Thoughts of harming others more than once a week</td>
<td>62</td>
</tr>
<tr>
<td>Thinking of the same ways of hurting others</td>
<td>27</td>
</tr>
<tr>
<td>Thinking of different ways of hurting others</td>
<td>68</td>
</tr>
<tr>
<td>Violent thoughts about the same victims</td>
<td>41</td>
</tr>
<tr>
<td>Violent thoughts about different victims</td>
<td>57</td>
</tr>
<tr>
<td>Thoughts becoming serious</td>
<td>24</td>
</tr>
<tr>
<td>Likely to meet victim</td>
<td>38</td>
</tr>
<tr>
<td><strong>Psychosis</strong></td>
<td></td>
</tr>
<tr>
<td>Psychosis (two or more symptoms on PSQ)</td>
<td>55</td>
</tr>
<tr>
<td>Psychosis (three or more symptoms on PSQ)</td>
<td>15</td>
</tr>
<tr>
<td>Hypomania</td>
<td>494</td>
</tr>
<tr>
<td>Thought insertion</td>
<td>164</td>
</tr>
<tr>
<td>Paranoid delusions</td>
<td>295</td>
</tr>
<tr>
<td>Strange experiences</td>
<td>190</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>66</td>
</tr>
<tr>
<td>PSQ $\geq 1 + \text{STAXI score of } \geq 5$</td>
<td>48</td>
</tr>
<tr>
<td>PSQ $\geq 1 + \text{non-compliance with therapeutic interventions}$</td>
<td>39</td>
</tr>
<tr>
<td>Major psychosis + non-compliance</td>
<td>29</td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
</tr>
<tr>
<td>Hazardous drinking (score of $\geq 8$ on AUDIT)</td>
<td>280</td>
</tr>
<tr>
<td>Alcohol use disorder (score of $\geq 16$ on AUDIT)</td>
<td>93</td>
</tr>
<tr>
<td>Alcohol dependence (score of $\geq 20$ on AUDIT)</td>
<td>62</td>
</tr>
<tr>
<td><strong>Drug use</strong></td>
<td></td>
</tr>
<tr>
<td>Drug use (any)</td>
<td>408</td>
</tr>
<tr>
<td>Cannabis use</td>
<td>362</td>
</tr>
<tr>
<td>Amphetamine use</td>
<td>67</td>
</tr>
</tbody>
</table>
TABLE 146 List of dynamic factors and available n (continued)

<table>
<thead>
<tr>
<th>Dynamic factors</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedative use</td>
<td>66</td>
</tr>
<tr>
<td>Cocaine powder use</td>
<td>143</td>
</tr>
<tr>
<td>Crack cocaine use</td>
<td>98</td>
</tr>
<tr>
<td>Heroin use</td>
<td>94</td>
</tr>
<tr>
<td>Methadone use</td>
<td>37</td>
</tr>
<tr>
<td>Any opiates use</td>
<td>99</td>
</tr>
<tr>
<td>Hallucinogens use</td>
<td>13</td>
</tr>
<tr>
<td>Ecstasy use</td>
<td>104</td>
</tr>
<tr>
<td>Solvents use</td>
<td>9</td>
</tr>
<tr>
<td>Any drug dependence</td>
<td>184</td>
</tr>
<tr>
<td>Cannabis dependence</td>
<td>90</td>
</tr>
<tr>
<td>Stimulants dependence</td>
<td>13</td>
</tr>
<tr>
<td>Cocaine dependence</td>
<td>39</td>
</tr>
<tr>
<td>Crack cocaine dependence</td>
<td>43</td>
</tr>
<tr>
<td>Heroin dependence</td>
<td>72</td>
</tr>
<tr>
<td>Opiate dependence</td>
<td>76</td>
</tr>
<tr>
<td>Volatile substance dependence</td>
<td>3</td>
</tr>
<tr>
<td>Tranquiliser dependence</td>
<td>14</td>
</tr>
<tr>
<td>Hallucinogen dependence</td>
<td>1</td>
</tr>
<tr>
<td>Ecstasy dependence</td>
<td>22</td>
</tr>
<tr>
<td>Methadone dependence</td>
<td>19</td>
</tr>
<tr>
<td>Injected drugs</td>
<td>47</td>
</tr>
</tbody>
</table>

**Life events**

<table>
<thead>
<tr>
<th>Life events</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serious illness</td>
<td>56</td>
</tr>
<tr>
<td>Serious injury</td>
<td>33</td>
</tr>
<tr>
<td>Assaulted</td>
<td>61</td>
</tr>
<tr>
<td>Death of someone elsea</td>
<td>17</td>
</tr>
<tr>
<td>Other deathb</td>
<td>89</td>
</tr>
<tr>
<td>Separation/divorce</td>
<td>41</td>
</tr>
<tr>
<td>Problem friend/family/neighbour</td>
<td>63</td>
</tr>
<tr>
<td>Redundant/sacked</td>
<td>43</td>
</tr>
<tr>
<td>Looked for work unsuccessfully</td>
<td>281</td>
</tr>
<tr>
<td>Financial crisis</td>
<td>75</td>
</tr>
<tr>
<td>Items stolen</td>
<td>73</td>
</tr>
<tr>
<td>At least one life event</td>
<td>289</td>
</tr>
</tbody>
</table>

**Thoughts of previous offending**

<table>
<thead>
<tr>
<th>Thoughts of previous offending</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thoughts of offences similar to the index offence</td>
<td>43</td>
</tr>
<tr>
<td>Frequency of thoughts (at least once a day)</td>
<td>8</td>
</tr>
<tr>
<td>People remind of offencec</td>
<td>14</td>
</tr>
<tr>
<td>Thoughts of contacting a previous victim</td>
<td>52</td>
</tr>
</tbody>
</table>

continued
95% CI 1.23 to 3.59; \( p = 0.006 \)). Furthermore, local problems were related to violence only (AOR 1.72, 95% CI 1.01 to 2.93; \( p = 0.046 \)) but eviction was related to both violence (AOR 2.71, 95% CI 1.45 to 5.12; \( p = 0.002 \)) and drug offences (AOR 2.55, 95% CI 1.14 to 5.72; \( p = 0.023 \)).

From the social environment domain, living with a partner was associated with violence (AOR 1.77, 95% CI 1.12 to 2.82; \( p = 0.015 \)), living with friends was associated with acquisitive crime (AOR 3.62, 95% CI 1.24 to 10.55; \( p = 0.019 \)), criminal network was associated with violence (AOR 2.66, 95% CI 1.48 to 4.80; \( p = 0.001 \)) and acquisitive crime (AOR 3.48, 95% CI 1.59 to 7.63; \( p = 0.002 \)) and unsupportive family/friends was associated with violence (AOR 1.67, 95% CI 1.05 to 2.66; \( p = 0.029 \)) and robbery (AOR 8.52, 95% CI 1.94 to 37.43; \( p = 0.005 \)).

A number of coping/daily living domain factors were also related to criminal behaviour after release from prison. Difficulties with daily living were associated with robbery (AOR 4.05, 95% CI 1.03 to 15.87; \( p = 0.045 \)), services cut off was related to violence (AOR 3.22, 95% CI 1.32 to 7.84; \( p = 0.010 \)), borrowing money was related to violence (AOR 2.22, 95% CI 1.44 to 3.43; \( p < 0.001 \)), drug offences (AOR 2.79, 95% CI 1.46 to 5.33; \( p = 0.002 \)) and acquisitive crime (AOR 2.92, 95% CI 1.69 to 5.06; \( p < 0.001 \)), threats to person/family because of debt was related to drug offences (AOR 6.06, 95% CI 1.64 to 22.42; \( p = 0.007 \)) and money from friends was related to robbery (AOR 9.04, 95% CI 2.17 to 37.64; \( p = 0.002 \)). Low income was associated with acquisitive crime (AOR 1.92, 95% CI 1.10 to 3.34; \( p = 0.022 \)), illegal earnings were related to robbery (AOR 9.02, 95% CI 1.90 to 42.89; \( p = 0.006 \)) and acquisitive crime (AOR 12.23, 95% CI 2.96 to 50.53; \( p = 0.001 \)), financial difficulties were related to violence (AOR 2.13, 95% CI 1.36 to 3.34; \( p = 0.001 \)), drug offences (AOR 3.55, 95% CI 1.72 to 7.31; \( p = 0.001 \)) and acquisitive crime (AOR 3.42, 95% CI 1.89 to 6.20; \( p < 0.001 \)), financial difficulties with managing the household were related to violence (AOR 1.68, 95% CI 1.01 to 2.80; \( p = 0.046 \)) and acquisitive crime (AOR 1.95, 95% CI 1.10 to 3.46; \( p = 0.022 \)), general coping difficulties were related to violence (AOR 2.60, 95% CI 1.63 to 4.14; \( p < 0.001 \)) and acquisitive crime (AOR 1.89, 95% CI 1.06 to 3.38; \( p = 0.031 \)) and a high stress score was related to violence (AOR 2.44, 95% CI 1.57 to 3.81; \( p < 0.001 \)).

Of the leisure time dynamic factors, hanging around was related to drug offences (AOR 1.79, 95% CI 1.01 to 3.16; \( p = 0.046 \)) and frequent visits to bar/pubs (AOR 2.20, 95% CI 1.30 to 3.72; \( p = 0.003 \)) and frequent betting (AOR 1.71, 95% CI 1.02 to 2.88; \( p = 0.044 \)) were related to violence only. From the ‘employment/education’ domain, getting sacked was related to drug offences (AOR 3.28, 95% CI 0.05 to 10.27; \( p = 0.041 \)) and disagreements at work were related to violence only (AOR 2.95, 95% CI 1.48 to 5.89; \( p = 0.002 \)).

Of the depression, self-harm and anxiety factors, increased anxiety (measured by the HADS) was related to violence (AOR 1.96, 95% CI 1.24 to 3.10; \( p = 0.004 \)) and drug offences (AOR 1.86, 95% CI 1.02 to 3.42;
considering suicide was related to violence (AOR 2.00, 95% CI 1.23 to 3.24; \( p = 0.044 \)) and acquisitive crime (AOR 1.83, 95% CI 1.04 to 3.24; \( p = 0.037 \)), non-compliance to therapeutic interventions was related to drug offences (AOR 2.50, 95% CI 1.21 to 5.16; \( p = 0.013 \)), anger [measured by the State–Trait Anger Expression Inventory (STAXI)] was associated with violence (AOR 2.14, 95% CI 1.35 to 3.39; \( p = 0.001 \)) and drug offences (AOR 2.01, 95% CI 1.08 to 3.74; \( p = 0.027 \)) and experiencing tedium vitae was related to violence (AOR 1.69, 95% CI 1.0 to 2.64; \( p = 0.022 \)).

From the psychosis domain, having at least two symptoms on the PSQ was related to violence (AOR 3.18, 95% CI 1.60 to 6.33; \( p = 0.001 \)) and acquisitive crime (AOR 2.22, 95% CI 1.01 to 4.86; \( p = 0.047 \)), paranoid delusions were related to violence (AOR 3.67, 95% CI 2.38 to 5.66; \( p < 0.001 \)) and drug offences (AOR 1.92, 95% CI 1.05 to 3.49; \( p = 0.034 \)) and having strange experiences were related to violence (AOR 2.60, 95% CI 1.68 to 4.02; \( p < 0.001 \)). Having a combination of at least one PSQ symptom and a score of at least 5 on the STAXI was associated with violence (AOR 5.49, 95% CI 2.67 to 11.29; \( p < 0.001 \)) whereas having a combination of at least one PSQ symptom and non-compliance with therapeutic interventions was related to both violence (AOR 2.66, 95% CI 1.18 to 6.01; \( p = 0.019 \)) and drug offences (AOR 3.03, 95% CI 1.13 to 8.14; \( p = 0.027 \)).

In the alcohol use domain, those individuals with either hazardous drinking (AOR 3.53, 95% CI 2.31 to 5.40; \( p < 0.001 \)) or alcohol dependence (AOR 2.65, 95% CI 1.53 to 4.59; \( p = 0.001 \)) were more likely to commit crimes related to violence. When we compared alcohol-dependent prisoners (AUDIT score of \( \geq 20 \)) with all other prisoners (AUDIT score of < 20), we found that alcohol-dependent prisoners were more likely to commit acquisitive crimes (AOR 2.50, 95% CI 1.22 to 5.12; \( p = 0.012 \)); hazardous drinking was also related to acquisitive crimes (AOR 1.99, 95% CI 1.20 to 3.29; \( p = 0.008 \)).

In the drug dependence domain, violence, drug offences and acquisitive crimes were significant outcomes of any drug use (AOR 4.89, 95% CI 2.85 to 8.40; \( p < 0.001 \); AOR 21.49, 95% CI 5.09 to 90.78; \( p < 0.001 \); and AOR 2.53, 95% CI 1.36 to 4.71; \( p = 0.004 \) respectively), cannabis use (AOR 2.61, 95% CI 1.66 to 4.08; \( p < 0.001 \); AOR 9.71, 95% CI 4.02 to 23.48; \( p < 0.001 \); and AOR 1.78, 1.03 to 3.07; \( p = 0.038 \) respectively), cocaine powder use (AOR 3.82, 95% CI 2.36 to 6.19; \( p < 0.001 \); AOR 3.13, 95% CI 1.66 to 5.92; \( p < 0.001 \); and AOR 3.83, 95% CI 2.22 to 6.63; \( p < 0.001 \) respectively), crack cocaine use (AOR 2.01, 95% CI 1.14 to 3.54; \( p = 0.016 \); AOR 2.77, 95% CI 1.38 to 5.57; \( p = 0.004 \); and AOR 4.66, 95% CI 2.52 to 8.63; \( p < 0.001 \) respectively) and ecstasy use (AOR 4.97, 95% CI 2.97 to 8.33; \( p < 0.001 \); AOR 2.51, 95% CI 1.30 to 4.84; \( p = 0.006 \); and AOR 2.00, 95% CI 1.09 to 3.67; \( p = 0.026 \) respectively). Amphetamine use was related to violence (AOR 2.25, 95% CI 1.20 to 4.22; \( p = 0.011 \)) and acquisitive crimes (AOR 3.27, 95% CI 1.65 to 6.47; \( p = 0.001 \)) and sedative use, heroin use and any opiate use were related to drug offences (AOR 3.43, 95% CI 1.66 to 7.08; \( p = 0.001 \); AOR 3.57, 95% CI 1.85 to 6.89; \( p < 0.001 \); and AOR 3.53, 95% CI 1.83 to 6.84; \( p < 0.001 \)) and acquisitive crime (AOR 5.26, 95% CI 2.71 to 10.19; \( p < 0.001 \); AOR 3.01, 95% CI 1.66 to 5.47; \( p < 0.001 \); and AOR 2.87, 95% CI 1.58 to 5.21; \( p = 0.001 \) respectively). Methadone use was related to drug-related crimes only (AOR 2.96, 95% CI 1.1 to 7.92; \( p = 0.031 \)). Any drug dependence was related to all four types of offences (violence AOR 2.70, 95% CI 1.69 to 4.32; \( p < 0.001 \); robbery AOR 11.77, 95% CI 1.85 to 74.98; \( p = 0.009 \); drug offences AOR 5.57, 95% CI 3.01 to 10.31; \( p < 0.001 \); and acquisitive crime AOR 3.51, 95% CI 2.05 to 6.01; \( p < 0.001 \)). Cannabinus dependence was related to violence (AOR 2.55, 95% CI 1.45 to 4.48; \( p = 0.001 \)), robbery (AOR 7.48, 95% CI 1.86 to 30.07; \( p = 0.005 \)) and drug offences (AOR 3.09, 95% CI 1.60 to 5.98; \( p = 0.001 \)) and dependence on stimulants was related to robbery (AOR 18.15, 95% CI 2.03 to 162.14; \( p = 0.009 \)). Dependence on each of the following substances was related to both drugs and acquisitive offences: powder cocaine (AOR 4.98, 95% CI 1.98 to 12.55; \( p = 0.001 \) and AOR 2.45, 95% CI 1.02 to 5.87; \( p = 0.045 \) respectively), crack cocaine (AOR 3.46, 95% CI 1.33 to 8.99; \( p = 0.011 \) and AOR 5.99, 95% CI 2.40 to 14.93; \( p < 0.001 \)) separately, heroin (AOR 3.27, 95% CI 1.60 to 6.68; \( p = 0.001 \) and AOR 3.36, 95% CI 1.77 to 6.40; \( p < 0.001 \)) respectively, opiates (AOR 3.15, 95% CI 1.55 to 6.42; \( p = 0.002 \) and AOR 3.18, 95% CI 1.68 to 6.03; \( p < 0.001 \)) and tranquillisers (AOR 5.82, 95% CI 1.63 to 20.78; \( p = 0.007 \); of and AOR 7.71, 95% CI 2.01 to 29.67; \( p = 0.003 \) respectively). Ecstasy dependence was associated with violence (AOR 11.90, 95% CI 3.08 to 45.92; \( p < 0.001 \)) and
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drug-related offences (AOR 5.55, 95% CI 1.75 to 17.65; p = 0.004) and injecting drugs was related to violence (AOR 2.12, 95% CI 1.04 to 4.32; p = 0.038) and acquisitive offences (AOR 6.01, 95% CI 2.89 to 12.49; p < 0.001).

From the domain of life events, being assaulted was related to violence (AOR 10.30, 95% CI 5.39 to 19.67; p < 0.001) as well as being made redundant or sacked (AOR 3.76, 95% CI 1.83 to 7.71; p = 0.004). Financial crisis was more likely to be related to drug offences (AOR 2.34, 95% CI 1.09 to 5.01; p = 0.028), and, finally, having at least one life event was related significantly with violent offences (AOR 2.38, 95% CI 1.57 to 3.60; p < 0.001).

In the treatment domain, not attending treatment for a mental disorder was related to violence (AOR 2.01, 95% CI 1.09 to 3.72; p = 0.025) and not attending treatment for substance misuse was related to robbery (AOR 5.33, 95% CI 1.08 to 26.34; p = 0.040).

In the compliance with supervision domain, missing appointments with a probation officer was related to violence (AOR 2.27, 95% CI 1.46 to 3.52; p < 0.001), whereas receiving a warning letter from a probation officer was related to violence (AOR 1.90, 95% CI 1.18 to 3.05; p = 0.008), robbery (AOR 12.93, 95% CI 2.70 to 61.92; p = 0.001) and acquisitive crimes (AOR 2.37, 95% CI 1.38 to 4.05; p = 0.002).

In the victimisation domain, being the victim of theft/burglary was related to violence (AOR 2.72, 95% CI 1.30 to 5.70; p = 0.008) and becoming a victim of violence/threats was associated with violence (AOR 16.85, 95% CI 10.03 to 28.31; p < 0.001) and acquisitive offences (AOR 1.92, 95% CI 1.02 to 3.61; p = 0.044). Being a victim of threats and other types of victimisation were both related to violence (AOR 4.19, 95% CI 2.30 to 7.62, p < 0.001 and AOR 3.09, 95% CI 1.70 to 5.63, p < 0.001 respectively).

In the thoughts of violence domain, thinking of violence was associated with violent (AOR 3.84, 95% CI 2.32 to 6.38; p < 0.001), drug-related (AOR 2.42, 95% CI 1.24 to 4.72; p = 0.009) and acquisitive (AOR 1.87, 95% CI 1.03 to 3.41; p = 0.041) offences; having violent thoughts at least twice per month was related to violence (AOR 3.64, 95% CI 2.15 to 6.16; p < 0.001) and drug offences (AOR 2.78, 95% CI 1.41 to 5.49; p = 0.003); and having thoughts of harming others more than once per week was related to violence (AOR 3.23, 95% CI 1.67 to 6.26; p < 0.001), robbery (AOR 5.34, 95% CI 1.19 to 23.90; p = 0.029) and drug offences (AOR 3.51, 95% CI 1.60 to 7.67; p = 0.002). Thinking of different ways of hurting others was related to violence (AOR 3.99, 95% CI 2.16 to 7.39; p < 0.001), robbery (AOR 6.34, 95% CI 1.30 to 30.85; p = 0.022) and drug offences (AOR 4.55, 95% CI 2.15 to 9.63; p < 0.001) and having violent thoughts about different victims was related to violence (AOR 6.45, 95% CI 3.29 to 12.64; p < 0.001) and drug offences (AOR 4.41, 95% CI 1.94 to 10.02; p < 0.001). Being likely to meet a previous victim was related to violence (AOR 5.21, 95% CI 2.37 to 11.47; p < 0.001) and drug offences (AOR 3.72, 95% CI 1.41 to 9.80; p = 0.008).

In the thoughts of previous offending domain, thoughts of offences similar to the index offence were related to robbery (AOR 4.84, 95% CI 1.07 to 21.88; p = 0.040) and acquisitive crimes (AOR 2.79, 95% CI 1.20 to 6.46; p = 0.017) and thoughts of contacting a previous victim were related to violence (AOR 4.68, 95% CI 2.36 to 9.30; p < 0.001) and robbery (AOR 8.74, 95% CI 1.79 to 42.70; p = 0.007).

Finally, in the attitudes to crime domain, reporting that it is OK to steal if very poor was associated with violent (AOR 2.89, 95% CI 1.88 to 4.45; p < 0.001), drug (AOR 1.99, 95% CI 1.10 to 3.60; p = 0.022) and acquisitive (AOR 2.58, 95% CI 1.56 to 4.29; p < 0.001) offences. All other pro-criminal attitudes, as well as a high score on the criminal attitudes scale, were related to only violent and acquisitive offences.

Table 147 summarises the number of significant dynamic factors in each domain for each outcome.
Discussion

We found that multiple dynamic factors from all domains showed associations with violent behaviour over the 12 months following release from prison. This contrasted with the results for robbery and, to a lesser extent, drug and acquisitive recovtions. These findings are important because they question whether or not our main outcome under study, violence, should be considered a simple, unitary construct. It is probable that many studies in the field of behavioural sciences are limited by the highly heterogeneous nature of violence.

Violence

We found that violent behaviour in the 12 months following release was associated with dynamic risk factors in the area of accommodation, including homelessness, frequent address change, the prisoner reporting problems in the local area and eviction. These factors are likely to have strong associations with, and correspond to factors in, the coping/daily living domain, including services being cut off, borrowing money from others, financial difficulties, financial difficulties with managing the household, a high score on the coping difficulties scale and a high stress score. They also corresponded to prisoners reporting that their family and friends were unsupportive.

The strong association between violence and becoming involved in a criminal network (which was strongly associated with pro-criminal attitudes) suggested that some of the violent incidents may have occurred during the commission of other crimes or in the context of a criminal, social milieu in which violence was common. It was surprising that frequent betting did not feature among the dynamic variables for the other crime categories. If betting had led to debt it might be expected that an offender would report to acquisitive crime. However, this could reflect a criminal milieu. Alternatively, violent altercations could have resulted from gambling.

### TABLE 147
Summary of significant dynamic factors in each domain for violence, robbery, drugs offences and acquisitive crimes

<table>
<thead>
<tr>
<th>Domain</th>
<th>Violence</th>
<th>Robbery</th>
<th>Drug offences</th>
<th>Acquisitive crimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accommodation</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Social environment</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Coping/daily living</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Leisure time</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Employment/education</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Depression/self-harm/anxiety</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Psychosis</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Drug use</td>
<td>10</td>
<td>14</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>Life events</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Treatment</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Compliance with supervision</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Victimization</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Thoughts of violence</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Thoughts of previous offending</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Attitudes to crime</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>58</td>
<td>24</td>
<td>38</td>
<td>40</td>
</tr>
</tbody>
</table>
Frequenting bars and pubs corresponded with alcohol use and the severity of alcohol misuse was associated with violence. We have discussed the associations between alcohol misuse and violence in greater detail in Section A.

We also demonstrated that anxiety disorder is associated with violence in the general population of the UK in Section A. Because clinical depression was not associated with violence in this study or in the general population, reporting suicidal thoughts could correspond to impulsivity in these offenders and difficulty with coping with stress, rather than being a component of clinical depression. A high level of anger corresponds to a propensity towards violence as a feature of personality disorder but was also associated with psychotic symptoms in this sample. We also found that paranoid delusions, strange experiences and non-compliance with treatment were all associated with violence over the 12 months. We have previously shown that delusions are causally associated with violence in other samples and that this is mediated through anger resulting from the delusions.13,291

Our findings also correspond to those in Section A showing that drug misuse is associated with violence. However, in this study, cannabis use appeared to be among the drugs most strongly associated. This finding questions if cannabis is a drug of choice for individuals with violent tendencies and whether or not using cannabis helps contain and control violent urges. On the other hand, heavy cannabis use may be common in social settings where criminal activities are also common. It was therefore of some interest that a wider range of drugs was found to be associated at the level of misuse rather than at a more severe level of dependence.

Being assaulted would correspond to an individual subsequently considering and then actively taking revenge on the person who assaulted them. Being made redundant or sacked would correspond to poor work performance, which could be explained by underlying instability and impulsiveness in these individuals.

Poor compliance with treatment and supervision may also correspond to impulsiveness and anti-authoritarian attitudes, together with an associated propensity to violent behaviour when under stress. It was also of considerable importance that violent individuals in the sample had experienced multiple forms of victimisation, which may have resulted in violent retaliation.

Strong associations of violence with ruminative thoughts of violence and considering different ways of hurting others and hurting different victims were unsurprising. Furthermore, the importance of considering the likelihood of meeting a previous victim was highlighted by our findings. In some cases, this involved former intimate partners.

**Robbery**
A considerably narrower range of dynamic factors was associated with robbery during the 12 months following release. Prisoners later convicted of robbery appeared to have returned to a criminal milieu in which they were receiving money from friends, which they would probably be required to pay back through criminal activities. They had frequent changes of address and perceived their family and friends as unsupportive. They also appeared to have become dependent on drugs after leaving prison, particularly cannabis and stimulants. It is probable that robberies reflected their need to pay for drugs, particularly stimulants. However, stimulant use might also reflect stimulus-seeking qualities of these individuals in terms of behaviour and personality.

There are few psychiatric or psychological studies of individuals who commit robbery. However, the criminological literature suggests that, among prisoners, robbers tend to be of the highest status and are highly volatile.428 We have observed that those convicted of robbery have higher PCL-R scores, indicating higher levels of psychopathic personality traits. This probably explained their poor compliance with probation supervision, including missing appointments with their probation officers and reporting that they had received warning letters. It might also explain their failure to attend treatment for substance misuse.
Drug misuse
It was unsurprising that the strongest associations that we found for drug offences were for drug misuse and dependence with a range of different drugs in the 12 months following release. These offenders had unstable accommodation, their leisure time was spent ‘hanging around’ (possibly selling or obtaining drugs) and they were unable to work consistently. Borrowing money to buy drugs had probably resulted in threats towards them and their family as a result of debts, corresponding to their reported financial difficulties. Unfortunately, they were not compliant with offers of therapeutic intervention.

It was of interest that a number of drug offenders had experienced paranoid delusions and high levels of anger. This may have been a pharmacological effect of their drug misuse and could have explained ruminations of violence towards others. On the other hand, violence towards others was more likely explained by the context of selling drugs to others. Some of these former prisoners may have been considering violent retaliation towards those who had failed to pay them for drugs.

Acquisitive offending
Acquisitive offending was also strongly associated with drug misuse and dependence. This was independent of the other three categories of offending and indicates the need for many who abuse drugs to obtain money to pay for them through crimes such as burglary and theft.

Acquisitive offenders had frequent changes of address and were dissatisfied with their current accommodation. Because many were living with friends, it is reasonable to assume that their friends were part of a criminal network from whom they borrowed money, as a result of which they were living off illegal earnings. They had a low income, had financial difficulties and were poor at coping. Their impulsiveness was suggested by the fact they had considered suicide (while not having a depressive illness). Many were drinking heavily, sometimes to the level of alcohol dependence. They also abused a range of drugs and some were dependent on drugs, particularly opiates. It is probable that, in many cases, their acquisitive offending was to pay for drugs. Some appeared to be injecting drugs. It is unsurprising that they had pro-criminal attitudes towards theft and law-breaking.

Study 2: development of a Dynamic Risk Instrument for Violence

Objective
The objective of this study was to construct the Dynamic Risk Instrument for Violence (DRIV) to aid probation officers and other clinicians in risk management.

Methods
The construction approach for this tool was based on the principle that, at the first stage of offender management, each domain should be investigated separately to reduce the complexity of management interventions across multiple domains. To keep the instrument as simple to use as possible, we decided to prioritise the strongest dynamic factor for violence in each domain (in terms of the AOR magnitude) because these are more likely to lead to a larger reduction in future violence.

Results
For the accommodation domain, clinical management intended to lead to a reduction in violence would begin by addressing the effects on the released prisoner of evictions (AOR 2.71, 95% CI 1.43 to 5.12; p = 0.002) followed by frequent address change (AOR 2.45, 95% CI 1.15 to 5.22; p = 0.020), homelessness (AOR 1.87, 95% CI 1.02 to 3.43; p = 0.045) and finally problems in the local area (AOR 1.72, 95% CI 1.01 to 2.93; p = 0.046). Social environment risks were criminal networks (AOR 2.66, 95% CI 1.48 to 4.80; p = 0.001), living with a partner (AOR 1.77, 95% CI 1.12 to 2.82; p = 0.015) and unsupportive family and friends (AOR 1.67, 95% CI 1.05 to 2.66; p = 0.029).
Within the coping/daily living domain, services having been cut off was the strongest dynamic factor (AOR 3.22, 95% CI 1.32 to 7.84; \( p = 0.010 \)). Following that, coping difficulties (AOR 2.60, 95% CI 1.63 to 4.14; \( p < 0.001 \)), high levels of stress (AOR 2.44, 95% CI 1.57 to 3.81; \( p < 0.001 \)), borrowing money (AOR 2.22, 95% CI 1.44 to 3.43; \( p < 0.001 \)), general financial difficulties (AOR 2.13, 95% CI 1.36 to 3.34; \( p = 0.001 \)) and financial difficulties managing the household (AOR 1.68, 95% CI 1.01 to 2.80; \( p = 0.046 \)) were also significant. The effects of these factors and the links between them and the risk of criminal behaviour should be investigated. Within the leisure time domain, frequent visits to bars/pubs (AOR 2.20, 95% CI 1.30 to 3.72; \( p = 0.003 \)) followed by frequent betting (AOR 1.71, 95% CI 1.02 to 2.88; \( p = 0.044 \)) indicated factors that could be targeted for successful management of violent offending. For employment/education, only disagreements at work (AOR 2.95, 95% CI 1.48 to 5.89; \( p = 0.002 \)) would need to be considered for violence management.

Within the depression/self-harm/anxiety domain, reported anger (AOR 2.14, 95% CI 1.35 to 3.39; \( p = 0.001 \)), thoughts of suicide (AOR 2.00, 95% CI 1.23 to 3.24; \( p = 0.005 \)), anxiety (AOR 1.96, 95% CI 1.24 to 3.10; \( p = 0.004 \)) and experiencing tedium vitae (AOR 1.69, 95% CI 1.08 to 2.64; \( p = 0.022 \)) would merit further investigation. Within the psychosis domain, the combination of at least one PSQ symptom and a score of at least 5 on the STAXI showed the strongest association with violence (AOR 5.49, 95% CI 2.67 to 11.29; \( p < 0.001 \)). This was followed by paranoid delusions (AOR 3.67, 95% CI 2.38 to 5.66; \( p < 0.001 \)), at least two PSQ symptoms (AOR 3.18, 95% CI 1.60 to 6.33; \( p = 0.001 \)), the combination of at least one PSQ symptom and non-compliance with therapeutic interventions (AOR 2.66, 95% CI 1.18 to 6.01; \( p = 0.019 \)) and finally having strange experiences (AOR 2.60, 95% CI 1.68 to 4.02; \( p < 0.001 \)).

Within the alcohol use domain, identifying cases with an AUDIT score of \( \geq 8 \) (AOR 3.53, 95% CI 2.31 to 5.40; \( p < 0.001 \)) and an AUDIT score of \( \geq 16 \) (AOR 2.65, 95% CI 1.53 to 4.59; \( p = 0.001 \)) confirmed the association between alcohol use problems and violence.

Within the drug use domain, ecstasy dependence would be the first priority for investigation for managing future violent behaviour (AOR 11.90, 95% CI 3.08 to 45.92; \( p < 0.001 \)). Other drug-related behaviours meriting further investigation were ecstasy use (AOR 4.97, 95% CI 2.97 to 8.33; \( p < 0.001 \)), any drug use (AOR 4.89, 95% CI 2.85 to 8.40; \( p < 0.001 \)), cocaine powder use (AOR 3.82, 95% CI 2.36 to 6.19; \( p < 0.001 \)), any drug dependence (AOR 2.70, 95% CI 1.69 to 4.32; \( p < 0.001 \)), cannabis use (AOR 2.61, 95% CI 1.66 to 4.08; \( p < 0.001 \)), cannabis dependence (AOR 2.55, 95% CI 1.45 to 4.48; \( p = 0.001 \)), amphetamine use (AOR 2.25, 95% CI 1.20 to 4.22; \( p = 0.011 \)), injecting drugs (AOR 2.12, 95% CI 1.04 to 4.32; \( p = 0.038 \)) and crack cocaine use (AOR 2.01, 95% CI 1.14 to 3.54; \( p = 0.016 \)).

Important factors from the life events domain that were likely to influence violent offending were being assaulted (AOR 10.30, 95% CI 5.39 to 19.67; \( p < 0.001 \)) followed by being made redundant/sacked (AOR 3.76, 95% CI 1.83 to 7.71; \( p < 0.001 \)) and having at least one life event (AOR 2.38, 95% CI 1.57 to 3.60; \( p < 0.001 \)).

Failing to attend treatment for a mental disorder (AOR 2.01, 95% CI 1.09 to 3.72; \( p = 0.025 \)), missed appointments with probation officers (AOR 2.27, 95% CI 1.46 to 3.52; \( p < 0.001 \)) and warning letters from probation officers (AOR 1.90, 95% CI 1.18 to 3.05; \( p = 0.008 \)) were all dynamic factors associated with violence. Victimisation events related to violence (AOR 16.85, 95% CI 10.03 to 28.31; \( p < 0.001 \)), threats (AOR 4.19, 95% CI 2.30 to 7.62; \( p < 0.001 \)), theft/burglary (AOR 2.72, 95% CI 1.30 to 5.70; \( p = 0.008 \)) and other types of victimisation (AOR 3.09, 95% CI 1.70 to 5.63; \( p < 0.001 \)) were all important to further violent offending.

Several factors within the thoughts of violence domain were identified: thoughts related to different victims (AOR 6.45, 95% CI 3.29 to 12.64; \( p < 0.001 \)) followed by the likelihood of meeting a previous victim (AOR 5.21, 95% CI 2.37 to 11.47; \( p < 0.001 \)), thinking about different ways of hurting others (AOR 3.99, 95% CI 2.16 to 7.39; \( p < 0.001 \)), general thoughts of violence (AOR 3.84, 95% CI 2.32 to 6.12).
6.38; \( p < 0.001 \)), thinking of violence at least twice a month (AOR 3.64, 95% CI 2.15 to 6.16; \( p < 0.001 \)), thoughts of harming others more than once a week (AOR 3.23, 95% CI 1.67 to 6.26; \( p < 0.001 \)) and thoughts of contacting a previous victim (AOR 4.68, 95% CI 2.36 to 9.30; \( p < 0.001 \)) were all associated with violent offending.

Finally, within the pro-criminal attitudes domain, believing that it is OK to steal if very poor (AOR 2.89, 95% CI 1.88 to 4.45; \( p < 0.001 \)) followed by believing that it is OK to steal from the rich (AOR 3.86, 95% CI 2.50 to 5.97; \( p < 0.001 \)), that it is OK to steal from shops that make lots of money (AOR 3.37, 95% CI 2.17 to 5.23; \( p < 0.001 \)) and that it is sometimes OK to break the law (AOR 2.86, 95% CI 1.86 to 4.40; \( p < 0.001 \)) and finally an overall high score on the criminal attitudes scale (AOR 4.26, 95% CI 2.73 to 6.66; \( p < 0.001 \)) were associated with violent offending.

Table 148 summarises the dynamic factors for violence in the DRIV.

The final coding sheet for the DRIV is found in Appendix 10.

**TABLE 148 Dynamic factors for violence in the DRIV**

<table>
<thead>
<tr>
<th>Domain</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accommodation</td>
<td>Evicted*</td>
</tr>
<tr>
<td></td>
<td>Frequent address change</td>
</tr>
<tr>
<td></td>
<td>Homelessness</td>
</tr>
<tr>
<td></td>
<td>Local problems</td>
</tr>
<tr>
<td>Social environment</td>
<td>Criminal network*</td>
</tr>
<tr>
<td></td>
<td>Living with partner</td>
</tr>
<tr>
<td></td>
<td>Family/friends unsupportive (first quartile)</td>
</tr>
<tr>
<td>Coping/daily living</td>
<td>Services cut off*</td>
</tr>
<tr>
<td></td>
<td>Coping difficulties scale score (last quartile)</td>
</tr>
<tr>
<td></td>
<td>High stress score (last quartile)</td>
</tr>
<tr>
<td></td>
<td>Borrowing money</td>
</tr>
<tr>
<td></td>
<td>General financial difficulties</td>
</tr>
<tr>
<td></td>
<td>Financial difficulties with managing household</td>
</tr>
<tr>
<td>Leisure time</td>
<td>Frequent visits to bars/pubs*</td>
</tr>
<tr>
<td></td>
<td>Frequent betting</td>
</tr>
<tr>
<td>Employment/education</td>
<td>Disagreements at work*</td>
</tr>
<tr>
<td>Depression/self-harm/anxiety</td>
<td>Anger (STAXI)-last quartile*</td>
</tr>
<tr>
<td></td>
<td>Considered suicide</td>
</tr>
<tr>
<td></td>
<td>Anxiety (HADS)</td>
</tr>
<tr>
<td></td>
<td>Tedium vitae</td>
</tr>
<tr>
<td>Psychosis</td>
<td>PSQ ( \geq 1 ) + STAXI score of ( \geq 5 )*</td>
</tr>
<tr>
<td></td>
<td>Paranoid delusions</td>
</tr>
<tr>
<td></td>
<td>Psychosis (PSQ2+)</td>
</tr>
<tr>
<td></td>
<td>PSQ ( \geq 1 ) + non-compliance with therapeutic interventions</td>
</tr>
<tr>
<td></td>
<td>Strange experiences</td>
</tr>
<tr>
<td>Domain</td>
<td>Factor</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>Hazardous drinking (AUDIT score of ≥ 8)*</td>
</tr>
<tr>
<td></td>
<td>Alcohol use disorder (AUDIT score of ≥ 16)</td>
</tr>
<tr>
<td>Drug use</td>
<td>Ecstasy dependence*</td>
</tr>
<tr>
<td></td>
<td>Ecstasy use</td>
</tr>
<tr>
<td></td>
<td>Drug use (any)</td>
</tr>
<tr>
<td></td>
<td>Cocaine powder use</td>
</tr>
<tr>
<td></td>
<td>Any drug dependence</td>
</tr>
<tr>
<td></td>
<td>Cannabis use</td>
</tr>
<tr>
<td></td>
<td>Cannabis dependence</td>
</tr>
<tr>
<td></td>
<td>Amphetamine use</td>
</tr>
<tr>
<td></td>
<td>Injected drugs</td>
</tr>
<tr>
<td></td>
<td>Crack cocaine use</td>
</tr>
<tr>
<td>Life events</td>
<td>Assaulted*</td>
</tr>
<tr>
<td></td>
<td>Redundant/sacked</td>
</tr>
<tr>
<td></td>
<td>No life events</td>
</tr>
<tr>
<td>Treatment</td>
<td>Not attended treatment for a mental disorder*</td>
</tr>
<tr>
<td>Compliance with</td>
<td>Missed appointments with probation officer*</td>
</tr>
<tr>
<td>supervision</td>
<td>Warning letter from probation officer</td>
</tr>
<tr>
<td>Victimisation</td>
<td>Victim of violence/threats*</td>
</tr>
<tr>
<td></td>
<td>Victimisation threats</td>
</tr>
<tr>
<td></td>
<td>Victim other</td>
</tr>
<tr>
<td></td>
<td>Victim of theft/burglary</td>
</tr>
<tr>
<td>Thoughts of</td>
<td>Different victims*</td>
</tr>
<tr>
<td>violence</td>
<td>Likely to meet victim</td>
</tr>
<tr>
<td></td>
<td>Different ways of hurting others</td>
</tr>
<tr>
<td></td>
<td>Thoughts of violence</td>
</tr>
<tr>
<td></td>
<td>Frequency of thoughts (at least two times a month)</td>
</tr>
<tr>
<td></td>
<td>Thoughts of harming others more than once a week</td>
</tr>
<tr>
<td>Thoughts of</td>
<td>Thoughts of contacting a previous victim*</td>
</tr>
<tr>
<td>previous offending</td>
<td></td>
</tr>
<tr>
<td>Attitudes towards</td>
<td>OK to steal if very poor*</td>
</tr>
<tr>
<td>crime</td>
<td>OK to steal from the rich</td>
</tr>
<tr>
<td></td>
<td>OK to steal from shops that make lots of money</td>
</tr>
<tr>
<td></td>
<td>Sometimes OK to break the law</td>
</tr>
<tr>
<td></td>
<td>Attitudes towards crime total score (last quartile)</td>
</tr>
</tbody>
</table>

* Strongest dynamic factor within domain.
Discussion

The findings of this study are at a preliminary stage with regard to the construction of the DRIV. Certain items are likely to have shown overlap, for example being evicted and frequent address change, and it is probable that the overall number of items can and should be reduced. Furthermore, certain items at first appear not to be consistent with being a risk factor. For example, living with a partner might appear to be an unlikely risk factor in the context of what should be a supportive social environment. However, we have previously observed the heterogeneity of outcomes in study 1. Returning to a social environment where a former prisoner had lived with a partner to whom he had previously been violent would be considered a very different type of risk factor than is initially implied by living with partner. Similarly, in Section A we observed that violence towards partners, particularly among men, tends to be a feature of a generalised tendency to violence and these men have a range of different potential victims. In this sample of prisoners, many of whom may have ASPD, a partner is one among several potential victims.

The perception that family and friends are unsupportive might be better placed among the coping and daily living factors. Among these factors, financial difficulties probably overlaps with and supersedes financial difficulties with managing a household.

Further refinement is also required for the psychosis domain in view of previous findings that the association between anger and paranoid delusions is a key area of risk. Further analysis may also prove that certain risk factors in this domain ultimately prove redundant.

Despite these limitations, and the over-inclusiveness of our preliminary version of the DRIV, many of these items could be easily measured by clinicians involved in the supervision of offenders following their release into the community. However, there are certain problems for probation officers in that they do not routinely take certain measurements or are not trained to take them, for example for psychosis, anxiety disorder and depression. Diagnosis is considered the professional responsibility of mental health professionals. On the other hand, the measures in this study were taken by employees of a surveying company who were also not trained clinicians. Screens were successfully administered as self-report instruments on a laptop computer. The equivalent instrument administered by probation staff is the OASys. However, this does not include validated mental health measures.

An additional limitation at this preliminary stage is that, although identifying candidate variables with a high likelihood of association with violence, the instrument does not tell the probation officer or clinician how to intervene in the sense of specifying what intervention to make. Certain dynamic risk factors require active, ongoing treatment interventions. Others may not be willingly reported by the prisoner following release and may not be observed. Others, however, are risk factors that might easily be anticipated, such as housing difficulties. However, the clinician or probation officer may not have the resources to successfully intervene. Nevertheless, this preliminary version of the DRIV provides an important first step and is the basis for our subsequent analyses.

Study 3: testing the associations between dynamic risk factors and violence according to level of static risk

Objective

The objective of this study was to investigate the associations between the dynamic factors described in study 1 and violence after release from prison (within a year after release from prison) for three levels of static risk (low, medium and high).

Methods

The first step in the analysis was to identify suitable static risk levels using the PIV described earlier (see Chapter 17, Study 1). Using the Gagliardi et al. method for identifying suitable cut-off points for PIV score, we identified three subgroups: low, medium and high risk.
For each static risk subgroup, we used logistic regression to estimate the association between each dynamic factor (for a list of these factors see Table 149) and violent offending. The OR for each dynamic factor was adjusted for length of time from release to phase 2 interview, length of time out of prison following release from prison, location of interview (prison or community), sex and robbery, drugs and acquisitive offences. The dynamic factors were divided into domains as described in detail in study 1 of this chapter.

**Results**

Based on the Gagliardi et al.\(^{114}\) method, the overall sample prevalence of violence was 20.5% and the corresponding 99% CI for this estimate was 16.8% to 24.6%. Using the estimate prevalence for each PIV value, we identified three static risk levels: low risk (PIV 0–3), medium risk (PIV 4–5) and high risk (PIV 6–9). The corresponding sample size and violence prevalence for each static risk subgroup were as follows: low risk, 290 cases (9.4%); medium risk, 284 cases (23.7%); and high risk, 180 cases (33.5%).

**Low-risk group**

We found that a total of 32 factors were significantly related to violence. Specifically, we found that all of the items in the attitudes to crime domain were significantly related to violence. In addition, the following items were also significantly related to violence: being evicted (AOR 5.61, 95% CI 1.21 to 26.03; \(p = 0.028\)), having family and friends who were perceived as unsupportive (AOR 3.61, 95% CI 1.29 to 10.07; \(p = 0.014\)), borrowing money (AOR 3.77, 95% CI 1.39 to 10.25; \(p = 0.009\)), experiencing general financial difficulties (AOR 2.80, 95% CI 1.03 to 7.59; \(p = 0.043\)), experiencing financial difficulties with managing the household (AOR 4.32, 95% CI 1.29 to 14.41; \(p = 0.017\)), having a high level of stress (AOR 3.49, 95% CI 1.32 to 9.25; \(p = 0.012\)), being unemployed and looking for work (AOR 3.15, 95% CI 1.19 to 8.37; \(p = 0.021\)), experiencing tedium vitae (AOR 4.06, 95% CI 1.57 to 10.53; \(p = 0.004\)), experiencing paranoid delusions (AOR 4.19, 95% CI 1.53 to 11.44; \(p = 0.005\)), having strange experiences (AOR 5.15, 95% CI 1.91 to 13.92; \(p = 0.001\)), experiencing a psychotic symptom (PSQ) and having a high STAXIS score (AOR 8.67, 95% CI 1.80 to 41.89; \(p = 0.007\)), engaging in hazardous drinking (AOR 3.11, 95% CI 1.17 to 8.27; \(p = 0.023\)), any drug use (AOR 2.82, 95% CI 1.03 to 7.68; \(p = 0.043\)), use of sedatives (AOR 6.28, 95% CI 1.06 to 37.34; \(p = 0.043\)), use of cocaine powder (AOR 4.38, 95% CI 1.36 to 14.14; \(p = 0.013\)), use of crack cocaine (AOR 6.30, 95% CI 1.67 to 23.70; \(p = 0.006\)), any drug dependence (AOR 6.04, 95% CI 1.84 to 19.89; \(p = 0.003\)), heroin dependence (AOR 5.51, 95% CI 1.43 to 21.16), opiate dependence (AOR 5.13, 95% CI 1.37 to 19.20; \(p = 0.015\)), having injected drugs (AOR 9.48, 95% CI 1.85 to 48.56; \(p = 0.007\)), being assaulted (AOR 19.63, 95% CI 5.62 to 68.53; \(< 0.001\)), being made redundant/sacked (AOR 9.23, 95% CI 2.24 to 38.09; \(p = 0.002\)), not attending therapies (AOR 12.42, 95% CI 1.98 to 78.06; \(p = 0.007\)), being a victim of violence/threats (AOR 47.78, 95% CI 12.14 to 188.14; \(< 0.001\)), having violent thoughts at least twice a month (AOR 3.68, 95% CI 1.12 to 12.05; \(p = 0.031\)), thinking of different victims (AOR 8.16, 95% CI 1.73 to 38.36; \(p = 0.008\)) and contacting the previous victim (AOR 9.02, 95% CI 2.31 to 35.21; \(p = 0.002\)).

**Medium-risk group**

A total of 34 factors were related to violence in the medium-risk group: becoming homeless (AOR 3.71, 95% CI 1.48 to 9.30; \(p = 0.005\)), having a frequent address change (AOR 3.40, 95% CI 1.06 to 10.94; \(p = 0.040\)), living in an unsafe area (AOR 3.36, 95% CI 1.57 to 7.16; \(p = 0.002\)), having a high level of coping difficulties (AOR 2.55, 95% CI 1.25 to 5.20; \(p = 0.010\)), having a high stress level (AOR 2.03, 95% CI 1.03 to 3.99; \(p = 0.041\)), having disagreements at work (AOR 3.13, 95% CI 1.14 to 8.65; \(p = 0.027\)), suffering from anxiety (AOR 2.20, 95% CI 1.12 to 4.32; \(p = 0.023\)), engaging in other types of self-harm (AOR 4.93, 95% CI 1.1.0 to 22.16; \(p = 0.037\)), having a high level of anger (AOR 2.18, 95% CI 1.07 to 4.43; \(p = 0.032\)), scoring \(\geq 2\) for psychosis (AOR 7.76, 95% CI 2.71 to 22.25; \(< 0.001\)), experiencing paranoid delusions (AOR 4.30, 95% CI 2.14 to 8.63; \(< 0.001\)), having strange experiences (AOR 2.38, 95% CI 1.22 to 4.66; \(p = 0.011\)), hallucinations (AOR 2.67, 95% CI 1.11 to 6.44; \(p = 0.029\)), engaging in hazardous drinking (AOR 2.33, 95% CI 1.23 to 4.41; \(< 0.001\)), any drug use (AOR 5.28, 95% CI 2.08 to 13.41; \(< 0.001\)), cannabis use (AOR 2.69, 95% CI 1.30 to 5.54; \(p = 0.008\)), cocaine powder use (AOR 3.94, 95% CI 1.91 to 8.17; \(< 0.001\)), ecstasy use (AOR 3.44, 95% CI 1.62 to 7.34; \(< 0.001\)), cannabis dependence (AOR 3.49, 95% CI 1.51 to 8.07; \(< 0.003\)) and being assaulted (AOR 6.12, 95% CI 2.32 to 16.17; \(< 0.001\)).
risk factors related to violence included having a psychotic symptom and high STAXI score (AOR 5.42, 95% CI 1.81 to 16.23; p = 0.003), missed appointments with probation officer (AOR 1.99, 95% CI 1.03 to 3.84; p = 0.041), warning letter from probation officer (AOR 2.28, 95% CI 1.14 to 4.57; p = 0.020), being victim of violence or threats (AOR 9.07, 95% CI 4.34 to 18.96; p < 0.001), threats of victimisation (AOR 3.36, 95% CI 1.32 to 8.57; p = 0.011), other types of victimisation (AOR 5.86, 95% CI 2.18 to 15.79; p < 0.001), violent thoughts (AOR 4.08, 95% CI 1.86 to 8.95; p < 0.001), frequent violent thoughts (AOR 3.42, 95% CI 1.52 to 7.68; p = 0.003), thinking with different ways of hurting others (AOR 4.00, 95% CI 1.50 to 10.62; p = 0.005), thinking of hurting different victims (AOR 7.25, 95% CI 2.39 to 21.96; p < 0.001), likely to meet victim (AOR 4.66, 95% CI 1.44 to 15.01; p = 0.010), sometimes OK to break the law (AOR 2.53, 95% CI 1.26 to 5.06; p = 0.009) and attitudes toward crime total score (last quartile) (AOR 3.23, 95% CI 1.58 to 6.62; p = 0.001). Living with parents has a negative association with violence (AOR 0.47, 95% CI 0.23 to 0.98; p = 0.045).

High-risk group
A total of 34 risk factors were significantly related to violence within the high-risk group: getting behind with paying bills (AOR 3.95, 95% CI 1.37 to 11.40; p = 0.011), having a high level of coping difficulties (AOR 4.26, 95% CI 1.69 to 10.69), having a high stress score (AOR 3.74, 95% CI 1.46 to 9.59; p = 0.006), frequenting bars/pubs (AOR 2.51, 95% CI 1.01 to 6.26; p = 0.048), frequent betting (AOR 2.67, 95% CI 1.11 to 4.65; p = 0.029), disagreements at work (AOR 5.52, 95% CI 1.12 to 27.21; p = 0.036), suffering from anxiety disorder (AOR 3.19, 95% CI 1.22 to 8.30; p = 0.018), considering suicide (AOR 6.15, 95% CI 1.82 to 20.71; p = 0.003), suffering from paranoid delusions (AOR 3.75, 95% CI 1.66 to 8.51; p = 0.002), having strange experiences (AOR 3.17, 95% CI 1.34 to 7.52; p = 0.009), scoring highly on the PSQ and STAXI (AOR 5.81, 95% CI 1.36 to 24.84; p = 0.018), engaging in hazardous drinking (AOR 3.91, 95% CI 1.72 to 8.92; p = 0.001), having alcohol use disorder (AUDIT score of ≥ 16) (AOR 3.41, 95% CI 1.33 to 8.76; p = 0.011), any drug use (AOR 3.17, 95% CI 1.08 to 9.27; p = 0.035), use of cocaine powder (AOR 4.21, 95% CI 1.69 to 10.50; p = 0.002), use of crack cocaine (AOR 4.95, 95% CI 1.67 to 14.67; p = 0.004), ecstasy use (AOR 5.06, 95% CI 2.11 to 12.09; p < 0.001), any drug dependence (AOR 2.35, 95% CI 1.05 to 5.25; p = 0.037), being assaulted (AOR 18.38, 95% CI 3.72 to 90.93; p < 0.001), having a problem with a friend/family/neighbour (AOR 6.40, 95% CI 1.66 to 24.66; p = 0.007), having at least one life event (AOR 3.74, 95% CI 1.72 to 8.16; p = 0.001), becoming a victim of violence/threats (AOR 19.24, 95% CI 6.86 to 53.95; p < 0.001), being victimised with threats of violence (AOR 11.98, 95% CI 2.98 to 48.20; p < 0.001), having violent thoughts (AOR 4.57, 95% CI 1.75 to 11.92; p = 0.002), having violent thoughts at least twice a month (AOR 4.40, 95% CI 1.64 to 11.83; p = 0.003), having thoughts of harming others at least once a week (AOR 8.16, 95% CI 2.22 to 29.99; p = 0.002), thinking of different ways of hurting others (AOR 5.85, 95% CI 1.86 to 18.42; p = 0.003), thinking of different victims (AOR 5.57, 95% CI 1.78 to 17.41; p = 0.003), having a high likelihood of meeting a previous victim (AOR 6.32, 95% CI 1.20 to 33.26; p = 0.029), contacting the previous victim (AOR 4.73, 95% CI 1.49 to 14.97; p = 0.008), believing that it is OK to steal if very poor (AOR 2.64, 95% CI 1.18 to 5.87; p = 0.018) or from the rich (AOR 2.80, 95% CI 1.29 to 6.08; p = 0.009) and a high score on the criminal attitudes scale (AOR 2.32, 95% CI 1.06 to 5.10; p = 0.036). Suffering from hypomania (AOR 0.38, 95% CI 0.15 to 0.99; p = 0.047) was the only factor that showed a negative association with violence.

Table 149 summarises the number of important dynamic factors within each domain for each risk level.

Discussion
In Section C we studied the effects of three static levels of risk (low, medium and high) on dynamic risk factors in a sample of patients discharged from medium secure hospital facilities. We found important risk modification effects. Dynamic factors showed different patterns of association according to different levels of static risk. Similar findings emerged from this study. However, the differentiation between levels of static risk was not as strong in this present study of released prisoners as in the study of discharged psychiatric patients.
The effects of several dynamic risk factors on associated violent behaviour was similar for each level of static risk, most notably psychotic symptoms including paranoid delusions, strange experiences and the presence of a psychotic symptom at the same time as a high level of anger measured using the STAXI. Similarly, hazardous drinking appeared to exert similar effects at each static level of risk, together with drug misuse, including any misuse of drugs, and specifically using cocaine. Being physically assaulted also appeared to be an important dynamic risk factor associated with violence for all three levels of static risk, together with thoughts of violence twice a month or more and thinking of harming different victims.

The dynamic variables in this study differed from those in Section C where we used structured assessments and where some items were composite measures. It is also possible that sample differences explained the differing levels of impact. However, in Section C we used a descriptive approach to demonstrate the effects of static risk and our presentation of these data in the present study is not directly comparable. Nevertheless, our findings in the present study suggest that certain risk factors among released prisoners have powerful effects on subsequent violence that are not modified by static risk factors.

Certain other dynamic factors appeared to operate differently and according to the level of static risk. For example, problems in the domains of accommodation and social environment did not appear to have an effect on prisoners with a high level of static risk. Prisoners rated as low static risk showed stronger associations with violence if they reported that their family and friends were unsupportive and if they had difficulties with coping and daily living, including borrowing money, general financial difficulties and difficulties with managing household finances. Problems with unemployment appeared to be associated with violence only in the low-risk group. Similarly, heroin and other opiate dependence appeared to be a dynamic risk factor among the low-risk group but not among the medium-risk or high-risk group and corresponded to injecting drugs in this group. These represent important findings that require further investigation because it would at first seem more probable that these risk factors would have a greater impact on released prisoners in the high-risk group, measured using static factors. This questions whether

<table>
<thead>
<tr>
<th>Domain</th>
<th>Low risk</th>
<th>Medium risk</th>
<th>High risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accommodation</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Social environment</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Coping/daily living</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Leisure time</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Employment/education</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Depression/Self-harm/anxiety</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Psychosis</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Drug use</td>
<td>8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Life events</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Treatment</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Compliance with supervision</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Victimisation</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Thoughts of violence</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Thoughts of previous offending</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Attitudes to crime</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
or not ‘threshold’ effects are possible, a situation in which dynamic variables are not to increase risk beyond a level, already explained by a high level of static risk.

Study 4: identification of differential associations between dynamic factors and violence according to psychiatric diagnosis

Objective

The objective of this study was to investigate the associations between dynamic factors and violent offending described in study 1 for subgroups defined by psychiatric morbidity and personality disorder.

Methods

Psychiatric diagnoses considered in this study included schizophrenia and delusional disorder, depressive disorder, drug dependence and alcohol dependence. Personality disorders included were ASPD, BPD and psychopathy (PCL-R score of ≥ 25).

As with studies 1 and 3 in this chapter, we used logistic regression models separately for each dynamic factor in each subgroup. The ORs were adjusted (AORs) for the same confounding variables described in studies 1 and 3 and the psychiatric diagnoses and personality disorders included in this study. The only exception was the psychopathy subgroup. Because it was not included in models for other psychiatric diagnoses, for the psychopathy subgroup analysis, ASPD and BPD were not included as confounding variables.

Results

Table 150 provides a summary of the numbers of significant dynamic factors overall and within each domain for each psychiatric diagnosis and personality disorder.

Schizophrenia

There were 95 cases in this subgroup. Out of these 95 cases, 92 had information on violent outcome. Thirty out of these 95 cases had either convictions for or self-reported violence within 1 year of their release from prison. The corresponding prevalence of violence was 32.6%.

A total of 20 factors (19 risk factors and one protective factor) were significantly related to violence among those experiencing schizophrenia. The risk factors were living in an unsafe area (AOR 102.85, 95% CI 3.20 to 3305.03; p = 0.009), having unsupportive family/friends (AOR 5.36, 95% CI 1.03 to 27.82; p = 0.046), having a high stress score (AOR 7.29, 95% CI 1.51 to 35.25; p = 0.013), experiencing tedium vitae (AOR 6.89, 95% CI 1.30 to 36.63; p = 0.023), considering suicide (AOR 6.49, 95% CI 1.11 to 38.09; p = 0.038), having a high level of anger (AOR 6.31, 95% CI 1.01 to 36.63; p = 0.023), experiencing paranoid delusions (AOR 40.49, 95% CI 2.84 to 577.69; p = 0.006) and strange experiences (AOR 7.30, 95% CI 1.29 to 41.45; p = 0.025), use of cocaine powder (AOR 14.74, 95% CI 2.20 to 98.82; p = 0.006), heroin use (AOR 9.82, 95% CI 1.15 to 83.91; p = 0.037), use of any opiates (AOR 10.64, 95% CI 1.35 to 83.61; p = 0.025), use of ecstasy (AOR 11.33, 95% CI 1.62 to 79.43; p = 0.015), dependence on heroin (AOR 10.88, 95% CI 1.22 to 97.07; p = 0.033) or opiates (AOR 11.70, 95% CI 1.43 to 95.67; p = 0.022), being a victim of theft/burglary (AOR 46.22, 95% CI 2.23 to 957.43; p = 0.013), being a victim of violence/threats (AOR 8.73, 95% CI 1.56 to 48.67; p = 0.013), having violent thoughts (AOR 9.15, 95% CI 1.32 to 63.61; p = 0.025), having violent thoughts at least twice a month (AOR 13.92, 95% CI 1.82 to 106.20; p = 0.011) and thinking of different ways of hurting others (AOR 30.09, 95% CI 2.63 to 343.88; p = 0.006). The use of sedatives (AOR 0.02, 95% CI 0.00 to 0.46; p = 0.015) was the only protective factor against violence for those experiencing major psychosis.

Depressive disorder

There were 289 individuals within the depressive disorder subgroup. Out of these 289 individuals, 283 had information on violent outcome. The prevalence of violence was 22.6% (64 out of 283 cases).
Twenty-seven risk factors for violence were identified for those suffering from depressive disorder: living with a partner (AOR 2.36, 95% CI 1.09 to 5.13; \( p = 0.029 \)), having services cut off (AOR 3.90, 95% CI 1.09 to 13.98; \( p = 0.037 \)), frequenting bars/pubs (AOR 3.12, 95% CI 1.22 to 7.99; \( p = 0.018 \)), scoring high for psychosis on the PSQ (AOR 3.93, 95% CI 1.19 to 13.03; \( p = 0.025 \)), experiencing paranoid delusions (AOR 4.70, 95% CI 2.10 to 10.53; \( p < 0.001 \)), having strange experiences (AOR 3.26, 95% CI 1.47 to 7.23; \( p = 0.004 \)), experiencing a psychotic symptom (PSQ) and having a high STAXIS score (AOR 4.77, 95% CI 1.36 to 16.71; \( p = 0.015 \)), hazardous drinking (AOR 4.09, 95% CI 1.93 to 8.69; \( p < 0.001 \)), using any drugs (AOR 3.66, 95% CI 1.47 to 9.12; \( p = 0.005 \)), cocaine powder use (AOR 3.61, 1.55 to 8.41; \( p = 0.003 \)), ecstasy use (AOR 4.29, 95% CI 1.73 to 10.67; \( p = 0.002 \)), being assaulted (AOR 5.70, 95% CI 2.08 to 15.57; \( p = 0.001 \)), having at least one life event (AOR 2.72, 95% CI 1.32 to 5.62; \( p = 0.007 \)), being a victim of violence/threats (AOR 16.13, 95% CI 6.56 to 39.62; \( p < 0.001 \)), experiencing victimisation through threats (AOR 3.73, 95% CI 1.52 to 9.16; \( p = 0.004 \)), being a victim of some other crime (AOR 3.60, 95% CI 1.38 to 9.39; \( p = 0.009 \)), having thoughts of violence (AOR 2.74, 95% CI 1.13 to 6.63; \( p = 0.025 \)), thinking of different ways to hurt others (AOR 3.22, 95% CI 1.10 to 9.42; \( p = 0.033 \)), thinking of different victims (AOR 7.08, 95% CI 2.21 to 22.69; \( p = 0.001 \)), having a high likelihood of meeting a former victim (AOR 9.46, 95% CI 2.12 to 42.17; \( p = 0.003 \)), contacting the previous victim (AOR 4.53, 95% CI 1.32 to 15.53; \( p = 0.016 \)) and all items in the attitudes to crime domain.
Drug dependence

Drug dependence was identified in 291 cases. Out of these 291 cases, 285 had information on violent outcome. In this subgroup of 285 cases, 82 cases (28.8%) were violent within a year of release from prison.

Thirty-five risk factors and one protective factor were significantly related to violence among the drug-dependent group. The risk factors were being evicted (AOR 2.76, 95% CI 1.17 to 6.55; p = 0.021), living with a partner (AOR 2.14, 95% CI 1.13 to 4.07; p = 0.020), difficulties with daily living (AOR 2.09, 95% CI 1.08 to 4.06; p = 0.030), borrowing money (AOR 2.03, 95% CI 1.04 to 3.94; p = 0.037), a high level of coping difficulties (AOR 2.08, 95% CI 1.02 to 4.27; p = 0.045) and stress (AOR 2.25, 95% CI 1.20 to 4.23; p = 0.012), considering suicide (AOR 2.15, 95% CI 1.03 to 4.50; p = 0.042), experiencing paranoid delusions (AOR 3.74, 95% CI 1.93 to 7.23; p < 0.001), scoring highly on the PSQ plus STAXI (AOR 6.76, 95% CI 2.08 to 21.99; p = 0.002), scoring highly on the PSQ plus non-compliance with therapy (AOR 3.59, 95% CI 1.06 to 12.14; p = 0.040), hazardous drinking (AOR 2.26, 95% CI 1.20 to 4.24; p = 0.011), the use of any drugs (AOR 7.43, 95% CI 2.11 to 26.09; p = 0.002), cocaine powder use (AOR 2.65, 95% CI 1.37 to 5.13; p = 0.004), ecstasy use (AOR 3.46, 95% CI 1.73 to 6.92; p < 0.001), dependence on any drugs (AOR 2.76, 95% CI 1.43 to 5.35; p = 0.003), cannabis dependence (AOR 2.63, 95% CI 1.24 to 5.59; p = 0.012), ecstasy dependence (AOR 8.70, 95% CI 2.09 to 36.13; p = 0.003), being assaulted (AOR 14.74, 95% CI 5.15 to 42.22; p < 0.001), being made redundant/sacked (AOR 3.41, 95% CI 1.31 to 8.91; p = 0.012), having at least one life event (AOR 2.27, 95% CI 1.23 to 4.19; p = 0.009), not attending treatment for a mental disorder (AOR 2.59, 95% CI 1.08 to 6.23; p = 0.033), being a victim of violence/threats (AOR 18.21, 95% CI 7.97 to 41.61; p < 0.001), experiencing victimisation from threats (AOR 5.36, 95% CI 2.17 to 13.23; p < 0.001) and being a victim of some other crime (AOR 4.12, 95% CI 1.58 to 10.74; p = 0.004), having violent thoughts (AOR 3.37, 95% CI 1.63 to 6.96; p = 0.001), having violent thoughts at least twice a month (AOR 3.27, 95% CI 1.54 to 6.96; p = 0.002), having thoughts of harming others more than once a week (AOR 4.27, 95% CI 1.59 to 11.43; p = 0.004), thinking of different ways of hurting others (AOR 3.71, 95% CI 1.52 to 9.06; p = 0.004), thinking of different victims (AOR 5.11, 95% CI 1.87 to 13.93; p = 0.001), having a high likelihood of meeting the victim (AOR 4.16, 95% CI 1.27 to 13.64; p = 0.019), contacting the previous victim (AOR 3.90, 95% CI 1.40 to 10.88; p = 0.009), believing that it is OK to steal from the rich (AOR 3.05, 95% CI 1.59 to 5.86; p = 0.001) and from shops that make a lot of money (AOR 3.02, 95% CI 1.56 to 5.87; p = 0.001), believing that it is sometimes OK to break the law (AOR 1.92, 95% CI 1.03 to 3.59; p = 0.041) and having a high score on the criminal attitudes scale (AOR 2.84, 95% CI 1.48 to 5.45; p = 0.002). Living with one’s parents (AOR 0.45, 95% CI 0.22 to 0.91; p = 0.026) was the only protective factor against violence within this subgroup.

Alcohol dependence

The subgroup of alcohol-dependent released prisoners included 166 individuals. One hundred and sixty-one of these had information on violent outcome. Out of these 161 cases, 40 (24.8%) were violent within a year of release from prison.

For the alcohol-dependent group, 20 risk factors and one protective factor were significantly related to future violence. The risk factors were frequent address changes (AOR 6.98, 95% CI 1.59 to 30.62; p = 0.010), a high level of coping difficulties (AOR 3.38, 95% CI 1.02 to 11.18; p = 0.046), frequenting bars/pubs (AOR 4.30, 95% CI 1.26 to 14.75; p = 0.020), experiencing paranoid delusions (AOR 5.09, 95% CI 1.78 to 14.57; p = 0.002), having strange experiences (AOR 3.70, 95% CI 1.24 to 11.05; p = 0.019), scoring highly on the PSQ plus STAXI (AOR 4.63, 95% CI 1.01 to 21.23; p = 0.049), hazardous drinking (AOR 5.21, 95% CI 1.64 to 16.57; p = 0.005) and alcohol use disorder (AOR 2.75, 95% CI 1.01 to 7.50; p = 0.049), use of cocaine powder (AOR 4.07, 95% CI 1.28 to 12.89; p = 0.017) and ecstasy (AOR 4.13, 95% CI 1.40 to 12.14; p = 0.010), being assaulted (AOR 8.67, 95% CI 1.88 to 39.98; p = 0.006), being made redundant/sacked (AOR 41.16, 95% CI 2.45 to 692.01; p = 0.010) and having at least one life event (AOR 2.63, 95% CI 1.02 to 7.68; p = 0.046), being a victim of violence/threats (AOR 7.38, 95% CI 2.54 to 21.42; p < 0.001) and being a victim of some other crime (AOR 5.60, 95% CI 1.55...
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to 20.24; \( p = 0.009 \), having violent thoughts (AOR 3.66, 95% CI 1.29 to 10.39; \( p = 0.015 \)), having violent thoughts at least twice a month (AOR 3.08, 95% CI 1.07 to 8.86; \( p = 0.037 \)), thinking of different ways to hurt others (AOR 5.02, 95% CI 1.33 to 18.94; \( p = 0.017 \)), thinking of different victims (AOR 9.54, 95% CI 2.26 to 40.22; \( p = 0.002 \)) and having a high likelihood of meeting a victim (AOR 9.22, 95% CI 2.01 to 42.34; \( p = 0.004 \)). Scoring 3 or more on the PSQ (AOR 0.01, 95% CI 0.00 to 0.31; \( p = 0.010 \)) was the only protective factor against violence for this subgroup.

Antisocial personality disorder
There were 433 released prisoners with ASPD. Out of these 433 cases, 422 had information on violent outcome. From these 422, 122 (28.9%) were violent within 1 year of release from prison.

A total of 36 risk factors were relevant to the prediction of future violence for those classified as having ASPD: borrowing money (AOR 2.24, 95% CI 1.30 to 3.84; \( p = 0.004 \)), having financial difficulties (AOR 2.10, 95% CI 1.19 to 3.71; \( p = 0.011 \)), having a high level of coping difficulties (AOR 2.73, 95% CI 1.49 to 4.99; \( p = 0.001 \)) and stress (AOR 1.84, 95% CI 1.08 to 3.13; \( p = 0.026 \)), frequenting bars/pubs (AOR 2.61, 95% CI 1.40 to 4.85; \( p = 0.002 \)), having disagreements at work (AOR 3.49, 95% CI 1.50 to 8.12; \( p = 0.004 \)), suffering from anxiety disorder (AOR 1.95, 95% CI 1.13 to 3.37; \( p = 0.017 \)), having a high level of anger (AOR 1.73, 95% CI 1.01 to 2.98; \( p = 0.046 \)), scoring 2 or more for psychosis (AOR 2.33, 95% CI 1.03 to 5.26; \( p = 0.042 \)), experiencing paranoid delusions (AOR 3.63, 95% CI 2.13 to 6.19; \( p < 0.001 \)), having strange experiences (AOR 2.75, 95% CI 1.61 to 4.69; \( p < 0.001 \)), scoring on the PSQ plus STAXI (AOR 4.91, 95% CI 1.97 to 12.22; \( p = 0.001 \)), hazardous drinking (AOR 3.23, 95% CI 1.90 to 5.47; \( p < 0.001 \)), using any drugs (AOR 4.65, 95% CI 2.20 to 9.84; \( p < 0.001 \)), cannabis use (AOR 2.14, 95% CI 1.22 to 3.76; \( p = 0.008 \)), cocaine powder use (AOR 3.25, 95% CI 1.81 to 5.82; \( p < 0.001 \)), ecstasy use (AOR 4.81, 95% CI 2.62 to 8.84; \( p < 0.001 \)), dependence on any drugs (AOR 1.85, 95% CI 1.05 to 3.25; \( p = 0.033 \)) and ecstasy (AOR 13.89, 95% CI 2.80 to 68.97; \( p = 0.001 \)), being assaulted (AOR 8.63, 95% CI 3.85 to 19.38; \( p < 0.001 \)) and having at least one life event (AOR 1.94, 95% CI 1.18 to 3.20; \( p = 0.009 \)), being a victim of violence/threats (AOR 4.45, 95% CI 1.64 to 7.28; \( p = 0.001 \)), being a victim of some other crime (AOR 3.71, 95% CI 1.74 to 7.88; \( p = 0.001 \)), having violent thoughts (AOR 3.37, 95% CI 1.87 to 6.06; \( p < 0.001 \)), having violent thoughts at least twice a month (AOR 3.23, 95% CI 1.76 to 5.93; \( p < 0.001 \)), having thoughts of harming others at least once a week (AOR 3.34, 95% CI 1.57 to 7.12; \( p = 0.002 \)), thinking of different ways of hurting others (AOR 3.19, 95% CI 1.58 to 6.46; \( p = 0.001 \)), having different victims (AOR 4.60, 95% CI 2.15 to 9.82; \( p < 0.001 \)), having a high likelihood of meeting a previous victim (AOR 4.79, 95% CI 1.93 to 11.84; \( p = 0.001 \)), contacting the previous victim (AOR 3.80, 95% CI 1.72 to 8.39; \( p = 0.001 \)), believing that it is OK to steal if very poor (AOR 2.09, 95% CI 1.24 to 3.52; \( p = 0.006 \)), from the rich (AOR 2.90, 95% CI 1.73 to 4.87; \( p < 0.001 \)) and from shops that make lots of money (AOR 3.03, 95% CI 1.78 to 5.15; \( p < 0.001 \)), believing that it is sometimes OK to break the law (AOR 2.58, 95% CI 1.51 to 4.39; \( p < 0.001 \)) and having a high score on the criminal attitudes scale (AOR 3.54, 95% CI 2.07 to 6.06; \( p < 0.001 \)).

Borderline personality disorder
Among 154 patients with BPD, 148 had information on violent outcome. From these 148 cases, 49 (33.1%) were violent within 1 year of release from prison.

Twenty-five risk factors and one protective factor were associated with violence in the BPD subgroup. The 20 risk factors were frequent address changes (AOR 8.52, 95% CI 1.82 to 39.96; \( p = 0.007 \)), living with a partner (AOR 3.34, 95% CI 1.18 to 9.44; \( p = 0.023 \)) and having unsupportive family and friends (AOR 3.34, 95% CI 1.23 to 9.08; \( p = 0.018 \)), having a high level of coping difficulties (AOR 3.66, 95% CI 1.23 to 10.88; \( p = 0.020 \)), anxiety disorder (AOR 2.72, 95% CI 1.10 to 6.71; \( p = 0.030 \)), experiencing paranoid delusions (AOR 4.85, 95% CI 1.72 to 13.67; \( p = 0.003 \)), having strange experiences (AOR 5.17, 95% CI 1.95 to 13.72; \( p = 0.001 \)), scoring highly on the PSQ plus STAXI (AOR 8.18, 95% CI 2.15 to 31.06; \( p = 0.002 \)), having a high level of hazardous drinking (AOR 4.94, 95% CI 1.84 to 13.25; \( p = 0.001 \)) and alcohol use disorder (AOR 4.25, 95% CI 1.37 to 13.25; \( p = 0.013 \)), use of ecstasy (AOR 7.38, 95% CI
2.02 to 26.98; \( p = 0.003 \)), having problems with a friend/family/neighbour (AOR 5.23, 95% CI 1.26 to 21.67; \( p = 0.022 \)), being a victim of violence/threats (AOR 11.76, 95% CI 3.70 to 37.36; \( p < 0.001 \)) and a victim of some other crime (AOR 18.51, 95% CI 3.49 to 98.23; \( p = 0.001 \)), having violent thoughts (AOR 6.03, 95% CI 2.21 to 16.48; \( p < 0.001 \)), having these thoughts at least twice a month (AOR 4.96, 95% CI 1.81 to 13.58; \( p = 0.002 \)), having thoughts of harm for more than a week (AOR 3.86, 95% CI 1.19 to 12.49; \( p = 0.024 \)), thinking of different ways of hurting others (AOR 5.55, 95% CI 1.75 to 17.61; \( p = 0.004 \)), thinking of different victims (AOR 8.13, 95% CI 2.45 to 27.05; \( p = 0.001 \)), having a high likelihood of meeting a previous victim (AOR 12.79, 95% CI 2.44 to 67.13; \( p = 0.003 \)) and all items in the attitudes to crime domain. Tranquiliser dependence (AOR 0.03, 95% CI 0.00 to 0.71; \( p = 0.029 \)) was the only protective factor against violence for those diagnosed with BPD.

**Psychopathy**

A total of 120 individuals in our sample had a PLC-R score of at least 25 and were identified as psychopaths. One hundred and sixteen had information on violent outcome. Of these 116 cases, 35 (30.2%) were violent within 1 year of release from prison.

For men and women who scored \( \geq 25 \) on the PCL-R, 19 risk factors and two protective factors were predictive of violence. The risk factors were frequent address changes (AOR 10.88, 95% CI 1.04 to 114.28; \( p = 0.047 \)), having a high stress score (AOR 5.90, 95% CI 1.79 to 19.50; \( p = 0.004 \)), anxiety disorder (AOR 4.38, 95% CI 1.31 to 14.73; \( p = 0.017 \)), experiencing paranoid delusions (AOR 3.76, 95% CI 1.12 to 12.64; \( p = 0.032 \)), scoring highly on the PSQ plus STAXI (AOR 7.29, 95% CI 1.18 to 45.09; \( p = 0.033 \)), having major psychosis and non-compliance with therapeutic treatment (AOR 44.42, 95% CI 1.54 to 1283.07; \( p = 0.027 \)), using any drugs (AOR 5.99, 95% CI 1.23 to 29.11; \( p = 0.027 \)) and ecstasy (AOR 4.26, 95% CI 1.15 to 15.77; \( p = 0.030 \)), being assaulted (AOR 7.33, 95% CI 1.71 to 31.49; \( p = 0.007 \)), receiving a warning letter from the probation officer (AOR 4.36, 95% CI 1.24 to 15.37; \( p = 0.022 \)), being a victim of theft/burglary (AOR 48.18, 95% CI 3.67 to 633.01; \( p = 0.003 \)), being a victim of violence/threats (AOR 11.42, 95% CI 2.93 to 44.48; \( p < 0.001 \)), being a victim of some other crime (AOR 12.31, 95% CI 2.30 to 65.94; \( p = 0.003 \)), having violent thoughts (AOR 7.00, 95% CI 2.08 to 23.56; \( p = 0.002 \)) and having them at least twice a month (AOR 4.57, 95% CI 1.37 to 15.19; \( p = 0.013 \)), thinking of different ways of hurting others (AOR 5.17, 95% CI 1.21 to 22.06; \( p = 0.027 \)) and having a high likelihood of meeting a previous victim (AOR 25.86, 95% CI 1.87 to 357.66; \( p = 0.015 \)), believing that it is OK to steal from shops that make lots of money (AOR 4.38, 95% CI 1.29 to 14.80; \( p = 0.018 \)) and having a high score on the criminal attitudes scale (AOR 3.99, 95% CI 1.19 to 13.33; \( p = 0.025 \)).

Owning their own accommodation (AOR 0.11, 95% CI 0.03 to 0.45; \( p = 0.002 \)) and methadone use (AOR 0.06, 95% CI 0.00 to 0.94; \( p = 0.045 \)) were protective against violence among psychopaths.

**Discussion**

Categorisation into diagnostic groupings proved less discriminating in terms of effect modification of violence than had been expected. We controlled for each diagnostic category in our analyses so that the outcomes were independent of each other. However, there appeared to be considerable similarity in the risk factors across each diagnostic group. Psychotic symptoms, such as paranoid delusions, and associations with anger were seen in several diagnostic groups and were not restricted to those with schizophrenia. This corresponds to our findings in Section A that paranoid delusions are common in the general population and are associated with violence. Nevertheless, paranoid delusions among those with schizophrenia showed the highest odds of association. We have previously found that prisoners with a diagnosis of schizophrenia in the PCS who do not receive treatment either in prison or following release are three times as likely to be violent after release. Furthermore, their violence is associated with the re-emergence of paranoid delusions after leaving prison. This is likely to account for the substantial odds of association that we found between paranoid delusions and violence in the subsample with schizophrenia. However, in other categories, this corresponded to the importance of paranoid delusions/delusional beliefs occurring independently. We found paranoid delusions in association with conditions such as depressive disorder, drug and alcohol dependence, ASPD, BPD and psychopathy.
An association with all diagnostic groups of thoughts of and ruminations about violence, particularly when occurring frequently and when thinking of different ways of harming others, was unsurprising. One problem with these measures is that it is unclear whether these thoughts had been shaped by actual experiences following release into the community, for example being assaulted or threatened with assault, and as a result the offender was considering violent retaliation, or whether they were part of a desire for retaliation because of delusional beliefs of persecution. Actual violent victimisation, however, appeared to be a common risk factor across all diagnoses.

With regard to drug misuse and dependence, prisoners with schizophrenia appeared to have a stronger association with dependence on opiates than might have been expected. However, a high prevalence of drug and alcohol dependence has previously been observed in a representative sample of the prison population. Prisoners with schizophrenia also have higher levels of psychopathy and substance misuse than other prisoners and appear to be a highly unstable group with a high risk of reoffending (including violence) on release. Our findings therefore suggest that a constellation of risk factors, including substance dependence, are important in increasing the risk of violence among released prisoners with schizophrenia. Among this group, difficulties from high levels of stress (which may relate to the re-emergence of symptoms), the perception that they live in an unsafe area, with a lack of support from family and friends, high levels of anger and thoughts of harming themselves are important risk factors for violence.

The pattern of risk factors for the depressive disorder group appeared generally to be similar to the pattern for other diagnostic categories. However, there was some suggestion that individual victim characteristics, possibly relating to violence towards partners, had influenced some of these findings. It would be necessary to investigate in greater depth the victims of this subgroup and specifically whether or not IPV was related to depressive disorder, as suggested in Section A.

A criminal attitude and resumption of drug misuse, particularly cocaine and ecstasy use, and becoming dependent on drugs again following release were important among those who had been diagnosed as drug dependent prior to imprisonment. Similarly, it was unsurprising that resumption of heavy drinking was a key risk factor among those who had previously been diagnosed with alcohol dependence before release.

Among those with ASPD, there appeared to be a greater number of risk factors than for other diagnostic groups. These included both similar factors to those associated with other diagnostic groups and particular problems with anxiety and anger, as well as having a criminal attitude. The importance of comorbid anxiety in ASPD has been demonstrated in a community sample.

Borderline personality disorder was associated with violence in the context of frequent changes of address, having a partner but perceiving lack of support from family and friends, having a high level of coping difficulties and having anxiety disorder. Violence among these individuals also appeared to be influenced by psychotic symptoms, heavy drinking and threats or experiences of victimisation.

The risk factors that we found were associated with psychopathy did not discriminate this group from other diagnostic categories. It is possible that the PCL-R cut-off point of 25 was too low. This had been used to ensure adequate statistical power in investigating the properties of the preliminary version of the DRIV. We previously observed that there were fewer dynamic risk factors associated with psychopathy at a higher cut-off point. It will be important to reanalyse the data for psychopathy at a higher cut-off point in view of the poor performance of static instruments in association with psychopathy measured using a PCL-R level of ≥ 30 that we have previously observed and which is currently unexplained.
Chapter 19 External validation of a dynamic risk assessment instrument for violence

Background

In clinical practice, understanding change in dynamic risk factors is important for the assessment of intervention programme effectiveness and for identifying specific individual causal mechanisms. In the previous chapter we introduced the DRIV, a new dynamic risk assessment instrument. The development of the DRIV was based on the need to improve risk management rather than improve risk prediction. Dynamic risk instruments are essential in risk assessment because dynamic risk factors are changeable and may be amenable to clinical intervention. Because it would require a new study of clinical interviews in a large number of offenders, we carried out an external validation using measures in a large data set comparing OASys measures that are routinely collected by probation officers. We established that our dynamic measures in the PCS represented many of the same or similar items in the OASys. We then carried out an external validation using OASys items as proxy measures for our dynamic items in the PCS.

Study 1: validation of the main effects of dynamic risk factors for violence (National Offender Management Service data set)

Objective

The objective of this study was to investigate whether dynamic risk factors identified from the PCS correspond to dynamic risk factors identified in a large data set (NOMS) of released prisoners with regard to their association with violence.

Methods

Two data sets were used in this study: the PCS and a sample obtained from NOMS. The PCS sample consists of 1717 offenders who were required to meet the following criteria: (1) serving a prison sentence of ≥ 2 years for a violent or sexual principal offence; (2) at least 18 years old; and (3) had 1 year left of their sentence to serve. The PCS sample was interviewed in two phases: the first-phase interview was 6–12 months before their release and the second-phase interview occurred about an average of 22.9 months after their release.

The NOMS sample consisted of 53,800 prisoners. These individuals were randomly selected general prisoners who were released from prison for the first time between 2005 and 2007. Information regarding the sample was obtained from records held in the OASys until 31 December 2012. Because of multiple OASys assessments, only the first assessment was used to create the study’s variables.

Preliminary investigation had previously identified that 42 items in the NOMS data set corresponded to those items contained in the PCS. Table 151 shows the 42 identified proxy and PCS items. These 42 items consisted of 32 measures in six domains. It should be noted that only 32 of the risk factors were truly ‘dynamic’; the remaining 10 risk factors either (1) had an item that was identified in phase 1 of the PCS or (2) had a NOMS item that specified an event prior to being taken into custody. Because these items referred to events prior to the assessments, it was decided that they should be excluded as they did not correspond conceptually to their item counterparts. Furthermore, some of these risk factors were represented by more than one item, for example accommodation status had four individual items representing it (permanent independent housing, bail/probation hostel, supported housing and no fixed abode). When risk factors were represented by more than one item, these items were analysed separately. Forty-three corresponding items (for 32 dynamic measures mentioned earlier) were finally considered dynamic (after excluding the non-dynamic items).
### TABLE 151 Definition of comparable items between the PCS and the NOMS data sets

<table>
<thead>
<tr>
<th>Comparable items</th>
<th>Definition of variable</th>
<th>NOMS</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accommodation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Accommodation status</td>
<td>Permanent independent housing</td>
<td>Own house or flat/a house rented from the council/a house or flat rented privately</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bail/probation hostel</td>
<td>A shelter or hostel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Supported housing</td>
<td>A room or bedsit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No fixed abode</td>
<td>No fixed address/sleeping rough</td>
<td></td>
</tr>
<tr>
<td>2. Cohabitation</td>
<td>Parent</td>
<td>Living with my parents</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relative</td>
<td>Living with other members of my family</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Friend</td>
<td>Living with friends</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partner</td>
<td>Living with my husband/wife or partner</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Alone</td>
<td>Living alone</td>
<td></td>
</tr>
<tr>
<td>3. Transient accommodation</td>
<td>Currently of no fixed abode or in transient accommodation</td>
<td>And looking at this list what best describes the type of place you are living in at the moment? (1) A hospital, (2) no fixed address, (3) sleeping rough/on the streets</td>
<td></td>
</tr>
<tr>
<td>4. Unsuitability of accommodation</td>
<td>Quality of residence, appropriateness of living arrangements, overcrowding, relationships with rest of household</td>
<td>Thinking about where you are living at the moment, how satisfied are you with it? (very satisfied to dissatisfied)</td>
<td></td>
</tr>
<tr>
<td>5. Unsuitability of location of accommodation</td>
<td>Local level of criminal activity, access to criminal contacts</td>
<td>Area has strangers moving in and out/ causing trouble</td>
<td></td>
</tr>
<tr>
<td><strong>Employment and finances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Employment status</td>
<td>Unemployed</td>
<td>Unemployed and looking/not looking for work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Full-time employed or self-employed/part-time employed or self-employed/temporary or casual work</td>
<td>Working full-time or part-time/self-employed</td>
<td></td>
</tr>
<tr>
<td>7. Main source of income</td>
<td>Wages (self/partner/other)</td>
<td>Earnings or wages from job (full-/part-time)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>State benefits</td>
<td>Unemployment benefit or income support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No income source</td>
<td>No earnings from job/no disability allowance/no unemployment benefit or income support</td>
<td></td>
</tr>
<tr>
<td>8. Bad financial situation</td>
<td>Lack of financial stability, no regular source of income</td>
<td>Services cut off, borrowing money</td>
<td></td>
</tr>
<tr>
<td>9. Poor financial management</td>
<td>Budgeting skills, provision to meet bills/essentials, savings, loans</td>
<td>Difficulty managing money</td>
<td></td>
</tr>
<tr>
<td>10. Illegal earnings</td>
<td>Illegal earnings are a source of income</td>
<td>Earnings from illegal activities</td>
<td></td>
</tr>
<tr>
<td>11. Severe impediment as a result of budgeting</td>
<td>Impossible demands or strained financial situation as a result of external factors</td>
<td>Difficulty with budgeting and paying bills</td>
<td></td>
</tr>
<tr>
<td><strong>Relationships</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Current poor relationship with family</td>
<td>Relationships with parents, siblings, grandparents and any other family members/step-family members with whom he or she has regular contact</td>
<td>Perceives friends/family as unsupportive/uncaring</td>
<td></td>
</tr>
<tr>
<td>Comparable items</td>
<td>NOMS</td>
<td>PCS</td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>13. Current poor relationship with partner</td>
<td>Level of support, mutual respect/affection, strength of relationship . . .</td>
<td>Separation and divorce</td>
<td></td>
</tr>
<tr>
<td>14. Partner has criminal record</td>
<td>Current partner has criminal record</td>
<td>Some family have criminal records</td>
<td></td>
</tr>
<tr>
<td>15. Evidence of domestic violence</td>
<td>Includes threats and psychological abuse</td>
<td>In a relationship and threatened violence</td>
<td></td>
</tr>
<tr>
<td>16. Poor community integration</td>
<td>Attachments to individuals or community groups. Organised activities not linked to offending</td>
<td>And have you belonged to any of the groups, clubs or organisations on this list since you left prison?</td>
<td></td>
</tr>
<tr>
<td>17. Easily influenced by criminal associates</td>
<td>Are most offences committed with others? Spend large amount of time with other offenders</td>
<td>Read some statements about your family and friends. This time I would like you to tell me whether you agree or disagree with each statement: (1) some of my family or friends have criminal convictions, (2) offered me drugs since release, (3) asked me to get money or goods through crime since release, (4) suggested we commit crime together since release, (5) got me into a fight with other people since release</td>
<td></td>
</tr>
</tbody>
</table>

**Drugs and alcohol**

| 18. Drug use                                          | Drugs ever misused (in custody or community)                         | Whether or not taken since release: (1) cannabis, (2) amphetamines, (3) cocaine/coke, (4) crack, (5) ecstasy, (6) heroin, (7) LSD, (8) methadone/physeptone, (9) tranquillisers, (10) glues/solvents/gas/aerosols |
| 19. Main drug used in last 6 months                   | Cannabis                                                             | Cannabis                                                             |
|                                                      | Heroin                                                               | Heroin                                                               |
| 20. Current drug use                                  | Current drug noted (class A drug)                                    | Current drug use (class A)                                           |
| 21. Level of main drug use                            | Level of use of main drug                                            | (1) How many times have you used (specify drug) since leaving prison? (2) Since leaving prison, have you used every day for 2 weeks or more? |
| 22. No motivation to tackle drug misuse              | Evidence of problems recognised; recognises or is motivated to reduce drug dependency | Whether tried to cut down on (1) cannabis, (2) amphetamines, (3) cocaine/coke, (4) crack, (5) ecstasy, (6) heroin, (7) LSD (lysergic acid diethylamide), (8) methadone/physeptone, (9) tranquillisers, (10) glues/solvents/gas/aerosols |
| 23. Drug use and obtaining drugs a major activity     | Drug use and obtaining drugs a major activity                        | Dependency on (1) cannabis, (2) stimulants, (3) cocaine, (4) crack, (5) heroin, (6) volatile substances, (7) tranquillisers, (8) hallucinogens, (9) ecstasy, (10) methadone, (11) opiates |
| 24. No motivation to tackle alcohol misuse           | Recognises or is motivated to reduce alcohol consumption and whether capable of change | Needed a drink first thing in the morning in last 3 months/drinking led to memory loss in last 3 months |

continued
TABLE 151 Definition of comparable items between the PCS and the NOMS data sets (continued)

<table>
<thead>
<tr>
<th>Comparable items</th>
<th>Definition of variable</th>
<th>NOMS</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental well-being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25. Difficulties coping</td>
<td>Evidence of emotional instability or emotional stress; whether becomes easily upset, feels low or anxious</td>
<td>Stress in past month: (1) upset because of something that happened unexpectedly, (2) felt unable to control important things in life, (3) felt nervous or stressed, successfully dealt with irritating hassles of everyday life, (4) effectively coping with important changes occurring in your life, (5) confident in ability to handle personal problems, (6) felt things were going your way, (7) could not cope with all the things that you had to do, (8) could control irritations in your life, (9) felt on top of things, (10) made angry by things that had no control over, (11) thinking about the things that you have to get done, (12) been able to control the way you spend your time, (13) had so many difficulties that you would not be able to overcome them</td>
<td></td>
</tr>
<tr>
<td>26. Current psychological problems</td>
<td>Psychological dysfunction or symptoms diagnosed by GP</td>
<td>Whether seen as an outpatient/day patient for mental health problems</td>
<td></td>
</tr>
<tr>
<td>27. Social isolation</td>
<td>Have social networks outside of family and friends that they interact with on a daily basis</td>
<td>Not counting people you live with, how often have you done any of the following things since release? (1) Seen friends, (2) spoken to neighbours, (3) spoken to friends on the phone</td>
<td></td>
</tr>
<tr>
<td>28. Recurrent suicidal or self-mutilating behaviour</td>
<td>Self-harm, attempted suicide, suicidal thoughts or feelings</td>
<td>(1) Deliberately harm self, (2) whether thought about taking own life since release, (3) whether made an attempt to take own life since release</td>
<td></td>
</tr>
<tr>
<td>29. Current psychiatric problems</td>
<td>Psychiatric illness or symptoms diagnosed by GP</td>
<td>(1) Prescribed medication for mental health problems since release, (2) prescribed injections for mental health problems since release</td>
<td></td>
</tr>
<tr>
<td><strong>Personality and attitudes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30. Poor problem-solving skills</td>
<td>Have insight into areas of life that are problematic</td>
<td>(1) Whether appropriate for male to hit partner, (2) whether appropriate for female to hit partner</td>
<td></td>
</tr>
<tr>
<td>31. Pro-criminal attitudes</td>
<td>Express attitudes supportive of criminal behaviour in general?</td>
<td>(1) Whether OK to steal if very poor, (2) whether OK to steal from the rich, (3) whether OK to steal from shops that make lots of money, (4) whether OK to break the law</td>
<td></td>
</tr>
<tr>
<td>32. Negative attitude towards supervision</td>
<td>Past experience of supervision; view supervision favourably?</td>
<td>Probation officer understanding</td>
<td></td>
</tr>
<tr>
<td><strong>Items that merit further investigation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33. Negative attitude to education and training</td>
<td>Attitude towards education, feelings about schools, motivation to attend education courses</td>
<td>Did you get any educational qualifications?</td>
<td></td>
</tr>
<tr>
<td>34. Main drug used before custody</td>
<td></td>
<td>Heroin</td>
<td>Heroin</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cannabis</td>
<td>Cannabis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Crack</td>
<td>Crack</td>
</tr>
</tbody>
</table>
The methods and strategy of analysis for this study were as follows. First, a subsample of the PCS \((n = 574)\), who also had assessments from the OASys, was used to examine how well the PCS dynamic items corresponded with the OASys items. Many of these items, however, were not inherently dichotomous. Because the outcome measure was binary and a measure of effect size (which corresponded to the presence or absence of an item) was prioritised, all explanatory items were dichotomised to obtain an OR. For the OASys items belonging to the NOMS data set, most of the items were coded on a scale of 0–2 (‘not a problem’, ‘some problems’ and ‘significant problems’, respectively, with an item). The binary version recoded these items as 0, ‘no problems’ (initially coded as 0), and 1, ‘some problems’ to ‘significant problems’ (originally coded as 1 or 2). For the proxy items from the PCS, variables that were measured on a scale were dichotomised into the top 25% (problematic; coded as 1) and the remainder (coded as 0).

Next, the NOMS data set \((n = 53,800)\) was combined with the PCS sample \((n = 1004\) from phase 2) according to their corresponding dynamic risk factors. The combined sample totalled 54,804 individuals. The purpose of this combined data set was to (1) examine the strength of the relationship between each item and violence and (2) identify whether or not the proxy items were similar to the PCS items in their association with violence. With this data set, the main effects between the dynamic risk factor and violence (committed within 1 year) were examined. The outcome of violence in this study was any violent criminal conviction within 12 months of release.

**Results**

Table 152 shows the level of similarity between the corresponding PCS and NOMS items as measured using kappa coefficients and ORs. The first column of results displays the kappa coefficient, a statistical test of reliability. The purpose of this analysis was to establish the inter-rater agreement between the items. The primary disadvantage of using the kappa coefficient in 2 × 2 tables, however, is that it is misleading; its maximum possible value may be < 1 if the row and column totals are different. This is a common problem because it is difficult to predict the base rate and match the selection ratio to it. Therefore, in column 3, using the relative improvement over chance (RIOC; according to Farrington and Loeber), the RIOC equation is as follows: corrected \( \kappa = \kappa / \text{maximum } \kappa \). According to Landis and Koch, a kappa

<table>
<thead>
<tr>
<th>Comparable items</th>
<th>Definition of variable</th>
<th>NOMS</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>35. Ever injected drugs</td>
<td>Ever injected drugs</td>
<td>Whether ever injected drugs since release</td>
<td></td>
</tr>
<tr>
<td>36. Violent behaviour related to drugs</td>
<td>Any official record or self-report of violent behaviour when under the influence of drugs</td>
<td>Pattern of offences related to periods of drug abuse/dependence</td>
<td></td>
</tr>
<tr>
<td>37. Violent behaviour related to alcohol misuse</td>
<td>Official record or self-report of violent behaviour when drinking</td>
<td>Pattern of offences related to periods of alcohol abuse/dependence</td>
<td></td>
</tr>
<tr>
<td>38. Poor ability to recognise problems</td>
<td>Insight into areas in life that are problematic</td>
<td>Lacks insight</td>
<td></td>
</tr>
<tr>
<td>39. Problems in achieving goals</td>
<td>Illogical? Employs inappropriate strategies; fails to set goals in all areas of life</td>
<td>Lacks realistic goals</td>
<td></td>
</tr>
<tr>
<td>40. Does not understand other people’s views</td>
<td>Unable to interpret social situations or form acceptable relationships with authority</td>
<td>Callous; lacks remorse; parasitic lifestyle</td>
<td></td>
</tr>
<tr>
<td>41. Poor concrete/abstract thinking</td>
<td>Rigid dogmatic views or has difficulty in thinking in general terms</td>
<td>Plans lack feasibility</td>
<td></td>
</tr>
<tr>
<td>42. Does not understand motivation</td>
<td>How well does offender recognise which of their attitudes, beliefs, emotions . . . ?</td>
<td>Lacks insight</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 152 Agreement between the PCS (external sample) and the NOMS (internal sample) using kappa, corrected kappa and ORs (n = 574)

<table>
<thead>
<tr>
<th>PCS and NOMS items</th>
<th>κ</th>
<th>Max. κ</th>
<th>Corrected κ</th>
<th>Effect size</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accommodation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Accommodation status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independent housing</td>
<td>0.385</td>
<td>0.936</td>
<td>0.41</td>
<td>*</td>
<td>5.16***</td>
<td>3.30 to 8.07</td>
</tr>
<tr>
<td>Hostel</td>
<td>0.514</td>
<td>0.896</td>
<td>0.57</td>
<td>*</td>
<td>16.29***</td>
<td>8.97 to 29.55</td>
</tr>
<tr>
<td>Supported housing</td>
<td>–0.032</td>
<td>0.265</td>
<td>–0.04</td>
<td>0.53</td>
<td>0.07 to 4.08</td>
<td></td>
</tr>
<tr>
<td>No fixed abode</td>
<td>0.238</td>
<td>0.752</td>
<td>0.32</td>
<td>13.03***</td>
<td>3.44 to 49.40</td>
<td></td>
</tr>
<tr>
<td>2. Cohabitation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent</td>
<td>0.568</td>
<td>0.865</td>
<td>0.66</td>
<td>**</td>
<td>18.17***</td>
<td>10.70 to 30.85</td>
</tr>
<tr>
<td>Relative</td>
<td>0.366</td>
<td>0.637</td>
<td>0.57</td>
<td>*</td>
<td>17.33***</td>
<td>7.44 to 40.38</td>
</tr>
<tr>
<td>Friend</td>
<td>0.086</td>
<td>0.661</td>
<td>0.13</td>
<td>2.96</td>
<td>0.93 to 9.49</td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>0.43</td>
<td>0.933</td>
<td>0.46</td>
<td>*</td>
<td>7.43***</td>
<td>4.71 to 11.73</td>
</tr>
<tr>
<td>Alone</td>
<td>0.285</td>
<td>0.868</td>
<td>0.33</td>
<td>4.00***</td>
<td>2.51 to 6.37</td>
<td></td>
</tr>
<tr>
<td>3. Transient accommodation</td>
<td>0.119</td>
<td>0.379</td>
<td>0.31</td>
<td></td>
<td>4.74***</td>
<td>1.91 to 11.78</td>
</tr>
<tr>
<td>4. Unsuitability of accommodation</td>
<td>0.136</td>
<td>0.763</td>
<td>0.18</td>
<td></td>
<td>1.95**</td>
<td>1.29 to 2.93</td>
</tr>
<tr>
<td>5. Unsuitability of location of accommodation</td>
<td>0.128</td>
<td>0.759</td>
<td>0.17</td>
<td></td>
<td>1.85**</td>
<td>1.18 to 2.88</td>
</tr>
<tr>
<td><strong>Employment and finances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.218</td>
<td>0.763</td>
<td>0.29</td>
<td></td>
<td>2.60***</td>
<td>1.73 to 3.91</td>
</tr>
<tr>
<td>Employed</td>
<td>0.393</td>
<td>0.815</td>
<td>0.48</td>
<td>*</td>
<td>7.61***</td>
<td>4.52 to 12.82</td>
</tr>
<tr>
<td>7. Main source of income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage</td>
<td>0.334</td>
<td>0.741</td>
<td>0.45</td>
<td>*</td>
<td>5.14***</td>
<td>3.23 to 8.18</td>
</tr>
<tr>
<td>Benefits</td>
<td>0.319</td>
<td>0.808</td>
<td>0.39</td>
<td></td>
<td>4.33***</td>
<td>2.79 to 6.72</td>
</tr>
<tr>
<td>No income</td>
<td>0.046</td>
<td>0.644</td>
<td>0.07</td>
<td></td>
<td>1.96</td>
<td>0.54 to 7.07</td>
</tr>
<tr>
<td>8. Bad financial situation</td>
<td>0.102</td>
<td>0.491</td>
<td>0.21</td>
<td></td>
<td>1.97**</td>
<td>1.25 to 3.11</td>
</tr>
<tr>
<td>9. Poor financial management</td>
<td>0.106</td>
<td>0.839</td>
<td>0.13</td>
<td></td>
<td>1.55*</td>
<td>1.09 to 2.22</td>
</tr>
<tr>
<td>10. Illegal earnings</td>
<td>0.264</td>
<td>0.572</td>
<td>0.46</td>
<td>*</td>
<td>7.45***</td>
<td>3.95 to 14.05</td>
</tr>
<tr>
<td>11. Severe impedance to budgeting</td>
<td>0.068</td>
<td>0.97</td>
<td>0.07</td>
<td></td>
<td>1.37</td>
<td>0.90 to 2.08</td>
</tr>
<tr>
<td><strong>Relationships</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Current poor relationship with family</td>
<td>0.17</td>
<td>0.829</td>
<td>0.21</td>
<td></td>
<td>2.38***</td>
<td>1.52 to 3.71</td>
</tr>
<tr>
<td>13. Current poor relationship with partner</td>
<td>0.054</td>
<td>0.569</td>
<td>0.09</td>
<td></td>
<td>1.82</td>
<td>0.79 to 4.22</td>
</tr>
<tr>
<td>14. Partner has criminal record</td>
<td>0.005</td>
<td>0.185</td>
<td>0.03</td>
<td></td>
<td>1.13</td>
<td>0.54 to 2.38</td>
</tr>
<tr>
<td>15. Evidence of domestic violence</td>
<td>0.113</td>
<td>0.455</td>
<td>0.25</td>
<td></td>
<td>3.22*</td>
<td>1.29 to 8.08</td>
</tr>
<tr>
<td>16. Poor community integration</td>
<td>0.035</td>
<td>0.601</td>
<td>0.06</td>
<td></td>
<td>1.61*</td>
<td>1.10 to 2.35</td>
</tr>
<tr>
<td>17. Easily influenced by criminal associates</td>
<td>0.051</td>
<td>0.247</td>
<td>0.21</td>
<td></td>
<td>2.28*</td>
<td>1.17 to 4.45</td>
</tr>
<tr>
<td><strong>Drugs and alcohol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18. Drug use</td>
<td>0.439</td>
<td>0.767</td>
<td>0.57</td>
<td>*</td>
<td>9.14***</td>
<td>5.84 to 14.32</td>
</tr>
<tr>
<td>19. Main drug used in last 6 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis</td>
<td>0.33</td>
<td>0.797</td>
<td>0.41</td>
<td>*</td>
<td>4.27**</td>
<td>1.43 to 12.76</td>
</tr>
<tr>
<td>Heroin</td>
<td>0.355</td>
<td>0.762</td>
<td>0.47</td>
<td>*</td>
<td>5.83**</td>
<td>1.66 to 20.52</td>
</tr>
<tr>
<td>20. Current drug use</td>
<td>0.176</td>
<td>0.441</td>
<td>0.40</td>
<td>*</td>
<td>5.95***</td>
<td>2.98 to 11.86</td>
</tr>
</tbody>
</table>
Table 152: Agreement between the PCS (external sample) and the NOMS (internal sample) using kappa, corrected kappa and ORs (n = 574) (continued)

<table>
<thead>
<tr>
<th>PCS and NOMS items</th>
<th>$\kappa$</th>
<th>Max. $\kappa$</th>
<th>Corrected $\kappa$</th>
<th>Effect size</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>21. Level of main drug use</td>
<td>0.112</td>
<td>0.496</td>
<td>0.23</td>
<td>2.27**</td>
<td>1.35</td>
<td>3.80</td>
</tr>
<tr>
<td>22. No motivation to tackle drug misuse</td>
<td>0.179</td>
<td>0.902</td>
<td>0.20</td>
<td>2.39***</td>
<td>1.57</td>
<td>3.64</td>
</tr>
<tr>
<td>23. Drug use and obtaining drugs a major activity</td>
<td>0.29</td>
<td>0.907</td>
<td>0.32</td>
<td>3.74***</td>
<td>2.51</td>
<td>5.56</td>
</tr>
<tr>
<td>24. No motivation to tackle alcohol misuse</td>
<td>0.1</td>
<td>0.286</td>
<td>0.35</td>
<td>9.03**</td>
<td>2.40</td>
<td>33.99</td>
</tr>
</tbody>
</table>

**Mental well-being**

<table>
<thead>
<tr>
<th>PCS and NOMS items</th>
<th>$\kappa$</th>
<th>Max. $\kappa$</th>
<th>Corrected $\kappa$</th>
<th>Effect size</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>25. Difficulties coping</td>
<td>0.061</td>
<td>0.35</td>
<td>0.17</td>
<td>1.76*</td>
<td>1.07</td>
<td>2.87</td>
</tr>
<tr>
<td>26. Current psychological problems</td>
<td>0.171</td>
<td>0.393</td>
<td>0.44</td>
<td>*</td>
<td>8.25</td>
<td>3.60 to 18.89</td>
</tr>
<tr>
<td>27. Social isolation</td>
<td>0.117</td>
<td>0.89</td>
<td>0.13</td>
<td>1.67*</td>
<td>1.15</td>
<td>2.42</td>
</tr>
<tr>
<td>28. Recurrent suicidal or self-mutilating behaviour</td>
<td>0.351</td>
<td>0.686</td>
<td>0.51</td>
<td>*</td>
<td>7.16</td>
<td>3.11 to 16.50</td>
</tr>
<tr>
<td>29. Current psychiatric problems</td>
<td>0.246</td>
<td>0.737</td>
<td>0.33</td>
<td>3.82***</td>
<td>2.41</td>
<td>6.06</td>
</tr>
</tbody>
</table>

**Personality and attitudes**

<table>
<thead>
<tr>
<th>PCS and NOMS items</th>
<th>$\kappa$</th>
<th>Max. $\kappa$</th>
<th>Corrected $\kappa$</th>
<th>Effect size</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>30. Poor problem-solving skills</td>
<td>0.12</td>
<td>0.77</td>
<td>0.16</td>
<td>1.90**</td>
<td>1.21</td>
<td>2.97</td>
</tr>
<tr>
<td>31. Pro-criminal attitudes</td>
<td>0.07</td>
<td>0.488</td>
<td>0.14</td>
<td>1.67*</td>
<td>1.00</td>
<td>2.78</td>
</tr>
<tr>
<td>32. Negative attitude towards supervision</td>
<td>0.196</td>
<td>0.61</td>
<td>0.32</td>
<td>3.46***</td>
<td>2.09</td>
<td>5.71</td>
</tr>
</tbody>
</table>

**Items that merit further investigation**

<table>
<thead>
<tr>
<th>PCS and NOMS items</th>
<th>$\kappa$</th>
<th>Max. $\kappa$</th>
<th>Corrected $\kappa$</th>
<th>Effect size</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>33. Negative attitude to education and training</td>
<td>0.098</td>
<td>0.7</td>
<td>0.14</td>
<td>1.98*</td>
<td>1.10</td>
<td>3.56</td>
</tr>
<tr>
<td>34. Main drug used before custody</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heroin</td>
<td>0.365</td>
<td>0.605</td>
<td>0.60</td>
<td>**</td>
<td>11.36</td>
<td>3.91 to 33.05</td>
</tr>
<tr>
<td>Cannabis</td>
<td>0.002</td>
<td>0.346</td>
<td>0.01</td>
<td>1.03</td>
<td>0.19</td>
<td>5.51</td>
</tr>
<tr>
<td>Crack</td>
<td>0.002</td>
<td>0.708</td>
<td>0.00</td>
<td>1.02</td>
<td>0.12</td>
<td>8.72</td>
</tr>
<tr>
<td>35. Ever injected drugs</td>
<td>0.365</td>
<td>0.613</td>
<td>0.60</td>
<td>**</td>
<td>14.88</td>
<td>7.35 to 30.10</td>
</tr>
<tr>
<td>36. Violent behaviour related to drugs</td>
<td>0.418</td>
<td>0.726</td>
<td>0.58</td>
<td>*</td>
<td>7.96</td>
<td>5.10 to 12.44</td>
</tr>
<tr>
<td>37. Violent behaviour related to alcohol misuse</td>
<td>0.523</td>
<td>0.975</td>
<td>0.54</td>
<td>*</td>
<td>10.68</td>
<td>7.00 to 16.29</td>
</tr>
<tr>
<td>38. Poor ability to recognise problems</td>
<td>0.083</td>
<td>0.85</td>
<td>0.10</td>
<td>1.55</td>
<td>1.00</td>
<td>2.41</td>
</tr>
<tr>
<td>39. Problems in achieving goals</td>
<td>0.226</td>
<td>0.897</td>
<td>0.25</td>
<td>3.49***</td>
<td>2.1</td>
<td>5.66</td>
</tr>
<tr>
<td>40. Does not understand other people’s views</td>
<td>0.163</td>
<td>0.793</td>
<td>0.21</td>
<td>2.36***</td>
<td>1.51</td>
<td>3.67</td>
</tr>
<tr>
<td>41. Poor concrete/abstract thinking</td>
<td>0.121</td>
<td>0.957</td>
<td>0.13</td>
<td>2.05**</td>
<td>1.23</td>
<td>3.43</td>
</tr>
<tr>
<td>42. Does not understand motivation</td>
<td>0.017</td>
<td>0.744</td>
<td>0.02</td>
<td>1.11</td>
<td>0.67</td>
<td>1.83</td>
</tr>
</tbody>
</table>

Max., maximum.

*Effect size = moderate, **effect size = substantial, *** effect size = outstanding.

Effect size of 0.40–0.59 is considered moderate; 0.60–0.79 is considered substantial; and ≥ 0.80 is considered outstanding. With the corrected kappas, 18 of the 43 dynamic risk factors had at least moderate effect size. Out of these 18 factors, three had substantial effect size [numbers 2 (parent), 34 (heroin) and 35].
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In addition, ORs and their CIs are provided in the final two columns of Table 152. ORs give an indication of the strength of the relationship between the corresponding PCS and NOMS items. In contrast to the kappa coefficients, all corresponding items were highly related to each other, with the exception of supportive home environment, living with friends, having no income, severe problem with budgeting, current relationship with partner and partner having a criminal record.

Table 153 summarises number of the significant main effects of items for the PCS and NOMS. The relationship between each corresponding item and violent convictions within 1 year was examined separately by sample. Compared with the NOMS sample, the PCS had fewer significant corresponding items associated with violent convictions. The difference in number of significant items between the two data sets might be partly explained by the very large sample size for the NOMS. Seven items that were significant for both the PCS and the NOMS were no income (PCS OR 2.52, 95% CI 1.31 to 4.86, \( p = 0.006 \); NOMS OR 1.21, 95% CI 1.08 to 1.35, \( p = 0.001 \)), poor financial management (PCS OR 2.01, 95% CI 1.16 to 3.49, \( p = 0.013 \); NOMS OR 1.32, 95% CI 1.25 to 1.40, \( p < 0.001 \)), easily influenced by criminal associates (PCS OR 2.39, 95% CI 1.35 to 4.21, \( p = 0.003 \); NOMS OR 1.17, 95% CI 1.09 to 1.25, \( p < 0.001 \)), main drug used (PCS OR 3.97, 95% CI 1.85 to 8.52, \( p < 0.001 \); NOMS OR 1.43, 95% CI 1.34 to 1.54, \( p < 0.001 \)), drug use and obtaining drugs a major activity (PCS OR 2.18, 95% CI 1.38 to 3.44, \( p = 0.001 \); NOMS OR 0.94, 95% CI 0.88 to 0.99, \( p = 0.024 \)), poor problem-solving skills (PCS OR 3.35, 95% CI 1.49 to 7.51, \( p = 0.003 \); NOMS OR 1.45, 95% CI 1.37 to 1.54, \( p < 0.001 \)) and pro-criminal attitudes (PCS OR 3.23, 95% CI 1.82 to 5.75, \( p < 0.001 \); NOMS OR 1.36, 95% CI 1.25 to 1.48, \( p < 0.001 \)).

Several factors were found to be protective for the NOMS sample in terms of having negative associations with violent reoffending: presently living at home (OR 0.83, 95% CI 0.78 to 0.88; \( p < 0.001 \)) or in a hostel (OR 0.55, 95% CI 0.45 to 0.67; \( p < 0.001 \)), living with either a parent (OR 0.89, 95% CI 0.84 to 0.95; \( p < 0.001 \)), a relative (OR 0.88, 95% CI 0.81 to 0.95; \( p = 0.001 \)), a partner (OR 0.64, 95% CI 0.60 to 0.69; \( p < 0.001 \)) or alone (OR 0.91, 95% CI 0.85 to 0.98; \( p = 0.015 \)), being employed (OR 0.78, 95% CI 0.72 to 0.84; \( p < 0.001 \)), having a wage (OR 0.92, 95% CI 0.86 to 0.99; \( p = 0.022 \)), living off illegal earnings (OR 0.75, 95% CI 0.70 to 0.80; \( p < 0.001 \)), using heroin in the past 6 months (OR 0.85, 95% CI 0.79 to 0.92; \( p < 0.001 \)) and obtaining drugs a major activity (OR 0.94, 95% CI 0.88 to 0.99; \( p = 0.024 \)). Unlike the NOMS sample, no significant protective factors were identified in the PCS sample.

After examining the main effects, interactions were finally included in a model that included both corresponding dynamic items from both data sets. For example, the PCS item and NOMS item for independent housing and an interaction term [independent housing × sample type (e.g. PCS or NOMS)] was inserted into a model. The aim of the interaction term was to determine whether or not a specific dynamic risk factor was significantly different in one sample from the other. If the interaction term was non-significant, this meant that the individual items that represent the dynamic risk factor were

<table>
<thead>
<tr>
<th>Table 153</th>
<th>Summary of the numbers of significant main effects in each domain for the PCS and NOMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain</strong></td>
<td><strong>Total number of items</strong></td>
</tr>
<tr>
<td>Accommodation</td>
<td>12</td>
</tr>
<tr>
<td>Employment and finances</td>
<td>9</td>
</tr>
<tr>
<td>Relationships</td>
<td>6</td>
</tr>
<tr>
<td>Drugs and alcohol</td>
<td>8</td>
</tr>
<tr>
<td>Mental well-being</td>
<td>5</td>
</tr>
<tr>
<td>Personality and attitudes</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>43</strong></td>
</tr>
</tbody>
</table>
similar across the two samples. The analysis revealed that 33 out of the 43 interaction effects were non-significant, meaning that the individual items were similar between the two groups. Factors that were different from each other and which therefore had a significant interaction term were cohabiting with a relative ($p = 0.036$) or partner ($p = 0.042$), main source of income benefits ($p = 0.002$), no income ($p = 0.029$), illegal earnings ($p = 0.040$), drug use ($p = 0.009$), drug use and obtaining drugs a major activity ($p < 0.001$), social isolation ($p = 0.022$) and having a pro-criminal attitude ($p = 0.004$).

**Discussion**

We validated the dynamic risk factors that we had previously identified in the PCS data set by using proxy dynamic factors from the OASys in the NOMS data set. Initially, 32 items were selected as probable corresponding dynamic risk factors. These were selected because they showed a moderate level of similarity between items and across samples. The similarity between items was demonstrated by the kappa coefficients and the ORs, whereas the similarity across samples was supported by the interaction terms. Although the proxy items identified in the external validation sample (NOMS) were similar to the items in the internal validation sample (PCS; according to the ORs), not all of the relationships between 1-year violence and the dynamic risk factors were similar across the samples. However, most translated across the samples.

Protective factors were also identified; however, some of these factors, although they were protective against 1-year violence, were not conducive to pro-social skills in an offender and well-being. For example, it would be inappropriate to encourage released prisoners to obtain illegal earnings and use heroin for the sake of decreasing their risk for violence. These findings probably indicated that living off illegal earnings and heroin use were risk factors for other types of offending behaviour and that released prisoners who engaged in these particular criminal activities during the follow-up period were less likely to be violent. However, these possibilities cannot be confirmed from the analysis carried out in this study.

The inconsistency between the two samples in terms of significant dynamic risk factors may be attributable to the characteristics of the internal validation sample. Compared with the external validation sample, the internal validation sample had low power. This may explain why the majority of the associations found between the dynamic risk factors and 1-year violence were significant in the external sample. Because the PCS also contained items found in the OASys, it was thought that the NOMS data set was the best available sample to validate on. Informed by the interaction terms, these dynamic risk factors seem promising and the next study will conduct further external validation.

**Study 2: second external validation of interactions between static and dynamic risk factors for violence**

**Objectives**

The primary aim of this study was to externally validate the 32 dynamic risk factors using static risk levels. The specific objectives were to:

1. investigate the level of agreement between the PCS and the NOMS dynamic risk items
2. investigate the strength of the relationship between each dynamic risk factor and violence
3. investigate whether or not the NOMS items were similar to the corresponding PCS items in their associations with violence.

**Methods**

The present study used similar methods to those in the previous study. The data sets included phase 2 of the PCS ($n = 991$) (only 991 of 1004 respondents in the PCS phase 2 were included in this particular study because they had complete information for the PIV measure) and the NOMS ($n = 52,808$ because of listwise deletion). The outcome measure for this study was violent convictions within 1 year obtained from
PNC. The samples, which were combined to form one data set, were then stratified according to risk level. The total sample included 53,799 individuals.

To determine risk level, the PIV (see Chapter 17, Study 1) was used to separate the combined sample at three cut-off points: 0 = low risk (PCS n = 547; NOMS n = 25,007; total n = 25,554), 1 = medium risk (PCS n = 166; NOMS n = 11,466; total n = 11,632) and 2 = high risk (PCS n = 278; NOMS n = 16,335; total n = 16,613).

The main effects for each sample (PCS or NOMS) were examined within each risk level. Subsequently, an interaction term was included into a model with both the main effects (dynamic risk factor for PCS and NOMS) to determine whether or not the relationship between the risk factor and violence was significantly different between the samples.

**Results**

Table 154 summarises the numbers of significant main effects and non-significant interaction effects by domain and risk level.

**Low-risk group**

Because of stratification, there was less power in the PCS and some main effects were not estimated. For example, within cohabitation, the main effects for living with a relative and living alone were absent. Within the PCS, a total of seven factors only were significantly related to violence: current drug use (OR 13.76, 95% CI 1.76 to 101.36; \( p < 0.001 \)) followed by evidence of domestic violence (OR 13.16, 95% CI 2.24 to 77.15; \( p < 0.01 \)), illegal earnings (OR 10.81, 95% CI 2.67 to 43.77; \( p < 0.001 \)), poor financial management (OR 10.00, 95% CI 2.17 to 46.13; \( p < 0.01 \)), drugs a major activity (OR 6.48, 95% CI 2.45 to 17.16; \( p < 0.001 \)), unsuitability of accommodation (OR 10.00, 95% CI 2.12 to 12.18; \( p < 0.01 \)) and lack of motivation to tackle drug misuse (OR 3.28, 95% CI 1.04 to 10.30; \( p < 0.05 \)). Drugs as a major activity was a significant risk factor for the PCS sample but not for the NOMS sample. Illegal earnings was a risk factor for violence in the PCS sample but it was a significant protective factor in the NOMS sample (PCS OR 10.81 vs. NOMS OR 0.63; \( p < 0.001 \)).

Many of the dynamic risk factors were significantly associated with violence within the NOMS sample. Thirty-two of the 43 dynamic items were salient. Within the accommodation domain, 9 out of 12 items were significant and four of these were protective factors. Within this domain the strongest risk factor was the unsuitability of accommodation (OR 1.52, 95% CI 1.36 to 1.70; \( p < 0.001 \)) and the strongest protective factor was living with a relative (OR 0.81, 95% CI 0.69 to 0.95; \( p = 0.001 \)). Eight of the nine dynamic factors within the employment and finances domain were significantly related to violence. This was in contrast to the PCS sample in which only two of the nine dynamic factors were significantly related to violence. Two of these dynamic factors were protective: being employed (OR 0.81, 95% CI 0.70 to 0.94; \( p = 0.004 \)) and having illegal earnings (OR 0.63, 95% CI 0.54 to 0.74; \( p < 0.001 \)). The two strongest risk factors within the employment and finances domain were being on benefits (OR 2.04, 95% CI 1.83 to 2.28; \( p < 0.001 \)) and having no income (OR 1.46, 95% CI 1.19 to 1.80; \( p < 0.001 \)).

Within the relationships domain, four of the six dynamic factors were significant and they were all risk factors: evidence of domestic violence (OR 2.10, 95% CI 1.88 to 2.36; \( p < 0.001 \)), poor current relationship with partner (OR 2.07, 95% CI 1.82 to 2.35; \( p < 0.001 \)), poor current relationship with family (OR 1.78, 95% CI 1.57 to 2.02; \( p < 0.001 \)) and poor community integration (OR 1.45, 95% CI 1.29 to 1.64; \( p < 0.001 \)). Four out of eight items were significant in the drugs and alcohol domain and served as risk factors. The strongest risk factor was using cannabis in the last 6 months (OR 2.01, 95% CI 1.71 to 2.36; \( p < 0.001 \)). For mental well-being, all dynamic factors were significant, with having difficulties with coping being the strongest risk factor (OR 2.08, 95% CI 1.84 to 2.35; \( p < 0.001 \)). Finally, two of the three factors within the personality and attitudes domain were salient, with negative attitudes towards supervision having the strongest association (OR 1.59, 95% CI 1.37 to 1.85; \( p < 0.001 \)).
### TABLE 154 Summary of the numbers of significant dynamic factors and items and non-significant interactions in each domain for the low-, medium- and high-risk levels ($n = 53,799$)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Total number of items</th>
<th>Low risk</th>
<th>Medium risk</th>
<th>High risk</th>
<th>Non-significant interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PCS</td>
<td>NOMS</td>
<td>PCS</td>
<td>NOMS</td>
</tr>
<tr>
<td>Accommodation</td>
<td>12</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Employment and finances</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Relationships</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Drugs and alcohol</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Mental well-being</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Personality and attitudes</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>42</td>
<td>7</td>
<td>32</td>
<td>23</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25</td>
<td>25</td>
<td>35</td>
<td></td>
</tr>
</tbody>
</table>
After including the interaction terms, 28 of the 43 factors were similar across the samples. Specifically, six of the factors were similar within the accommodation domain, seven were similar within the employment and finances domain, five were similar within the relationships domain, two were similar within the drugs and alcohol domain, five were similar within the mental well-being domain and three were similar within the personality and attitudes domain.

Medium-risk group
For the medium-risk group, the PCS sample had only one risk factor: living with a relative (OR 4.29, 95% CI 1.02 to 18.12; \( p = 0.048 \)). In contrast, living with a relative served as protective factor in the NOMS sample (OR 0.74, 95% CI 0.62 to 0.87; \( p < 0.01 \)). The interaction term for this model was significant, meaning that the relationship between living with a relative and violence was significantly different between the samples.

For the NOMS sample, 23 items were significantly related to violence, of which nine were protective and 14 were risk factors. Within the accommodation domain, unsuitability of accommodation was a risk factor (OR 1.19, 95% CI 1.05 to 1.34; \( p = 0.005 \)), whereas the strongest protective factor was living with a parent (OR 0.81, 95% CI 0.72 to 0.92; \( p = 0.001 \)). Nine of these factors were similar across samples and, because of low power in the PCS, two interaction terms were unavailable.

Two risk factors and one protective factor were identified within the employment and finances domain. Being unemployed (OR 1.17, 95% CI 1.03 to 1.34; \( p = 0.018 \)) and on benefits (OR 1.43, 95% CI 1.27 to 1.60; \( p < 0.001 \)) predicted violence within 1 year, whereas living on illegal earnings was protective against violence (OR 0.60, 95% CI 0.51 to 0.69; \( p < 0.001 \)). Although there were significant relationships for NOMS, all of the interactions were non-significant, meaning that these items did not vary across samples.

For relationships, the strongest risk factor for the medium-risk group was a poor current relationship with a partner (OR 1.56, 95% CI 1.35 to 1.80; \( p < 0.001 \)). Being easily influenced by criminal associates, however, was protective for violent convictions (OR 0.84, 95% CI 0.73 to 0.97; \( p = 0.015 \)). The interactions for each of these factors across samples were non-significant.

In the drugs and alcohol domain, four protective factors were significantly related to violence. The strongest association was with current drug use (OR 0.84, 95% CI 0.73 to 0.97; \( p = 0.017 \)). Two risk factors within this domain significantly predicted violence: cannabis use within the last 6 months (OR 1.56, 95% CI 1.34 to 1.81; \( p < 0.001 \)) and poor motivation to tackle alcohol misuse (OR 1.99, 95% CI 1.77 to 2.23; \( p < 0.001 \)). Five of the eight factors were similar across samples, as indicated by their non-significant \( p \)-values.

All five dynamic factors within mental well-being were significant and were risk factors. The strongest risk factor was having difficulties with coping (OR 1.55, 95% CI 1.35 to 1.78; \( p < 0.001 \)). The interaction terms for four of these factors were non-significant. The fifth factor estimate was not obtained because of low power in the PCS. For the personality and attitudes domain, problem-solving was the only salient risk factor (OR 1.19, 95% CI 1.06 to 1.34; \( p = 0.003 \)). However, all three factors were similar across the samples.

High-risk group
Two risk factors were the only salient factors found for the high-risk PCS sample. Having no income (OR 2.65, 95% CI 1.13 to 6.26; \( p = 0.026 \)) and pro-criminal attitudes (OR 4.38, 95% CI 1.81 to 10.62; \( p = 0.001 \)) predicted violence within 1 year.

The high-risk group in the NOMS sample were at risk for violence if they had transient accommodation (OR 1.10, 95% CI 1.01 to 1.19; \( p = 0.035 \)), unsuitable accommodation (OR 1.15, 95% CI 1.06 to 1.25; \( p = 0.001 \)) or an unsuitable location of accommodation (OR 1.12, 95% CI 1.03 to 1.22; \( p = 0.005 \)), whereas they were protected from violence if they were living with their partner (OR 0.68, 95% CI 0.62 to 0.75; \( p < 0.001 \)) or were living in a hostel (OR 0.53, 95% CI 0.39 to 0.73; \( p < 0.001 \)). However,
all interaction terms in the accommodation domain were non-significant with the exception of unsuitability of location of accommodation.

In the NOMS sample, if a high-risk released prisoner was unemployed (OR 1.13, 95% CI 1.03 to 1.25; p < 0.014) or on benefits (OR 1.35, 95% CI 1.25 to 1.47; p < 0.001), this increased his/her risk for violence. Illegal earnings, however, was a protective factor (OR 0.64, 95% CI 0.59 to 0.71; p < 0.001). Seven of the nine factors were similar across samples and this was exclusive of being on benefits.

In the relationships domain, a current poor relationship with family (OR 1.35, 95% CI 1.23 to 1.49; p < 0.001) or with a partner (OR 1.27, 95% CI 1.14 to 1.41; p < 0.001), evidence of domestic abuse (OR 1.29, 95% CI 1.18 to 1.40; p < 0.001) and poor community integration (OR 1.17, 95% CI 1.07 to 1.26; p < 0.001) also increased the risk for violence within this group. For the drugs and alcohol domain, a total of two risk factors and four protective factors were significant in this group. The strongest risk factor was lack of motivation to tackle alcohol abuse (OR 2.03, 95% CI 1.87 to 2.20; p < 0.001) and the strongest protective factor was a high level of main drug use (OR 0.85, 95% CI 0.79 to 0.92; p < 0.001).

All factors were significant within the mental well-being domain in the NOMS high-risk sample. Each of these factors served as a risk factor, with difficulties with coping being the strongest risk factor (OR 1.40, 95% CI 1.27 to 1.54; p < 0.001). For the personality and attitudes domain, risk factors in the NOMS high-risk group included poor problem-solving skills (OR 1.17, 95% CI 1.08 to 126; p < 0.001) and a negative attitude towards supervision (OR 1.10, 95% CI 1.00 to 1.20; p = 0.039). The remainder of the interaction terms were non-significant, with the exception of pro-criminal attitudes.

Discussion
Within each risk group classified according to low, medium or high static risk, the external validation showed that the majority of the NOMS items did not differ from the PCS items across the groups. However, for some items it was not possible to determine similarity across samples because the internal sample had low power following stratification into risk groups. In addition, few significant risk and protective factors were identified in the internal sample compared with the external sample. The primary limitation of this study was, therefore, the relatively small internal validation sample size.

Nevertheless, despite the small sample size for internal validation, both NOMS and PCS items performed similarly across the groups. Our study provides supporting evidence that items from the PCS are applicable for use in a different sample and for different risk groups.

Factors relevant to violence in the short term (convictions in the 12 months following release) varied between the groups, particularly within the external validation sample. The direction of these factors, however, remained the same in each risk group. For example, being on benefits was a risk factor for violence in each risk group. Although the factors varied in their level of association between groups, similar factors were identified. For all three risk groups, living with a partner and living on illegal earnings were protective of violence. Fourteen similar risk factors were identified across the risk groups: having unsuitable accommodation, being unemployed, being on benefits, having a current poor relationship with family, having a current poor relationship with a partner, evidence of domestic abuse, using cannabis in the last 6 months, having no motivation to tackle alcohol misuse, having difficulties with coping, having current psychological problems, having current psychiatric problems, social isolation, having recurrent suicidal thoughts and having poor problem-solving skills. A strong risk factor common to all groups was problems with mental well-being. Within this domain, all items were significantly predictive of short-term violence. We have previously demonstrated the importance of symptoms of psychosis and anxiety disorder in Section A, Chapter 3, Study 1.

For the medium- and high-risk groups, use of drugs was protective of violence. This highlights the fact that, despite the highly unfavourable nature of certain risk factors and their association with other types of offending behaviour, they may be protective for violence. However, it is important to put these factors into
context. Preoccupation with drugs might be protective of violence because the individual is less likely to
become violent when using drugs, for example when heavily intoxicated with opiates on a regular basis.
On the other hand, some offenders may become involved in violent altercations in drug deals.

These findings indicate the importance of identifying dynamic risk factors that are associated with different
offending outcomes, for example acquisitive crimes, drug offences, robbery and those offences specific to
violence. However, the next stage of investigation following the confirmation that these risk factors can be
used in different samples is to identify which factors are causal. Douglas and Skeem have suggested that
interpersonal relationships, impulsivity, negative affect, particularly anger, antisocial attitudes, psychosis,
treatment alliance and adherence and substance use problems are highly important to future investigation
of causality, corresponding to our findings. However, we have additionally identified the importance of
poor mental health as a key component for further investigation.
Section E  Development of a multistage, multimodel system for risk assessment and management of offending behaviour using Bayesian networks
Chapter 20 Development of a Bayesian network for the risk management of violent prisoners

Background

Context
Contemporary violence risk assessment tools such as the HCR-209 or Violence Risk Scale (Wong S, Gordon A. The Violence Risk Scale. Saskatoon, SK: University of Saskatchewan; 1999–2003: unpublished manuscript) offer a structured alternative to a purely clinical assessment of an offender’s or a forensic mental patient’s level of risk of future violence. Functioning as they do on predictive efficacy (i.e. the power of the tool to predict future violent outcome based on an empirically derived base of risk-related items) they suffer from the dual restrictions of both not attending to causal pathways to violence and an inherent limitation or ‘ceiling’ in their predictive power with samples other than that used for the initial creation/validation.8

Further, and more importantly in a climate where clinical time and expertise are at a premium to services, instruments intended for the assessment of violence risk do not necessarily contribute directly to the management of the risk they assess. They may do so in a broad sense, that is, indicating that some interventions may be more beneficial in reducing future violence for those in a high-risk group of offenders than those in a low-risk group (and vice versa). However, specific recommendations about management and – perhaps more importantly – a causal explanation for these recommendations cannot be inferred from an instrument designed primarily to guide risk assessment.

In this chapter we describe the underpinning theory, construction and initial validation of a prototype causally based decision support tool for the management of violence risk among released prisoners using Bayesian networks.435 Chapter 21 applies a similar concept and methodology to the creation of a risk management tool for discharged forensic prisoners, who are likely to be at risk of violence but who have potentially different causal drivers for their violence from prisoners and hence require different management strategies. Chapter 22 then describes a clinical utility pilot performed with clinicians from different disciplines to gather initial opinions about the potential utility and applications of the approach adopted here in the management of offenders and forensic patients.

Bayesian networks

Bayesian networks, sometimes also called belief networks or causal probabilistic networks, are graphical models that encode the probabilistic relationships among variables of interest. The term ‘Bayesian’ comes from the reliance on Bayes’ theorem for calculating probabilities. The Bayes’ rule is nothing more than a simple equation that specifies how to calculate conditional probabilities.436 They are also called networks because of the directed graph that each Bayesian network represents, with nodes representing variables (which can rely on data and/or expert judgements) and arcs representing causal/influential relationships between variables. Bayesian probability provides a way for rational real-world reasoning. It reflects knowledge, which can be personal or based on hard evidence, and any belief about uncertainty is assumed to be provisional on experience or data gained to date; this is what we call prior probability. Prior probability is then updated by new experience or data to provide a new disposition about the uncertainty; this is known as posterior probability.
However, probability is not only about numbers, but also about causal reasoning. This is where networks become useful. One of the main reasons why Bayesian probability has gained in popularity is because Bayes’ theorem supports reasoning about causal propositions.

Bayesian networks may be used to identify relationships in the data. However, in this study, causal relationships between variables of interest (i.e. the causal network structure) are solely determined by clinical judgement. The Bayesian network is given this predetermined structure as an input for causal analysis.

Some important advantages of Bayesian networks over the standard statistical regression techniques used within this area of research are:

1. In a Bayesian network, inference propagates through a (causally) structured variable network (Figures 9 and 10), as opposed to typical linear regression techniques (Figure 11).
2. Inference can be performed from cause to effect, as in standard predictive models (e.g. inferring from association between a disease and a test result), but unlike other approaches inference can also be performed from effect to cause (e.g. measuring the risk of actually having the disease after having observed a positive test result).
3. This unique capability (i.e. inferring from effect to cause) provides radically improved decision support as it enables extensive ‘what if’ analysis. Figures 9 and 10 demonstrate how prior probabilities are updated to posterior probabilities after having observed evidence for three of the network variables, whereas Figure 12 demonstrates how each unobserved variable is ranked, in terms of sensitivity (or impact), to the specified target variable (in this case violence).

Causal inference allows for specific risk factors to be targeted for causal intervention for risk management of future reoffending and this makes the model useful in terms of answering complex clinical questions that are based on unobserved evidence. We assume that the interventions causally manipulate (rather than correlate with) specific risk factors. This is the standard assumption for interventions within a Bayesian network framework. Targeted risk factors for intervention have been identified on the basis of clinical judgement. As a result, when indicating an intervention in the Bayesian network, the model takes into consideration the current risk profile of an individual and simulates how the specified intervention is expected to affect the targeted risk factor. Furthermore, it accounts for how the targeted risk factor will further affect other variables within the network and which may be directly or indirectly linked to (and therefore influence) the risk of violence. Figure 12 demonstrates how violence risk management is performed by measuring the impact of different interventions for an individual case.

Although Bayesian probability has been around for a long time, it is only in the last decade or so that efficient algorithms and tools that use them have been developed to enable propagation of inference in Bayesian networks. As a result, there has been a recent explosion of interest in Bayesian networks, which have now become powerful tools for decision support systems. Bayesian networks are increasingly...
FIGURE 11 A standard statistical regression model.
recognised as a potentially powerful solution to complex risk assessment problems and have already been employed to model knowledge with success in many different fields such as computational biology and bioinformatics, engineering, computer science, artificial intelligence and machine learning, law, gaming, sports sciences and gambling, natural sciences, medicine and image processing.

Objectives

The objectives of this study were to:

1. outline a methodology for the development of a Bayesian network for the management of violence risk in released offenders
2. utilise this method to model violence risk for prisoners in a Bayesian network
3. further develop the network to incorporate interventions and outcomes
4. examine preliminary evidence for the predictive efficacy of the Bayesian network as a risk assessment measure
5. model potential risk management interventions, such as treatment programmes, within the Bayesian network and explore the evidence for their performance in risk reduction.

Methods

Sample
The sample used for the creation and learning of the Bayesian network was the PCS, described in detail in Section D. The sample included 953 prisoners (778 men and 175 women) assessed after release into the community.

Network structure and specification
The method used for the creation of the Bayesian network for the management of violence risk was expert knowledge elicitation. This method has additional advantages over, for example, data-based learning alone as it allows for greater efficiency of design and parameterisation and greater parsimony of model design.
To apply this method, initially, a review of the literature on risk factors for violence was conducted. A ‘domain expert’ in the field (MF) was paired with a decision scientist (AC) and the decision scientist elicited knowledge from the expert that would enable the construction of the Bayesian network using AgenaRisk software (AgenaRisk Professional version 6.1, Agena, Cambridge, UK). A second clinical expert (JC) was closely involved in the process and provided additional input into the structure of the network, reviewing it at key points in the development. Although it is possible for individual research papers within the literature to demonstrate conflicting evidence, the domain experts considered this information as a whole and attempted to reach a consensus regarding the structure of the network.

To ensure that the experts agreed on the structure of the model, as well as the variables considered for inference, elicitation of expert knowledge was performed over an extensive iterative process between the clinical experts and the decision scientist, whereby the structure of the network was subjectively validated by examining how observations of one node were influencing inferences of another node. The network was built in seven separate domains, each corresponding to an area that could have a potential plausible link to future violence in released prisoners. Each component was then realised individually in terms of nodal structures (subnetworks), which were then connected via causal relationships that might exist between networks (e.g. substance misuse influencing mental illness).

The seven components for which subnetworks were developed are listed below.

1. **Criminal attitude** This domain encompassed attitudes, dispositions and behaviours that may have positively influenced an individual’s involvement in general crime, which has been linked by a plausible causal process to a greater likelihood of a violent lifestyle because of the necessity of operating outside the scope of the law.\(^{183,453}\)

2. **Personality disorder and psychopathy** Several personality disorders, including ASPD and BPD, have been linked to violent behaviour and include traits that could be causal drivers of violence, such as impulsivity.\(^{454}\)

3. **Socioeconomic and rehabilitation factors** Low or unstable socioeconomic status has been associated with violent crime, but causally only in the case of acute stress (e.g. the stress of being made homeless) or in the context of a general ‘strain theory’, by which violence can be explained as the product of multiple overlapping stressors on an individual. From a preventative perspective, evidence shows that protective factors such as stable intimate relationships and appropriate supervised living circumstances for prisoners and patients nearing discharge are important factors in preventing violence.\(^{19,348}\)

4. **Mental illness** Other studies within this project have considered the ‘intricate’ link between mental illness and violence,\(^{112}\) but also the possibility of causal relationships between specific symptoms and short-term violent outcome (see Section B).\(^{263,291}\) Therefore, our approach here was to model mental illness in terms of symptoms rather than diagnostic categories.

5. **Substance misuse** Substance misuse has been found to increase the risk of violence by up to four times in most populations, particularly in individuals suffering from existing mental illness.\(^{383}\) The relationship between substance abuse and violence may be causative in the sense that some stimulants directly increase aggressive or violent behaviour through their psychopharmacological action;\(^{455}\) substance abuse or dependency stimulates acquisitive violence to fund addictive habits; or use of illegal substances implies involvement in social systems where violence is more likely.\(^{456}\)

6. **Treatment response** Poor adherence or response to treatment in individuals with severe mental illness is known as a risk factor for violence.\(^{457}\) The treatment response component is represented by two factors: (1) the responsiveness to any given treatment and (2) the risk of refusing or failing to attend any given therapy.

7. **Violence and static risk** This component contained established static risk predictors featured in other models. They were not intended to be causal structures (although it is possible that age and sex have some complex causal connection to particular crimes), but rather to provide improved accuracy in situations in which limited information about the preceding six components was available to the clinician, that is, the network would always offer a risk assessment ‘as good as any other measure’.
This was an iterative process and so after an initial, a priori model specification, the network was revised and simplified to reflect causal associations between variables and with violence. Once a final specification had been established, the model was parameterised (i.e. theoretical variables in the causal structure were matched to existing variables within the learning data set) to pair models in the network with those in the PCS sample. After the initial model specification, a simplification process was applied to remove redundant nodes and clarify the structure. Similarly, the parameterisation process may have meant that some theoretical nodes could not be parameterised (e.g. aggression) and therefore served as definitional/synthetic or latent variables inferred from other nodes that could be parameterised to variables within the data set, which would require a further iteration of the model. This process is outlined in Figure 13.

The full parameterisation of the model based on PCS variables is reproduced in Appendix 11.

**Example of network specification and parameterisation**

As an example of the network specification (design) and parameterisation process, we used the example of personality disorder. As described in Chapter 4, personality disorders show a complex link with violence, dependent on the nature of the disorder and comorbidity. At its most simplistic, however, the relationship can be modelled as simple prediction, as shown in Figure 14, whereby one large latent variable (personality disorder) is related to violence in an unspecified fashion. This is the first step in the construction of the component and tells us little about causal structure or inference.

In the second iterative step (Figure 15), the component was iterated such that particular personality disorders with specific traits shown to have a link to violence (criminality, anger, impulsivity, aggressiveness), such as ASPD and BPD, are present in the model to elaborate the specific nature of the relationship between personality disorder and violence.

In the third iteration (Figure 16), the model is further elaborated to include hypothesised causal drivers for the variables themselves, including childhood antecedents of personality disorder and intersections with variables from other domains. Some variables were further differentiated at this point to increase the heuristic potential for the network, for example psychopathy was differentiated into ‘factor 1’ (callous interpersonal style and shallow affect) psychopathy, which has been causally related to poor treatment outcome because of deficient emotional learning abilities, and ‘factor 2’ (impulsivity and antisocial lifestyle) psychopathy, which is associated with ASPD.

---

**FIGURE 13** Iterative model design process for the Decision Support for Violence Management in Prisoners Bayesian network.
Finally, in a fourth step (Figure 17) the model was parameterised based on available data. When data were not available for a particular node (e.g. aggression, for which no direct measurement existed in the learning data set), it was replaced with a definitional/synthetic or latent concept indicated as a ‘danger level’. In the case of aggression, the aggression ‘danger level’ took information from both the personality disorder and the criminal attitude components and was measured based on the variables impulsivity (with parent nodes ASPD and BPD) and violent thoughts (with parent nodes anger post treatment and
victimisation). Violent thoughts in this model were measured as present or absent whereas impulsivity was measured on an ordinal scale of 0–2 depending on severity. The model considers maximum risk to be when violent thoughts are present in conjunction with an impulsivity score of 2 and minimum risk to be when violent thoughts are absent in conjunction with an impulsivity score of 0.

**Assessment of predictive validity for violence**

Once the network had been constructed, parameterised and ‘learned’ with the PCS data set, its ability to accurately predict violence in the released prisoner data set was assessed using the AUC statistic of a ROC curve.

The performance of the Decision Support for Violence Management in Prisoners (DSVM-P) was then assessed relative to that of other commonly used risk assessments rated in the study sample, such as the HCR-20, VRAG and PCL-R. Somer’s $d$ statistic was used to calculate significant differences between AUC values.

Although a naturalistic study of the risk management (intervention efficacy) aspect of the DSVM-P was not within the remit of this project, we were able to perform a sensitivity analysis of the available data on the effects of interventions performed in prison on future commission of violence. These were presented as reductions in the percentage chance of reoffending following intervention, assuming varying degrees of compliance on the behalf of the offender.

Analysis was conducted using AgenaRisk 6.1, R version 3 for Windows (The R Foundation for Statistical Computing, Vienna, Austria) and Stata SE for Windows version 13.1.

**Results**

**Network layout**

A simplified topography of the overall design of the completed Bayesian network for violence, the DSVM-P, is given in Figure 17; the full version of this model is available in Constantinou et al. The layout shows the interconnecting nodes for the causal/predictive model but excludes the detail of the modelling of treatment efficacy.

**Efficacy as a violence risk assessment tool**

Table 155 shows the performance of the DSVM-P in comparison to the performance of other risk assessment instruments when calculated using the PCS sample. The models in this table are based on a ‘10-fold’ model of cross-validation whereby predictive accuracy for 10% of the cases in the sample is repeated for the other nine blocks of 10% of cases and then mean AUC values are compared.

The results show that the DSVM-P outperformed the three alternative risk assessment tools within the PCS sample with a high degree of significance.

**TABLE 155** Predictive validity of existing risk assessment instruments and the DSVM-P using the PCS validation sample

<table>
<thead>
<tr>
<th>Risk assessment instrument</th>
<th>AUC</th>
<th>95% CI</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSVM-P</td>
<td>0.790</td>
<td>0.755 to 0.822</td>
<td>Reference</td>
</tr>
<tr>
<td>VRAG</td>
<td>0.717</td>
<td>0.682 to 0.753</td>
<td>0.004</td>
</tr>
<tr>
<td>PCL-R</td>
<td>0.665</td>
<td>0.627 to 0.703</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>HCR-20</td>
<td>0.665</td>
<td>0.626 to 0.704</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
Evidence for the efficacy of interventions

We subsequently used the DSVM-P to model the expected reduction in the risk of violence for each intervention introduced: psychiatric treatment, anger management, drug misuse treatment and alcohol misuse treatment. This was carried out using sensitivity or ‘what if’ analysis modelling: the probability of violence occurring; the probability of violence occurring during the following 5 years (i.e. time at risk = 1825 days); observable active symptoms for the intervention under analysis; and observable inactive symptoms for the remaining three interventions (with all of the other model factors unknown).

Assuming no intervention (i.e. no treatment/therapy), the results show that psychotic symptoms generate a considerable higher risk for violence (i.e. 42.85%) than hazardous drinking, drug use and anger. When the offender undertakes an intervention (e.g. psychotropic medication), the results suggest little difference between partial responsiveness and full responsiveness to treatment over all four interventions and show that psychiatric treatment can be very effective, with a 42.88% relative reduction in the risk of violent reoffending, followed by alcohol treatment, with a relative risk reduction of 24.43%. However, drug treatment and anger management were less effective (when assuming observable active symptoms only for the intervention under analysis). However, results relating to anger management should be interpreted with caution because of the temporal unreliability of the ‘state’ model used to measure anger levels in sample participants (i.e. the STAXI – state scale427).

Conclusion

In this chapter we have presented the methodology for and preliminary validation of a prototype decision support measure for forensic clinical and criminal justice decision-makers using a Bayesian network. The network included seven components, each relating to a different domain of potential causes for violence, and was learned with an existing data set based on 953 released prisoners. The model showed good predictive efficacy of future violence, outperforming actuarial and SPJ risk assessment tools by 8–9%, which is suggestive of a conceptually valid network. Additionally, it was able to successfully model the impact of interventions conducted within the prisoner sample and vary these dependent on individual prisoners’ engagement and responsivity.

The key potential benefits of the DSVM-P Bayesian network are:

1. It allows for specific risk factors to be targeted for causal intervention for risk management of future reoffending. This makes the model useful in terms of answering complex clinical questions that are based on unobserved evidence.
2. It generates both binary (i.e. yes/no) and multinomial (i.e. expected number of violent convictions) predictive distributions for future violence. Thus, it is able to identify not only those at high risk of violence in the short term but also those at risk of prolific violence in the longer term.
3. It allows flexibility with model inputs because of the Bayesian network framework; it does not require complete information to make a useful prediction.
4. Inference within a Bayesian network propagates through a structured variable network so that inference can be performed from cause to effect as in standard predictive models but, unlike other approaches, can also be performed from effect to cause. This unique capability provides radically improved decision support as it enables the prediction of variables other than violence as the ‘outcome’ of the modelling process.
5. If required (i.e. in future studies or when the DSVM-P is learnt with a different data set), expert knowledge can be easily incorporated for factors that are important for prediction but which are not represented in a validation or ‘learning’ data set.

Limitations

This study had some limitations. Primarily, the DSVM-P was intended to be a decision support tool for professionals working with offenders, but its efficacy cannot be evaluated fully without, first, further
development so that the software is usable outside of the AgenaRisk environment and, second, a subsequent trial with ‘live’ cases using a prospective study design, probably against a comparable risk assessment measure. Further suggestions in this regard are detailed in Chapter 23.

The validation study presented above also suffers from two significant restrictions. First, AUCs reported on the whole development sample are likely to be optimistic, especially as the model was optimised for the sample on which it was developed, in which case running the danger of overfitting the model. However, when performing a 10-fold cross-validation the AUC score decreased only slightly, which is not suggestive of model overfitting and suggests that the predictive accuracy of the DSVM-P is expected to be very good for other similar data samples.

Second, other ‘traditional’ risk assessment tools based on predictive models have shown promising validity with their initial validation sample only to find that their predictive efficacy drops when applied to other populations or even different samples from a similar population. The predictive validity of the DSVM-P should therefore be tested with different samples and populations, and possibly iterated further, before it is deployed in ‘live’ settings.
Chapter 21 Development of a Bayesian network for risk management of patients discharged from forensic mental health services

Background

Having completed and successfully validated a Bayesian network for the management of violence risk among released prisoners, as detailed in Chapter 20, we replicated the process of network creation and specification to see whether the process could be duplicated for patients discharged from MSSs in the UK.

Objectives

The objectives of this component of the study were as follows:

1. to utilise the methodology specified in Chapter 20 to develop a Bayesian network suitable for the assessment and management of violence risk among patients discharged from forensic MSSs
2. to provide a preliminary validation of predictive efficacy of this Bayesian network as a risk assessment measure within a sample of discharged MSSs patients
3. to examine the most important drivers of violence risk in the sample.

Methods

Sample

The sample used for this study was the VoRAMSS sample described in greater detail in Section C. The sample used for parameterisation and learning of the network included 386 patients discharged from MSSs in the UK (343 men, 43 women) over a 12-month period. They were assessed at baseline using a battery of risk assessments including the HCR-20, SAPROF and PANSS and were then reassessed at 6 and 12 months following discharge.

Creation and specification of the network

The method used for the creation and specification of the network was procedurally identical to that adopted for the DSVM-P tool described in Chapter 20. There were four exceptions to this.

1. No specific intervention outcome data were available. It was therefore not possible to provide risk management decision support. The only significant intervention variable to be modelled was time in treatment, in this case time spent inside the secure service prior to discharge, observed as a potential protective factor in a meta-analysis by Coid et al.
2. The data set used to parameterise and learn the network was the VoRAMSS study sample (see Section C) in place of the PCS. This necessitated the removal of some nodes present in the DSVM-P and the inclusion of other new nodes, many of which were drawn from the risk assessments.
3. To account for the nature of the population, additional modelling work was carried out on symptoms of mental illness and emotion, specifically in terms of symptoms of psychosis derived from the PANSS.
4. As the study used for learning used a three-wave design, the learning and validation of the network proceeded in a two-stage process: first, the baseline risk data were used to learn the network and predict violence at 6 months post discharge and, second, data gathered at 6 months were used to predict violent outcome at 12 months.
As with the DSVM-P network, some nodes were definitional/synthetic or ‘latent’ rather than data based. This was carried out in particular because of the number of variables in the data set that appeared to link directly to violence. Figure 18 shows an example of this process in which there are potentially eight variables with causal risk factors for violence: drug usage (cannabis, cocaine, stimulants and hazardous alcohol use), aggressive attitudes (anger, hostility and lack of self-control) and violent ideation. Modelling these directly to violence would have resulted in \((3^2 \times 2^7) = 1152\) possible combinations; this would have been problematic given the number of cases from which the data were to be learned \((n = 386)\). Using three synthetic nodes (aggression, uncontrolled aggression and disinhibition) reduced this complexity to 24 combinations while retaining a plausible causal structure.

**Analysis of predictive efficacy**

As in Chapter 20, ROC analysis was used to compare the predictive efficacy of the MSSs Bayesian network against the risk assessment measures included in the data set, previously published in Doyle et al., specifically the HCR-20, the PANSS and the SAPROF. AUCs for the Bayesian network were calculated using LOOCV as in the DSVM-P and predictive accuracy was assessed both for (1) clinician-detected violence – incidents of violence recorded by the researcher from either file notes or clinician interview – and (2) violent convictions post discharge.

For comparative analysis with the SAPROF, which rates items that are protective of violence (negatively associated) rather than those that are predictive of violence, AUCs were calculated for the inverted total score, that is, adjusted score = 34 – total score.

**Sensitivity analysis**

Once the MSSs Bayesian network had been parameterised and learned using the VoRAMSS data, it was possible to conduct a sensitivity analysis of the network, involving a measurement of the uncertainty within

---

**FIGURE 18** Synthetic nodes (dashed circles) introduced to reduce dimensionality and improve definitional relationships.
a system or model attributable to particular inputs. In this case, the analysis focused on which nodes proved the most sensitive in determining the key outcome, that is, violence after discharge in patients discharged from MSSs.

This analysis was particularly important in the context of a lack of intervention data as it meant that the network was able to identify major drivers of violence, if not make recommendations about the efficacy of potential treatments or other efforts to mitigate risk. A skilled clinician would still be able to infer what the major risk drivers were for an individual patient and, if they were amenable to change (i.e. dynamic rather than static), take steps to address them.

**Results**

**Network layout**
A simplified Bayesian network layout following parameterisation is depicted in Figure 19.

**Predictive accuracy as a risk assessment tool**
The predictive efficacy of the Bayesian network calculated using AUC values is shown in Tables 156 and 157. Table 156 shows the accuracy of the network at predicting violence as assessed by clinician interview and Table 157 shows the accuracy of the network at predicting reconviction.

When considering clinician-reported violence, the Bayesian network showed significantly improved predictive accuracy over the PANSS negative symptom scale at both 6 and 12 months but did not differ significantly from any other risk assessment outcome. However, for violent reconviction, the Bayesian network showed significantly better performance than all PANSS scales except aggression at 6 months and all PANSS scales except positive symptoms at 12 months. AUCs were higher for the Bayesian network than for the HCR-20 for both outcomes at 12 months but were lower at 6 months.

Overall, the Bayesian network model appeared to demonstrate moderate improvements in violence risk assessment compared with the established risk assessment models reported here when employed with the same data set.

**Sensitivity analysis**
Although an analysis of intervention effectiveness was not possible because of a lack of available modelling data, it was possible to perform a sensitivity analysis to identify which variables were most sensitive for the outcome (violent convictions). The results are presented in Figures 20 and 21, which display tornado plots representing the relative influences of nodes on the outcome.

For violent convictions at 0–6 months post release, the most important drivers were age, violent ideation or intent (as a symptom of mental illness), previous serious offences, length of stay within the MSS of ≤ 2 years; and hostility (symptom).

For the period 6–12 months following release, the major violence drivers were significantly different. Age remained the single most sensitive factor but absence of self-control (a protective factor derived from the SAPROF) at 6 months following discharge became far more relevant to violent conviction over this time period; other risk factors such as violent ideation or intent, shorter length of stay in the MSS and previous serious offending remained significant. One counterintuitive finding was that, over this period, female patients appeared to be at higher risk of reconviction than male patients (although this did not have a great influence on the model, accounting for only 3–5% of the uncertainty).
FIGURE 19 Simplified topography of the Bayesian network for violence risk in discharged forensic mental health patients.
TABLE 156 Predictive accuracy of the VoRAMSS Bayesian network compared with that of other risk assessment instruments: clinician-reported violence outcome

<table>
<thead>
<tr>
<th>Instrument</th>
<th>AUC (0–6 months)</th>
<th>95% CI</th>
<th>p-value</th>
<th>AUC (0–12 months)</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20(^{v3})</td>
<td>0.728</td>
<td>0.658 to 0.797</td>
<td>0.667</td>
<td>0.701</td>
<td>0.638 to 0.765</td>
<td>0.863</td>
</tr>
<tr>
<td>SAPROF</td>
<td>0.764</td>
<td>0.705 to 0.823</td>
<td>0.169</td>
<td>0.692</td>
<td>0.631 to 0.753</td>
<td>0.700</td>
</tr>
<tr>
<td>PANSS total</td>
<td>0.675</td>
<td>0.592 to 0.757</td>
<td>0.500</td>
<td>0.640</td>
<td>0.571 to 0.709</td>
<td>0.105</td>
</tr>
<tr>
<td>PANNS positive</td>
<td>0.678</td>
<td>0.600 to 0.756</td>
<td>0.530</td>
<td>0.653</td>
<td>0.589 to 0.718</td>
<td>0.193</td>
</tr>
<tr>
<td>PANSS negative</td>
<td>0.562</td>
<td>0.472 to 0.653</td>
<td>0.006</td>
<td>0.549</td>
<td>0.478 to 0.620</td>
<td>0.000</td>
</tr>
<tr>
<td>PANSS general</td>
<td>0.676</td>
<td>0.598 to 0.754</td>
<td>0.500</td>
<td>0.628</td>
<td>0.560 to 0.695</td>
<td>0.065</td>
</tr>
<tr>
<td>PANSS aggression</td>
<td>0.716</td>
<td>0.634 to 0.798</td>
<td>0.877</td>
<td>0.680</td>
<td>0.613 to 0.747</td>
<td>0.514</td>
</tr>
<tr>
<td>Bayesian network model</td>
<td>0.691</td>
<td>0.619 to 0.764</td>
<td>Reference</td>
<td>0.708</td>
<td>0.656 to 0.761</td>
<td>Reference</td>
</tr>
</tbody>
</table>

TABLE 157 Predictive accuracy of the VoRAMSS Bayesian network compared with that of other risk assessment instruments: violent reconviction outcomes

<table>
<thead>
<tr>
<th>Instrument</th>
<th>AUC (0–6 months)</th>
<th>95% CI</th>
<th>p-value</th>
<th>AUC (0–12 months)</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR-20(^{v3})</td>
<td>0.878</td>
<td>0.817 to 0.939</td>
<td>0.401</td>
<td>0.717</td>
<td>0.551 to 0.886</td>
<td>0.417</td>
</tr>
<tr>
<td>SAPROF</td>
<td>0.814</td>
<td>0.704 to 0.923</td>
<td>0.548</td>
<td>0.830</td>
<td>0.693 to 0.968</td>
<td>0.682</td>
</tr>
<tr>
<td>PANSS total</td>
<td>0.625</td>
<td>0.417 to 0.833</td>
<td>0.019</td>
<td>0.605</td>
<td>0.446 to 0.764</td>
<td>0.038</td>
</tr>
<tr>
<td>PANNS positive</td>
<td>0.623</td>
<td>0.445 to 0.800</td>
<td>0.007</td>
<td>0.628</td>
<td>0.469 to 0.787</td>
<td>0.068</td>
</tr>
<tr>
<td>PANSS negative</td>
<td>0.517</td>
<td>0.298 to 0.737</td>
<td>0.001</td>
<td>0.485</td>
<td>0.395 to 0.666</td>
<td>0.002</td>
</tr>
<tr>
<td>PANSS general</td>
<td>0.613</td>
<td>0.426 to 0.801</td>
<td>0.007</td>
<td>0.615</td>
<td>0.458 to 0.772</td>
<td>0.048</td>
</tr>
<tr>
<td>PANSS aggression</td>
<td>0.716</td>
<td>0.518 to 0.915</td>
<td>0.139</td>
<td>0.573</td>
<td>0.405 to 0.742</td>
<td>0.021</td>
</tr>
<tr>
<td>Bayesian network model</td>
<td>0.845</td>
<td>0.784 to 0.907</td>
<td>Reference</td>
<td>0.797</td>
<td>0.710 to 0.884</td>
<td>Reference</td>
</tr>
</tbody>
</table>

FIGURE 20 Sensitivity analysis for violent convictions between 0 and 6 months after release on the basis of nine specified sensitivity nodes. A, age; ANG, anger; G, gender; HST, hostility; LSI, length of stay as inpatient; PSO, previous serious offences; SC, self-control; SPV, serious problems with violence; VII, violent ideation or intent.
Discussion

The development of a second Bayesian network for the risk assessment and management of violence risk in discharged forensic mental patients generated promising results in a preliminary validation and provided interesting material in terms of the relative influence of dynamic items in violent offending among discharged patients. It showed good to high predictive accuracy on a par with, or exceeding, that of contemporary SPJ risk assessment instruments.

It is of interest that the Bayesian network was more effective at predicting violence at the 12-month stage than at the 6-month stage, particularly when the reverse was true for all other risk assessment models. It is possible that existing risk assessments for violence assume that the dynamic component of their models has a ‘shelf life’ of approximately 6 months, that is, that the dynamic variables are prone to change after this time period causing predictive accuracy to decline over any longer term, but this does not explain why the Bayesian network, which also relies heavily on dynamic items, seems to improve in predictive accuracy at the 12-month stage and decline less severely when predicting violent convictions. The answer to this may lie in the sensitivity analysis also produced, which shows the differential influence of risk factors in the periods from discharge to 6 months and from 6 months to 12 months post discharge. Although factors relating to mental illness (violent intent or ideation, hostility, anger) showed considerable influence on the model in the initial 6-month period, during 6–12 months personal resources such as ‘self-control’ have more influence and much of the model sensitivity is explained by static factors such as age and previous offending.

Limitations

This study suffered from a similar limitation as in the DSVM-P study in that a single study sample was used for model parameterisation and cross-validation. Performing cross-validation on a single data set constitutes internal cross-validation. We have not tested how well the model performs for different populations (i.e. external cross-validation). However, this concern is not relevant to comparative assessments of model accuracy as predictive comparisons are made against other models that also suffer from this limitation.
(i.e. trained and cross-validated with the same data set). Further validation studies with different samples are necessary to establish the generalisable predictive efficacy of the model.

Furthermore, it was not possible to model the impact of specific, targeted interventions beyond generic ‘length of stay’ in MSSs using this data set, for example medication, treatment programmes or simple risk management procedures such as discharge area restrictions, restriction orders or use of supported housing. Additional studies incorporating this level of detail about specific interventions would be required to allow for modelling.
Chapter 22 Clinical utility evaluation of a Bayesian network in forensic settings

Background

Previous chapters have outlined the creation and validation of Bayesian networks as the basis for the development of decision support tools. However, when assessing the utility of such a tool, focus should be on the needs of the professionals who will be applying it within their practice. As such, it would be valuable to obtain feedback from professionals who have experienced use of such a tool to collect evidence pertinent to future development, both in terms of the accuracy and usefulness of the information generated and with the intention of developing a user interface that would make the tool of practical value in day-to-day practice. A clinical utility study was therefore conducted with a sample of professionals working in forensic, clinical or criminal justice roles to explore responses to a prototype version of the DSVM-P.

Objectives

The objectives of this project were to:

1. demonstrate the DSVM-P model to professionals with gatekeeping responsibilities for forensic patients or offenders
2. obtain feedback from professionals about the use value of the DSVM-P and the need for further development to enable the model to have practical utility, specifically:

   i. whether or not the software was easy to use and, if not, how it could be improved
   ii. whether or not clinicians believed that the questions asked by the software were the most important ones for the future management of violence
   iii. whether or not the software made a decision about violence risk that corresponded to that made by professionals and, if so, to what degree
   iv. whether or not the recommendations in terms of intervention targets made by the software corresponded to those that the professionals would make given similar information and, if not, whether they were helpful or unhelpful recommendations
   v. what the most useful aspects of the software were, including:

      – whether or not it saves time in making decisions about future management
      – whether or not it provides clinicians with additional information that is useful in making those decisions
      – whether it is more or less useful in guiding practice than SPJ models such as the HCR-20.287

Methods

Design

This was an evaluation study intended to capture and collate feedback from professionals about a prototype of the DSVM-P violence risk decision support tool. It used both quantitative and qualitative approaches to collect structured feedback on what were deemed to be the most pertinent features of the measure, but also less structured feedback on what areas needed development.
Sample and recruitment
The sample for this study consisted of 20 professional staff – either clinicians or criminal justice staff – with gatekeeping roles (forensic psychiatrists, forensic psychologists or probation staff) for patients or offenders. Participants were recruited purposively at two conferences for medical or psychological professionals with a criminal justice focus. The participants attended a stall where the DSVM-P decision support tool was demonstrated and the purpose and remit of the study were explained to them. They were then offered the opportunity to apply the tool to a clinical case (either one of their own or one of a sample of three artificial cases) and asked to provide feedback about the software’s assessment of risk and recommended interventions, together with feedback about a sensitivity analysis of the likely impact of these interventions (see Chapter 21), and complete a questionnaire about their experience. The total interview typically lasted about 20–30 minutes.

All data were collected anonymously; however, participants were asked to specify their disciplinary affiliation and were invited to leave their e-mail address with the researchers if they were interested in receiving updates on the progress of the development of the measure.

Materials
The materials used in this study were:

1. The DSVM-P decision support tool, deployed onto a laptop computer running the AgenaRisk development software and operated by a researcher (AC or MF). The software was set up in a ‘risk table’ setting showing the risk factors relevant to the individual used to calculate the risk of reoffending, the number of reconvictions and a sensitivity analysis of appropriate interventions, with respondents able to select values for risk variables from drop-down menus. A screenshot of the network is shown in Figure 22.
2. A semistructured questionnaire designed specifically for the study to collect structured feedback on the most useful aspects of the tool in line with the study objectives; identify any shortcomings or lacking features; and elicit feedback on how the tool might be developed further in the future to meet the needs of professionals (see Appendix 12). Structured questionnaire items were coded on a Likert scale from 1 'not at all' to 5 'a great deal'.
3. Three sample cases from which professionals could choose to assess the performance of the DSVM-P against their own judgement of risk.

Data analysis
As this was a simple evaluation design to gather feedback on an initial prototype, data analysis was limited to descriptive statistics summarising responses to questionnaire items and a simple thematic synthesis of unstructured feedback items.

Given the small sample size, and the freedom given to respondents to rate their own cases instead of the sample cases, we elected not to use inferential statistics to compare clinician ratings of risk with those generated by the network for the same cases.

Results
Nature of respondents
In total, 15 of 20 individuals (75%) who took part in the demonstration of the software agreed to complete the questionnaire; a further two provided qualitative comments only. The main reason for declining to complete the questionnaire was lack of time (four respondents); one respondent said that they preferred not to complete the questionnaire but would give unstructured verbal feedback, which was recorded on a blank questionnaire form.
FIGURE 22
Screen shot of the AgenaRisk software configured to demonstrate the DSVM-P network. AgenaRisk software © 2013 Agena Corp.
Of the respondents, 10 (66%) reported being a psychiatrist, five of whom (33%) were specialised forensic psychiatrists. Five other respondents (33%) identified themselves as psychologists, of whom three were specialised forensic psychologists and the remaining two were clinical psychologists. Of the remaining two respondents, one was as an occupational therapist and one was a probation officer.

**Quantitative responses**

Responses to the quantitative aspects of the questionnaire were in general positive, with all items being rated on average ≥ 3; these responses are summarised in *Figure 23*.

The most highly rated items were item 3 ('I thought the questions asked by the software were relevant to risk management'; mean 4.50, SD 0.52), item 6 ('The software recommended similar targets for management to those that I would have'; mean 4.27, SD 0.90) and item 7 ('The intervention targets identified were helpful'; mean 4.25, SD 1.14). The lowest rated items were item 8 ('I thought that using the software might save me time in my professional practice'; mean 3.39, SD 1.36) and item 10 ('I thought that the software was more useful than SPJ tools like the HCR-20'; mean 3.46, SD 1.57). There seemed to be a higher degree of uncertainty about the less positively rated items, as evidenced by higher SDs for item responses.

All respondents endorsed item 3 (relevance of items) and item 4 ('I thought the software asked all the right questions to enable violence risk management') with a score of ≥ 3 ('a fair amount') and all except one respondent (93% of the sample) rated item 9 (useful information provided) as ≥ 3. In total, 80% of respondents rated the accuracy of the judgement about the risk of the case entered as representing their own judgement 'a fair amount' or better.

**Qualitative responses**

The responses to the unstructured questions provided substantial information about professional perceptions of the potential merits of and problems with the network.

Positive comments included:

*Far more useful than existing risk assessment tools.*

![Figure 23: Mean responses to DSVM-P questionnaire items with SDs as error bars.](image-url)
An easy and simple method to get likelihood of reconviction.

Minimises the need for lengthy assessments of personality (PCL-R etc.).

[It is] fairly quick to answer the risk questions.

[It is helpful] being able to see reconviction change over different time periods.

The ability to make predictions post intervention; we cannot normally estimate drop in risk after individuals complete interventions normally.

Positive comments seemed broadly to endorse the time taken to complete the DSVM-P measure and the high level of information and accuracy it provided. Some of the comments were not entirely accurate, for example the DSVM-P does specifically require a PCL-R and clinical assessments of personality to be completed and relies on these for improved accuracy.

Feedback which suggested that further work might be required was:

What about measurement of institutional violence?

Consider risk scenarios; should consider a sexual offence version.

Can you get the interface right?

Numbers confuse me; explanation of the risk % figure would be helpful.

[What about] circumstances of crime, or trigger?

A limited number of interventions modelled.

I was sceptical about the reliability of the model to make specific predictions of violence for an individual, e.g. 67% likelihood of reconviction is higher than most other predictive tools.

Lack of evidence for medical treatment; no medication.

One individual had also written the following in the margin of the questionnaire next to item 10 asking whether or not the software was more useful than SPJ tools like the HCR-20: ‘Only if completed instead of, not in addition to’.

Some of these comments reflected the developers’ own concerns, specifically with respect to the unfriendliness of the interface and the possible need for additional interpretation of raw probabilities of reoffending (e.g. categorical ratings such as high, medium or low risk). The suggestion that the number of interventions modelled should be expanded, possibly to include medication, was mostly accurate, although the modelling of ‘psychiatric treatment’ (described in Chapter 20) does relate primarily to psychopharmacological treatment rather than psychological interventions.

Other comments seemed to relate to other areas of need within forensic settings that were intentionally not addressed by the DSVM-P, for example suggestions of alternative networks covering institutional violence and/or sexual reoffending. However they do appear to illustrate an enthusiasm for the approach adopted. One comment relating to the inclusion of specific violence triggers and contexts was well taken, but modelling work on this has not yet proved possible with existing data.464
Discussion

This project obtained feedback from a small sample of ‘likely users’ of a Bayesian network for the risk management of violent offenders, specifically a computer-based prototype version of such a tool. Responses to structured questions eliciting feedback about the prototype were in the majority very positive, with respondents endorsing higher than the median scale value for all items on the questionnaire. However, some respondents expressed reservations about whether or not the software would in fact save them time in their practice, specifically – as illustrated by the responses to unstructured questions – if they were asked to complete it in addition to completing existing risk assessment measures rather than as an alternative. This perhaps reflects a more generalised concern in forensic services over the array of available risk assessment instruments for different populations and outcomes (violence, general offending, sexual offending, institutional violence, etc.) in a climate of increasing pressure on time and resources of skilled and appropriately trained clinicians. In particular, participants did not overwhelmingly endorse the prototype as a replacement for existing standard risk assessment instruments such as the HCR-20.

However, respondents did identify specific strengths and limitations of the DSVM-P prototype. The strengths included the speed of completion; the high accuracy of risk probability (if only prima facie); the detailed recommendations about the efficacy of interventions; and the ability to model risk over different specific time periods. The limitations of the prototype identified included the limited user interface; results that are hard to interpret (e.g. risk probabilities); and the limited modelling of a large potential range of interventions. Some of these restrictions are the result of data limitations (e.g. only four interventions are accurately captured in the PCS data set used to develop the DSVM-P) and others could be modelled more clearly with more development of the network.

Future revisions of the prototype are likely to take the majority of this feedback on board, specifically with respect to the generation of a user interface; wider modelling of potential interventions based on ‘risk targets’, that is, identified drivers of violence risk that should be addressed irrespective of the availability of data relating to suitable intervention(s); and more clinically interpretable feedback from the software, such as categorical risk judgements.

Limitations

This was a simple evaluation study designed to gather feedback and reflections on the possible utility of the DSVM-P from a sample of potential users of the decision support tool. It cannot take the place of a full, naturalistic evaluation of the tool or even an evaluation of inter-rater reliability, exploring the accuracy of the ratings generated by the software relative to those of clinician ‘experts’. However, it has provided important end-user input that will make the future conduct of such studies more productive.

More specifically, the pilot study did not include representatives from the discipline of nursing. Community practice nurses would be the most likely health workers supporting patients on discharge from mental health services and would therefore be among the key potential users of any Bayesian network used with this population.

As stated, this study was an initial evaluation of clinicians’ views on the acceptability of the prototype tool. Further investigative work is needed to ensure that the decision-making processes modelled by the Bayesian network are complementary to those of clinicians and professionals in practical settings, possibly involving further iteration of the model.
Chapter 23 Conclusions and future directions for risk management tools using Bayesian networks

Objectives

In this chapter we summarise the findings of this section, as well as providing some additional validation information for the DSVM-P prototype decision support tool, and consider the future direction of the work performed in this section for the development of Bayesian networks to assist with violence risk management. Our objectives were to:

1. present external validation data for the DSVM-P, the more advanced of the two networks developed because of its ability to provide ‘real-world’ modelling of interventions
2. summarise briefly the work performed on the development of decision support tools for use in violence risk management
3. suggest future directions for research that will build on the existing prototypes and support their deployment and full evaluation of their risk management potential.

Further external validation of the Decision Support for Violence Management in Prisoners measure

A concern that we addressed previously in this section was the danger of reporting inflated predictive ability for the Bayesian networks when cross-validating with the development samples, a concern that applies to all risk assessment measures. Although risk assessment is only a part of the purpose of these decision support tools, we made use of an existing data set from the UK NOMS of 52,643 prisoners, described in more detail in Chapter 19, to enable further validation of the DSVM-P measures with a second sample, as we believed that this would ascertain the predictive validity of the tool outside of the development sample.

Method

To parameterise the DSVM-P to accommodate the significantly smaller number of variables available from the NOMS data set, we excluded a number of nodes from the network and recalculated other nodes as ‘indirectly observed’ or synthetic variables. The results of this reparameterisation are presented in Figure 24.

Following this reparameterisation, we followed an iterative procedure to establish the validity of the DSVM-P with the NOMS sample:

1. The DSVM-P network was ‘trained’ with the PCS data only and was then used to predict violent reconvictions in the NOMS sample.
2. As previous work has shown that risk assessment tools perform differently with men and women in the NOMS sample (see Chapter 17, Study 5), this analysis was then repeated separately with men and women.
3. The DSVM-P was then trained with both the NOMS and the PCS data and used to predict violent reconvictions in the PCS sample.
4. The network trained on both samples was then used to predict violent outcomes in the NOMS sample and in both male and female samples separately.
FIGURE 24 Simplified topography of the DSVM–P network reparameterised from the NOMS data. Green circles: unobserved variables (no relevant data in the NOMS data set); light green circles: indirectly observable variables (relevant data in the NOMS data set that did not match the exact same information represented by the specific node); white circles: observable variables (NOMS data perfectly matched the variables and states). Solid white circles were those where available data states (e.g. ‘present/absent’) mapped directly into the existing data structure; dotted white circles represent variables that were present but required some amendment of state (e.g. ‘0, 1 or 2’ conflated to ‘0 or 1’).
**Results**

The results of this analysis are presented in Table 158. We report the AUC and also the PPV, NPV and PCC for each stage of the validation. The results of the initial validation study (see Chapter 20) are included as test 1 for ease of comparison.

The first stage of the validation process, training with PCS data only, showed that, although the AUCs were acceptable and better than those of other assessment tools (if only marginally), there was a drop in the predictive accuracy of the DSVM-P with the NOMS sample; The percentage of offenders correctly classified as violently reoffending also fell by 6%. Introducing the NOMS sample itself into the training data set, so allowing the network to learn associations between nodes from the information included in the data set, improved the AUC fractionally and the PCC by 1.5%. The dual learning appeared to cause a large increase in PPV and a small drop in NPV. As found in Section C, risk assessment tools seem to predict violence more accurately with female offenders within the NOMS sample and this trend was also present in the findings for the DSVM-P.

When repeating the original validation study on the PCS data using a network learned from the combined samples, predictive accuracy as measured by the AUC dropped fractionally and non-significantly, although there was a large increase in the PCC, from 73% to 78%.

**Discussion**

Although the performance of the DSVM-P declined when applied to an external sample, it still demonstrated good accuracy in predicting violence following release and superior predictive accuracy to that of any other risk assessment measure validated with the same sample. The reduction in predictive ability may have been attributable to (1) the heterogeneity of the sample, which contained a far lower proportion of violent or serious offenders than the original PCS development sample, and (2) the necessity of simplifying the network underlying the DSVM-P for use with a more restricted number of variables relating primarily to criminal justice management rather than clinical information.

**Conclusions**

**Summary of the study findings**

This section has presented the results of three studies that set out to use a form of causal modelling, specifically Bayesian networks, to develop a new generation of tools for the risk management of offenders. This modelling moved beyond simple prediction of violence and into explanatory modelling of violent outcomes based on interlinked networks of causal factors that can be analysed for sensitivity at the individual level, rather than simply as group averages. The tools focused on the management of violence

**Table 158 Results of the cross-validation of the DSVM-P measure**

<table>
<thead>
<tr>
<th>Test</th>
<th>Training set</th>
<th>Test set</th>
<th>AUC (95% CI)</th>
<th>PPV</th>
<th>NPV</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PCS</td>
<td>PCS (cross-validation)</td>
<td>0.780 (0.745 to 0.815)</td>
<td>0.469</td>
<td>0.857</td>
<td>0.727</td>
</tr>
<tr>
<td>2</td>
<td>PCS</td>
<td>NOMS</td>
<td>0.696 (0.691 to 0.700)</td>
<td>0.528</td>
<td>0.736</td>
<td>0.670</td>
</tr>
<tr>
<td>3</td>
<td>PCS</td>
<td>NOMS (male)</td>
<td>0.690 (0.685 to 0.695)</td>
<td>0.528</td>
<td>0.729</td>
<td>0.662</td>
</tr>
<tr>
<td>4</td>
<td>PCS</td>
<td>NOMS (female)</td>
<td>0.722 (0.709 to 0.735)</td>
<td>0.529</td>
<td>0.772</td>
<td>0.724</td>
</tr>
<tr>
<td>5</td>
<td>PCS + NOMS</td>
<td>PCS</td>
<td>0.776 (0.742 to 0.810)</td>
<td>0.585</td>
<td>0.830</td>
<td>0.782</td>
</tr>
<tr>
<td>6</td>
<td>PCS + NOMS</td>
<td>NOMS</td>
<td>0.700 (0.696 to 0.705)</td>
<td>0.605</td>
<td>0.699</td>
<td>0.685</td>
</tr>
<tr>
<td>7</td>
<td>PCS + NOMS</td>
<td>NOMS (male)</td>
<td>0.696 (0.691 to 0.701)</td>
<td>0.603</td>
<td>0.692</td>
<td>0.677</td>
</tr>
<tr>
<td>8</td>
<td>PCS + NOMS</td>
<td>NOMS (female)</td>
<td>0.719 (0.706 to 0.732)</td>
<td>0.643</td>
<td>0.740</td>
<td>0.733</td>
</tr>
</tbody>
</table>
risk in offenders discharged or released into the community following time in prison or treatment in forensic MSSs. There were a number of key findings of this development and validation process.

1. The two networks developed showed good to excellent predictive accuracy for future violence in their development samples, with AUCs ranging from 0.69 to 0.85.
2. Further external validation showed similar predictive accuracy for the DSVM-P when used with a further, very large, non-development sample. Evidence suggests that ‘training’ of further data into the model tended to improve performance, although this was only in men and subject to diminishing returns.
3. Because of their ability to perform reverse inference (e.g. from effect to cause as well as from cause to effect), Bayesian networks do not require complete information to make inferences, which would be useful in situations in which professionals do not have access to a large amount of information about an individual.
4. The DSVM-P incorporated data on the effectiveness of available interventions (including treatments) and can model this as output to support recommendations about future risk management.
5. The networks are able to identify not only those at high risk of future violence but also violence over multiple time periods (e.g. 6 months, 5 years) and also the frequency of violence over these time periods. This may be useful in distinguishing ‘persistent and prolific’ violent offenders from those for whom there is a shorter-term and more specific risk.
6. The response to the DSVM-P from professionals working in risk management was positive, especially with regard to the level of information returned by the Bayesian network, although they expressed reservations about the existing user interface and how time-consuming it may be to complete.

Future directions for research
Although the findings relating to the performance and clinical utility of the Bayesian network decision support tools have been promising, we accept that it is too early to consider the prototype networks as usable clinical tools. Not only is further, naturalistic validation work required to assess their performance with ‘real’ clinical data, as opposed to their retrospective application to research data sets, but also, for the networks to be of practical utility in supporting professional decision-making, more development work is required to move the decision support algorithms out of the AgenaRisk development environment and make them deployable within applied settings. To this end, we therefore propose three future studies that would establish the viability of the DSVM-P and/or other networks for the decision support of management of risk in forensic and criminal justice settings.

Study 1: feasibility and pilot study of the use of a Bayesian network risk management tool in secure services
This study would apply the DSVM-P or a hybrid network to ‘real’ clinical data, which should be retrospective because of the exploratory nature of the research and the uncertain value of the tool for decision support. It would involve the completion of the DSVM-P prototype at two time points with multiple (40 or ≈10 per modelled intervention) cases taken from a sample of forensic patients discharged within the previous 60 months, by a researcher blinded to their eventual outcome. The first time point would be at admission to services, with data based on psychiatric assessment, and the second time point would be at discharge, based on medical notes and discharge summaries. The sample would be chosen on a random basis but would be stratified by the patients’ involvement in specific interventions (e.g. for drugs, alcohol, psychiatric treatment and anger) during their stay in secure services, so that these could be modelled accurately. The cases would then be followed up using PNC records and violent outcomes would be recorded.

The feasibility of the use of the DSVM-P could then be assessed based on whether or not (1) the tool, completed at admission, would have recommended the same interventions that were undertaken by patients during the course of their stay in services and (2) the tool was able to correctly predict violent reconviction on the basis of clinical data available at discharge.
Study 2: external validation of a Bayesian network for risk assessment of violent offenders

Although the present study has found promising evidence for the superior accuracy of Bayesian networks over actuarial or SPJ tools for the prediction of violence across different samples and populations, the existing validations still suffer from the weaknesses identified by Singh et al., who showed that the involvement of the original authors in validation studies for risk assessment tools can inflate predictive performance by up to twice that reported by independent investigators. We would therefore support fully an independent study conducted with a large sample of violent offenders to ascertain the performance of the DSVM-P as a risk assessment measure.

Study 3: multistage clinical trial of the Decision Support for Violence Management in Prisoners compared with management as usual for discharged forensic patients

Previous clinical trials of risk assessment tools for the prevention of violence in clinical settings have failed to find a significant effect. However, if a feasibility study (study 1) was able to show promising results for risk management modelling as well as predictive accuracy, there would be an evidence base sufficient to conduct a full, randomised trial of a clinically usable software package based on the DSVM-P (or a similar network adapted to a forensic clinical population, such as the VoRAMSS Bayesian network). The software suite would be developed from the prototype into a form usable in clinical settings (e.g. iPad/Android app) and would be completed pre discharge by clinicians to provide evidence-based support on managing risk in the community. Clinicians would complete the DSVM-P together with a mandated risk assessment measure such as the HCR-20 and would then record their responses to the management recommendations indicated by the DSVM-P – whether or not they agreed with the recommendation (e.g. to move the patient into supported housing) and whether or not it was in fact followed.

The trial would be cluster randomised by service to simplify its deployment and ensure efficient use of resources and patients would be followed up for 24 months post discharge to assess for any violence based on PNC records or clinician report.

Forensic secure settings would be a preferred choice to criminal justice settings because of the increased resources available to complete routine risk assessments [e.g. the HCR-20 or HoNOS-S (Health of the Nation Outcome Scales – Secure version), which are mandatory for most forensic services] that could be used to model management as usual. However, with sufficient resources it would be possible to conduct a similar trial with offenders released to probation services.
Chapter 24 Summary and conclusions

Section A

- Young, single or separated adult men of lower social class are responsible for the majority of violence in the general population. Male-on-male violence is the largest public health problem.
- Married people, immigrants and people of South Asian origin are less likely to be violent.
- There are strong independent associations between anxiety disorder, ASPD, alcohol dependence, drug dependence and violence.
- No associations were observed between depressive disorder, BPD, autism and ASD or psychosis as a categorical diagnosis and violence.
- Higher IQ conveys a protective effect against violence.
- Childhood maltreatment is strongly associated with later violence and victimisation in adulthood. There is a dose–response relationship with violence: the greater the number of different types of early maltreatment the more extensive the violence in adulthood.
- Self-reported violence is associated with level of socioeconomic deprivation measured at small-area level where the violent perpetrator resides. However, this association holds only for more serious violence.
- Violence is associated with other risk-taking behaviours including substance misuse, deliberate self-harm, reckless driving, high-risk sexual behaviour and taking risks associated with poor long-term physical health.
- Use of mental health services is associated with violence. However, use of services for physical health problems is not associated with violence. The association with mental health services holds only for minor violence and not serious violence.
- There is no clear-cut impact of violence on health-care costs at the population level. Although some service costs increase, access to other services is lower among those who are violent and this results in cost reductions.

Section B

- Five static risk factors of having no educational qualifications, not having worked in the past year, being UK born, having no family history of mental disorder and poverty before the age of 15 years predicted violence with excellent accuracy among women with a first episode of psychosis.
- Four static risk factors of a high level of trait anger, a history of violent and threatening/annoying behaviours leading to contact with services and parental discord before the age of 15 years predicted violence over a 10-year period with a moderate level of accuracy among men with a first episode of psychosis.
- Risk factors differ between men and women with psychosis and clinicians should be aware of differing pathways to violence between the sexes when considering preventative interventions.

Section C

- Static risk assessment instruments for violence perform at a ‘poor’ level of accuracy among patients discharged from MSSs.
- The clinical and risk management scales of the HCR-20v3 and SAPROF show significantly better predictive ability than the MSRAG and other actuarial scales.
• The percentage correctly classified as violent or non-violent indicates that all risk assessment instruments misclassify approximately one-third of patients. This indicates that they should not be used as the sole basis for making clinical decisions.
• Dynamic factors in the HCR-20\textsuperscript{v3} and SAPROF show stronger associations with future violence in patients with psychosis. This suggests that different instruments are required to assess risk according to diagnosis.
• A preliminary analysis of moderating effects suggests that a two-stage process, in which patients are initially rated with static measures and subsequently with dynamic risk and protective factors, may improve accuracy in identifying targets for intervention.

Section D

• Actuarial instruments can be constructed using very few variables but can still accurately measure risk for violence, robbery, drug offences and acquisitive offending. These instruments show a high level of discrimination, measured using the AUC statistic. However, the instruments show poor calibration using the H–L goodness-of-fit statistic. In future studies, new instruments should be tested according to their calibration as well as their discrimination.
• Dynamic factors show different patterns of association with offending when measured according to different levels of static risk. However, these patterns of association differed between a sample of released prisoners and patients discharged from MSSs. The effects of several dynamic factors were more apparent among released prisoners who had low levels of static risk.

Section E

• A violence risk management decision support tool for clinicians and criminal justice professionals showed superior predictive accuracy to other risk assessment tools using a Bayesian network. The network outperformed SPJ.
• Bayesian networks can identify those at risk of violent behaviour over multiple time periods together with those at risk of repeated episodes of violence.
• A pilot study demonstrated the feasibility of the Bayesian network risk management tool for use by clinicians in secure services. However, clinicians require an improved interface and a reduction in the time taken to complete the ratings. A further developmental phase is needed to improve this new instrument.
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Introduction

Prediction, prevention and punishment of violence frequently dominate public discussion and require significant public resources. Rates of violent crime rise and fall and are related to numerous factors. However, there remains a particular fear of violence perpetrated by those with mental illness, especially those diagnosed with schizophrenia, major depression or bipolar disorder. Studies show that up to 75% of the public believe that people with mental illness are dangerous. Media coverage of mental illness most often focuses on violence and crime, therefore encouraging fear of the mentally ill within our communities. Those with mental illness are among the most stigmatised groups in society and may internalise such stigma, resulting in reduced self-esteem and self-efficacy. A perception that people with mental illness are violent undoubtedly contributes to this well-documented stigma.

However, violence to others is a leading public health concern. To the extent that mental illness raises the risk for violence, persons in the community will be victimised. Often, when mentally ill individuals are violent, the victims of their violence are family members, who therefore may bear a disproportionate risk of victimisation and personal suffering.

It is widely expected by policy-makers and the public that assessment of violence risk in patients with mental illness should be a core skill and responsibility of mental health professionals. Violence risk assessment plays an important role in mental health law worldwide and ‘dangerousness to others’ is a key criterion for civil and forensic commitment in most jurisdictions. Imposition of tort liability on mental health professionals who negligently fail to predict, manage and prevent a patient’s violence towards others has become common.

The correct identification of those at risk for future violence is therefore of utmost importance to (1) protect the public and (2) minimise additional stigmatisation among those with mental illness. However, despite major developments and improvements in the assessment of risk for future violence, currently available risk assessment instruments still suffer from many shortcomings.

Accuracy of the prediction of future violence

State of the art risk assessment instruments can be divided into two groups: (1) actuarial instruments and (2) SPJ. Actuarial instruments such as the VRAG or the Static-99 are developed on the basis of risk factors that are empirically related to violent behaviour. Risk factors included in these instruments are predominantly static and unchangeable but relatively simple to code. The codings for the risk factors are added up according to a fixed algorithm and conclusions of level of risk are based on the total score.

Structured professional judgement instruments such as the HCR-20 are administered by experienced forensic mental health professionals utilising a standardised checklist containing empirically derived historical and dynamic risk factors for violence. The final risk judgement, however, is not based on a fixed algorithm but on expert decision-making. Risk factors are critically examined, combined and integrated to reach a conclusion. However, to validate these SPJ instruments scores have to be assigned to allow a classification of level of risk.

It is accepted that structured risk assessment instruments (actuarial and SPJ) outperform clinical judgement in the accuracy of prediction of violent behaviour. However, it has been previously demonstrated that most of these instruments achieve a predictive accuracy around only a moderate area under the ROC curve (AUC) value of 0.7 in comparison studies between more than one instrument. Furthermore, in a study investigating three instruments (PCL-R, VRAG, HCR-20) most items were not independently predictive of future violence and their predictive power was based on only a small number of their items.
should be aware of these limitations and be critical when using either an actuarial or a SPJ instrument if the intention is to carry out a comprehensive assessment of risk on which to base subsequent risk management or treatment interventions. Moreover, the PCC, which reflects the ratio of true positives/true negatives and false positives/false negatives in the prediction of violence, is usually around 60% using either actuarial or SPJ instruments. This implies that, if a clinician relies on classification of risk based on these instruments, in approximately 40% of cases this classification will be wrong.

**Causal compared with predictive models of risk for future violence**

Most research carried out in the field of violence risk assessment utilises a predictive approach to either identify risk factors for violence or assess the predictive accuracy of instruments. Prediction requires temporal ordering of exposure (risk factors) and outcome (violence). Risk factors measured at some time point are investigated to see whether they are associated with violence occurring in a subsequent time window. This time window can cover a few weeks, months or several years. With regard to static, unchangeable risk factors, choice of time frame should not matter. Static risk factors should equally predict violence occurring within the subsequent month as violence occurring within the subsequent year. However, when choosing the subsequent time frame for violent outcome after assessment of dynamic risk it is rarely taken into consideration that dynamic risk factors oscillate over time. Symptoms of mental illness are dynamic in nature and fluctuate. Therefore, when investigating the association between mental illness and violent behaviour it is essential to establish that a person was symptomatic when the violent incident occurred. Predictors derived from studies measuring symptoms or diagnoses at various points over the lifetime and comparing them with self-report or criminal records over extended periods cannot establish valid associations. Furthermore, because acute psychotic symptoms may present for relatively short periods, predictors that are identified over the lifespan may not be specific for psychosis and may apply equally to incidents of violence among the general (non-psychotic) population.

In a large epidemiological study on alcohol and related conditions (NESARC) it was demonstrated that the incidence of violence was higher for people with severe mental illness, but only significantly for those with co-occurring substance abuse and/or dependence. Multivariable analyses revealed that severe mental illness alone did not predict future violence; it was associated instead with historical, clinical, dispositional and contextual factors. Most of these factors, though, were more prevalent in people with severe mental illness.

However, reanalysis of NESARC data came to completely different conclusions and revealed a positive association between major mental illness and violence, demonstrating that temporal closeness between dependent (violence) and independent (symptoms of mental illness) variables is key when investigating these relationships.

The MacArthur Violence Risk Assessment Study (MVRAS) is one of the most influential studies on the association between mental illness and violence. A key finding was that delusions do not predict violence among recently discharged psychiatric patients and this conclusion had a profound impact on research in this field. Reanalysis confirmed that delusions (present in the past 10 weeks) are not predictors of subsequent violent behaviour (in the following 10 weeks). Redefinition of the time frame of occurrence considering temporal proximity, however, revealed strong associations between violence and delusional beliefs implying threat to the individual. These results supported the findings of a previous study in which delusions of conspiracy and being spied on and persecutory delusions (implying threat to an individual) were associated with serious violent behaviour in patients presenting with a first episode of psychotic illness. However, in both studies the pathway from delusional beliefs towards violence was not direct; the key explanatory variable was delusional anger. These findings suggest that, when investigating the association between symptoms of mental illness and psychosis, different and complex pathways have to be taken into consideration.
The Violence in Psychotic Persons instrument

Rationale
Based on the shortcomings of currently available risk assessment instruments we considered it crucial to develop a new instrument addressing the problems and issues identified in recent research in the field of violence risk. Our main focus was the identification of symptoms of mental illness that are causal, dynamic risk factors for violence in those with affective and non-affective psychotic illness and which are amenable by treatment in adult forensic and general psychiatric settings. Dynamic risk factors were investigated in a sample of psychotic patients to ensure identification of diagnosis-specific risk factors.

Previous research has shown that risk factors differ substantially in female and male samples. It appears that clinical risk factors predict violence in women with sufficient accuracy whereas criminogenic and criminal history variables are better at identifying men at risk for violence. We therefore developed two modules to address sex differences in risk for violent behaviour.

Most importantly, we aimed not only to sensitise clinicians to symptom constellations in their patients that increase the risk of violence but also to advise action if a patient presents with these symptoms. Currently available risk assessment instruments classify patients only with regard to the level of risk for violence and SPJ instruments aim to help clinicians to understand the risk for violence in their patients. However, administration of risk assessment instruments (considering that these assessments are sometimes very time-consuming) should lead to appropriate management and to a reduction in violent behaviour. The only study, however, that investigated whether or not administration of a SPJ instrument led to actual prevention of criminal and violent recidivism came to the conclusion ‘that the primary goal of preventing recidivism was not reached through risk assessment embedded in shared decision-making’ (p. 365).

Despite the problems outlined above we considered it necessary to provide a static instrument for men and women with psychotic illness to identify their propensity to violent behaviour. However, these risk factors are not amenable to intervention and can serve only for informative purposes.

Construction of the instrument

Baseline study
The ELFEPS was carried out between December 1996 and December 2000 in the London boroughs of City and Hackney, Tower Hamlets and Newham. All those aged 16–84 years living in the study area who made contact with mental health services (including adult community health teams, inpatient units, forensic services, learning disability services, adolescent mental health services and drug and alcohol units) because of a first episode of any probable psychotic disorder were identified and screened. Initial inclusion criteria were based on the WHO and the AESOP study. Methods in the study by Cooper et al. were used to minimise leakage and identify patients missed by screening. Patients who passed the screen underwent a battery of assessments. The SCAN make up a set of instruments used to assess adult major psychiatric disorders. Three clinical research fellows carried out the data collection and were trained in the SCAN interview by taking a course approved by the WHO. Prestudy reliability was established using independent ratings of videotaped interviews. ICD-10 and DSM-IV diagnoses were allocated by consensus agreement between the principal investigator (JWC) and the research team.

Sample description
Overall, 490 individuals were recruited [City and Hackney: n = 167 (34.1%); Tower Hamlets: n = 166 (33.9%); Newham: n = 157 (32.0%)]. More than half were men [n = 302 (61.6%)] and the sample was ethnically diverse [white: n = 179 (36.5%); black: n = 165 (33.7%); Asian: n = 117 (23.9%); other: n = 29 (5.9%)]. Approximately half of the study participants were not born in the UK [n = 243 (49.6%)]. The mean age of the sample at baseline was 30.5 years (SD 10.1 years).
The most prevalent consensus diagnosis at baseline was schizophrenia (Figure 25). Approximately 24% of the study participants presented with affective psychosis including unipolar, bipolar and other affective psychoses.

**Follow-up study**

Data collection commenced in January 2010 and was finished on 30 June 2013. The study was granted Section 251 approval from the National Governance Information Board to gather data without consent of the baseline study participants. The design was a retrospective case note study that aimed to cover 10 years after the initial assessment at baseline.

We utilised a multitude of resources including medical records in primary and secondary care across England (Boxes 1 and 2), the databases Spine and RiO to identify if and when participants exited the NHS and the death register to identify the proportion of participants who died during the follow-up and their cause of death. The PNC, an operational police database containing criminal histories of all offenders in England, Wales and Scotland, was searched in January 2012 by the Ministry of Justice to gather information on criminal convictions and cautions of the sample.

![Distribution of diagnoses at baseline.](image)

**FIGURE 25** Distribution of diagnoses at baseline.

**BOX 1** Data collection in primary care

- Barking and Dagenham PCT.
- Bexley PCT.
- Blackpool PCT.
- Brent and Harrow PCT.
- Camden PCT.
- City and Hackney Teaching PCT.
- Coventry Teaching PCT.
- Croydon PCT.
- Cumbria Teaching PCT.
BOX 1 Data collection in primary care (continued)

Derby City PCT.
Ealing PCT.
East and North Hertfordshire PCT.
Eastern and Coastal Kent PCT.
Gloucestershire PCT.
Haringey Teaching PCT.
Kensington and Chelsea PCT.
Kirklees PCT.
Lewisham PCT.
Medway PCT.
Newham PCT.
NHS North West London PCT.
North East Essex PCT.
North Yorkshire and York PCT.
Peterborough PCT.
Plymouth Teaching PCT.
Redbridge PCT.
South East Essex PCT.
Surrey PCT.
Sutton and Merton PCT.
Tower Hamlets PCT.
Waltham Forest PCT.
West Kent PCT.
Westminster PCT.

PCT, primary care trust.
BOX 2  Data collection in secondary care

Barnet, Enfield and Haringey Mental Health NHS Trust.

Barts Health NHS Trust.

Central and North West London NHS Foundation Trust.

Cheshire and Wirral Partnership NHS Foundation Trust.

Cumbria Partnership NHS Foundation Trust.

East London NHS Foundation Trust.

Isle of Wight NHS Trust.

Kent and Medway NHS Foundation Trust.

Norfolk NHS Foundation Trust.

North East London NHS Foundation Trust.

North Essex NHS Foundation Trust.

Nottinghamshire Healthcare NHS Trust.

Oxleas NHS Foundation Trust.

South Essex Partnership University NHS Foundation Trust.

South London and Maudsley NHS Foundation Trust.

South West London and St George's Trust.

South West Yorkshire Partnership NHS Foundation Trust.

Suffolk NHS Foundation Trust.

Tees, Esk and Wear Valleys NHS Foundation Trust.

West London Mental Health NHS Trust.
We obtained complete 10-year follow-up data for 74% of the sample and complete 5-year follow-up data for 81% of the sample (Figure 26). Overall, 34 study participants (6.9%) died at some point during the follow-up period. Causes of death included eight suicides and in three cases the cause of death was unascertainable. The majority of the deceased died of natural causes. Loss to follow-up mostly occurred because baseline participants had exited the NHS (mostly to return to their country of origin). In a few cases the GP surgery where a patient was registered refused access to his or her medical records.

**Symptoms of mental illness**
The OPCRIT was administered to collect information on symptoms of mental illness. The checklist was specifically designed for the needs of empirical research. Episodes were dated and differentiated by a 2-month symptom-free interval for affective symptoms and a 6-month symptom-free interval for psychotic symptoms. Symptom domains relevant for the study and coded were appearance and behaviour (e.g. bizarre behaviour, catatonia), speech and form of thought (formal thought disorder), affect and associated features, abnormal beliefs and ideas (delusions) and abnormal perceptions (hallucinations).

**Outcome**
The MacArthur Community Violence Interview (MCVI) was rated based on case notes in primary and secondary care. Actions were considered to constitute serious violence if they were (1) batteries that resulted in physical injury or involved the use of a weapon; (2) sexual assaults; or (3) threats made with a weapon in hand. Batteries not resulting in injury of the victim were coded as minor violence.

Further outcome data were derived from convictions and cautions recorded in the PNC. For categorisation of violent offences, we used offences in the Home Office’s Standard List for definition of violence (committed) plus threats to commit such an offence for England, Wales and Scotland.

To ensure sufficient statistical power, violent incidents derived from medical records and PNC data were combined into one outcome measure: ‘violent behaviour’. Unfortunately, because of small numbers it was not possible to differentiate minor and serious violence.

As can be seen in Figure 27, the prevalence of violence throughout the follow-up was higher in men than in women and violence was highest within the first 6 months after initial assessment.

![Figure 26: Achieved follow-up in years.](image-url)
FIGURE 27 Violent behaviour across 10 years of follow-up.
Selection of risk factors: methods and statistics
For the static part of the instrument, variables were selected on the basis of their AUC values. The following variables were included in analyses:

- demography:
  - male sex
  - age < 35 years
  - black ethnicity
  - single marital status
  - UK born
  - asylum seeker/refugee
  - no educational qualifications
  - three or more moves of residence
  - has not worked in the past year

- childhood adversities before age 15 years:
  - in care/adopted/fostered
  - poverty
  - parental discord
  - cruelty/physical abuse
  - sexual abuse

- criminogenic:
  - history of violent behaviour leading to contact with services
  - history of threatening/annoying behaviour leading to contact with services
  - history of violent offending
  - history of non-violent offending
  - family history of criminal behaviour

- clinical:
  - schizophrenia at first presentation
  - high trait impulsiveness
  - high trait anger
  - long duration of untreated psychosis
  - conduct disorder
  - alcohol abuse past year
  - drug use past year
  - family history of severe mental illness
  - family history of substance abuse

We divided the 10-year follow-up period into 6-months window and observed the AUC values over time. As there was much variation over time we decided to predict violence within 6 months after assessment. To minimise shrinkage when using the instrument in a different sample we opted for a simple model and added the variables identified using a forward selection process. We utilised AUC values and sensitivity (those correctly identified as violent), specificity (those correctly classified and not violent) and PCC to identify the optimal cut-off point. Using a cumulative approach we then tested how stable predictive accuracy proved to be over the complete 10-year follow-up.
As can be seen in Figure 28, the AUC value for women was excellent for the first 6 months after assessment. There was a significant drop after inclusion of a further 6 months and the AUC was no longer significant when violence within the following 18 months was predicted. From 2 years onwards the AUC values stabilised and were significant but were of only moderate magnitude.

For men, the initial AUC value was moderate for the first 6 months after assessment. However, AUCs were more stable across time than in the female sample (Figure 29).

For the dynamic part of the instrument, the following variables were included:

- **appearance and behaviour:**
  - disorganised/abnormal behaviour
  - recklessness
  - reduced need for sleep
  - increased sociability
  - agitation
  - retardation, loss of energy

---

**FIGURE 28** Static risk: AUC values over time: women.

**FIGURE 29** Static risk: AUC values over time: men.
• speech and form of thought:
  - disorganised thinking: speech
  - disorganised thinking: formal thought disorder
  - pressured speech, thoughts racing

• delusions:
  - persecutory delusions
  - grandiose delusions
  - delusions of reference
  - delusions of external control
  - delusions of guilt

• hallucinations:
  - third-person hallucinations
  - commentary voices
  - abusive, persecutory voices
  - other auditory hallucinations

• affect:
  - restricted, blunted affect
  - inappropriate affect
  - elation
  - irritability
  - depression
  - anhedonia
  - excessive guilt
  - suicidal ideation

• unspecified symptoms:
  - sleeping problems
  - changes in appetite
  - poor concentration.

Variables were identified as risk factors when they demonstrated a significant association with violent behaviour throughout the follow-up period. Mixed-effects models for repeated measures were performed, adjusting for time and relatedness of the measures. As this method significantly increases statistical power, we opted for a conservative approach and identified potential confounders (static risk factors) using the total sample. Adjustments were made for age, educational qualifications, poverty, parental discord, history of violent behaviour leading to contact with services, history of threatening/annoying behaviour leading to contact with services, history of violent offending, history of non-violent offending, family history of criminal behaviour, schizophrenia at first presentation, high trait anger, long duration of untreated psychosis, conduct disorder and drug use in the past year. The results are shown in Table 159.

To test whether or not there were significant sex differences in the association of the dynamic risk factors with violent outcome we performed statistical analyses to test for effect modification by modelling two-way interaction terms (sex x dynamic risk factor). A significant result indicated that observed differences in associations were statistically relevant when comparing men and women.
TABLE 159  Associations of symptoms with violent outcome

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR a 95% CI</td>
<td>p-value</td>
<td>OR a 95% CI</td>
</tr>
<tr>
<td>Appearance and behaviour</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorganised/abnormal behaviour</td>
<td>1.27 (0.79 to 2.05)</td>
<td>0.323</td>
<td>0.97 (0.55 to 1.70)</td>
</tr>
<tr>
<td>Recklessness</td>
<td>1.26 (0.65 to 2.42)</td>
<td>0.490</td>
<td>1.29 (0.59 to 2.78)</td>
</tr>
<tr>
<td>Reduced need for sleep</td>
<td>1.51 (0.71 to 3.22)</td>
<td>0.287</td>
<td>1.48 (0.55 to 3.97)</td>
</tr>
<tr>
<td>Increased sociability</td>
<td>2.21 (0.83 to 5.86)</td>
<td>0.113</td>
<td>2.97 (0.97 to 9.05)</td>
</tr>
<tr>
<td>Agitation</td>
<td>4.71 (3.07 to 7.25)</td>
<td>&lt;0.001</td>
<td>4.74 (2.92 to 7.69)</td>
</tr>
<tr>
<td>Retardation, loss of energy</td>
<td>0.90 (0.54 to 1.50)</td>
<td>0.681</td>
<td>0.66 (0.33 to 1.29)</td>
</tr>
<tr>
<td>Speech and form of thought</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorganised thinking: speech</td>
<td>1.89 (1.18 to 3.04)</td>
<td>0.009</td>
<td>0.96 (0.53 to 1.74)</td>
</tr>
<tr>
<td>Disorganised thinking: formal thought disorder</td>
<td>1.40 (0.78 to 2.54)</td>
<td>0.261</td>
<td>1.39 (0.68 to 2.84)</td>
</tr>
<tr>
<td>Pressured speech, thoughts racing</td>
<td>3.25 (1.99 to 5.32)</td>
<td>&lt;0.001</td>
<td>3.73 (2.08 to 6.69)</td>
</tr>
<tr>
<td>Delusions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persecutory delusions</td>
<td>3.33 (2.31 to 4.81)</td>
<td>&lt;0.001</td>
<td>2.64 (1.71 to 4.09)</td>
</tr>
<tr>
<td>Grandiose delusions</td>
<td>1.65 (0.96 to 2.81)</td>
<td>0.068</td>
<td>1.34 (0.71 to 2.53)</td>
</tr>
<tr>
<td>Delusions of reference</td>
<td>1.32 (0.71 to 2.44)</td>
<td>0.375</td>
<td>1.02 (0.45 to 2.31)</td>
</tr>
<tr>
<td>Delusions of external control</td>
<td>1.28 (0.62 to 2.61)</td>
<td>0.507</td>
<td>1.23 (0.53 to 2.85)</td>
</tr>
<tr>
<td>Delusions of guilt</td>
<td>1.06 (0.16 to 7.02)</td>
<td>0.955</td>
<td>0.90 (0.06 to 13.06)</td>
</tr>
</tbody>
</table>

continued
### Table 159: Associations of symptoms with violent outcome (continued)

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th></th>
<th></th>
<th>Total</th>
<th></th>
<th></th>
<th>Total</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^a)</td>
<td>95% CI</td>
<td>p-value</td>
<td>OR(^a)</td>
<td>95% CI</td>
<td>p-value</td>
<td>OR(^a)</td>
<td>95% CI</td>
<td>p-value</td>
</tr>
<tr>
<td>Hallucinations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person hallucinations(^b)</td>
<td>1.07</td>
<td>0.55 to 2.07</td>
<td>0.840</td>
<td>0.80</td>
<td>0.35 to 1.85</td>
<td>0.606</td>
<td>1.96</td>
<td>0.65 to 5.92</td>
<td>0.235</td>
</tr>
<tr>
<td>Commentary voices</td>
<td>3.59</td>
<td>1.27 to 10.14</td>
<td>0.016</td>
<td>1.34</td>
<td>0.26 to 6.84</td>
<td>0.729</td>
<td>4.92</td>
<td>1.21 to 20.05</td>
<td>0.026</td>
</tr>
<tr>
<td>Abusive, persecutory voices</td>
<td>2.66</td>
<td>1.63 to 4.34</td>
<td>&lt; 0.001</td>
<td>3.00</td>
<td>1.71 to 5.26</td>
<td>&lt; 0.001</td>
<td>1.38</td>
<td>0.49 to 3.87</td>
<td>0.546</td>
</tr>
<tr>
<td>Other auditory hallucinations(^b)</td>
<td>1.99</td>
<td>1.26 to 3.16</td>
<td>0.003</td>
<td>1.46</td>
<td>0.84 to 2.54</td>
<td>0.179</td>
<td>3.83</td>
<td>1.68 to 8.72</td>
<td>0.001</td>
</tr>
<tr>
<td>Affect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restricted, blunted affect</td>
<td>1.05</td>
<td>0.64 to 1.72</td>
<td>0.861</td>
<td>1.16</td>
<td>0.64 to 2.08</td>
<td>0.631</td>
<td>0.80</td>
<td>0.31 to 2.09</td>
<td>0.650</td>
</tr>
<tr>
<td>Inappropriate affect(^b)</td>
<td>1.50</td>
<td>0.90 to 2.51</td>
<td>0.118</td>
<td>1.04</td>
<td>0.55 to 1.99</td>
<td>0.898</td>
<td>3.19</td>
<td>1.28 to 7.95</td>
<td>0.013</td>
</tr>
<tr>
<td>Elation</td>
<td>1.47</td>
<td>0.86 to 2.51</td>
<td>0.155</td>
<td>1.44</td>
<td>0.75 to 2.77</td>
<td>0.276</td>
<td>1.08</td>
<td>0.41 to 2.85</td>
<td>0.871</td>
</tr>
<tr>
<td>Irritability</td>
<td>4.45</td>
<td>2.93 to 6.75</td>
<td>&lt; 0.001</td>
<td>4.24</td>
<td>2.60 to 6.93</td>
<td>&lt; 0.001</td>
<td>5.39</td>
<td>2.09 to 13.93</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Depression</td>
<td>1.17</td>
<td>0.71 to 1.92</td>
<td>0.547</td>
<td>1.00</td>
<td>0.55 to 1.84</td>
<td>0.987</td>
<td>1.13</td>
<td>0.41 to 3.15</td>
<td>0.809</td>
</tr>
<tr>
<td>Anhedonia</td>
<td>0.66</td>
<td>0.30 to 1.44</td>
<td>0.292</td>
<td>0.88</td>
<td>0.34 to 2.27</td>
<td>0.792</td>
<td>0.71</td>
<td>0.17 to 2.98</td>
<td>0.641</td>
</tr>
<tr>
<td>Excessive guilt</td>
<td>0.56</td>
<td>0.06 to 5.27</td>
<td>0.608</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.65</td>
<td>0.25 to 27.89</td>
<td>0.416</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>2.14</td>
<td>1.18 to 3.87</td>
<td>0.012</td>
<td>1.72</td>
<td>0.81 to 3.68</td>
<td>0.159</td>
<td>2.11</td>
<td>0.75 to 5.96</td>
<td>0.157</td>
</tr>
<tr>
<td>Unspecific symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleeping problems</td>
<td>1.48</td>
<td>0.91 to 2.41</td>
<td>0.116</td>
<td>1.46</td>
<td>0.83 to 2.56</td>
<td>0.190</td>
<td>1.52</td>
<td>0.56 to 4.12</td>
<td>0.415</td>
</tr>
<tr>
<td>Changes in appetite</td>
<td>2.31</td>
<td>1.38 to 3.87</td>
<td>0.001</td>
<td>2.35</td>
<td>1.28 to 4.32</td>
<td>0.006</td>
<td>1.71</td>
<td>0.64 to 4.55</td>
<td>0.282</td>
</tr>
<tr>
<td>Poor concentration(^b)</td>
<td>2.04</td>
<td>1.28 to 3.26</td>
<td>0.003</td>
<td>1.57</td>
<td>0.89 to 2.74</td>
<td>0.117</td>
<td>3.35</td>
<td>1.29 to 8.68</td>
<td>0.013</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for time, static risk factors and other symptoms in domain.
\(^b\) Significant sex interaction (p < 0.05).

Note: multilevel logistic regression model.
Interaction terms were also modelled to test whether or not level of risk identified with the static part of the instrument influenced associations of dynamic risk factors with violent outcome.

Based on previous research identifying negative affect as a key variable in the pathway towards violence,\(^{21,291}\) we performed mediation analyses. Affect was considered as a potential mediator when it demonstrated a significant relationship with both (1) violence and (2) symptom. By comparing standardised regression coefficients from models with and without affect as covariate,\(^{303}\) we estimated the proportion of direct effects that were mediated by affect and tested their significance using bootstrapped standard errors and CIs (using 1000 repetitions). This method is preferred over other tests for significant indirect effects such as the Sobel test because it is less conservative and does not require normality assumptions to be met.\(^{304}\)

**Coding procedure**

The coding of the risk factors needs to be performed after a thorough and systematic examination of all available information including medical records and criminal history and interviews with the patient and/or significant others. However, the information needed to code the static and dynamic part of the Violence in Psychotic Persons (VIPP) instrument is usually obtained in routine clinical assessments and completing the coding sheets should not take longer than 15 minutes.

The static part of the VIPP instrument has to be repeated every 6 months; reliance on previous ratings after a longer time period will result in inaccuracy of the prediction.

Risk factors for the dynamic part of the VIPP instrument should be checked routinely as changes in these symptoms and symptom constellations can result in changes in level of risk for violence.

Both static and dynamic risk factors are coded as ‘0’ if they are absent and ‘1’ if they are present. If information is not available/accessible, no code is given. However, risk assessment is less accurate when information is missing.

In the static part of the VIPP instrument the codings are added up. A total score of \(\geq 4\) in women and \(\geq 2\) in men is indicative that an individual’s risk of violence within 6 months after the assessment is increased.

For dynamic factors it is not necessary to add up the codings as the presence of only one risk factor is sufficient to indicate an elevated risk for violence. This is not restricted to a specified time frame, with risk elevated as long as the symptom is present. In this case we would advise that the risk for violence in these patients be reconsidered and appropriate measures be taken to reduce the risk.

**Coding sheet: module for women**

Name:

Age:

Date of assessment:

Assessed by:
Static risk

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Code: 0 = absent</th>
<th>1 = present</th>
</tr>
</thead>
<tbody>
<tr>
<td>No educational qualifications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not worked in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK born (irrespective of ethnic group)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No family history of mental disorder (psychotic illness, affective disorders)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poverty before age 15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IF THE PATIENT SCORES 4 OR MORE ON THE STATIC RISK SCALE, THERE IS A HIGH RISK OF VIOLENT BEHAVIOUR WITHIN 6 MONTHS AFTER THIS ASSESSMENT!

<table>
<thead>
<tr>
<th>Score</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Correctly classified</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100.0</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td>1</td>
<td>100.0</td>
<td>3.0</td>
<td>5.9</td>
</tr>
<tr>
<td>2</td>
<td>100.0</td>
<td>18.8</td>
<td>21.2</td>
</tr>
<tr>
<td>3</td>
<td>100.0</td>
<td>47.9</td>
<td>49.4</td>
</tr>
<tr>
<td>4+</td>
<td>100.0</td>
<td>86.1</td>
<td>86.5</td>
</tr>
</tbody>
</table>
## Dynamic risk

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Code: 0 = absent 1 = present</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Irritability</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s mood is predominantly irritable/ angry.</td>
<td></td>
</tr>
<tr>
<td><strong>Inappropriate affect</strong></td>
<td></td>
</tr>
<tr>
<td>Patient’s emotional responses are inappropriate to the circumstances, e.g. laughter when discussing painful or sad events, giggling without obvious reason.</td>
<td></td>
</tr>
<tr>
<td><strong>Agitation</strong></td>
<td></td>
</tr>
<tr>
<td>Patient shows excessive repetitive activity, such as fidgety restlessness, wringing of hands, pacing up and down, all usually accompanied by expression of distress. Do also include motor, social, and sexual over-activity.</td>
<td></td>
</tr>
<tr>
<td><strong>Disorganised thinking – speech</strong></td>
<td></td>
</tr>
<tr>
<td>Rate positive if one of the following symptoms is present: speech difficult to understand, incoherence, poor communication due to neologisms or bizarre use of words, derailments, loosening of associations, paucity of thought, thought blocking, poverty of speech, poverty of content of speech.</td>
<td></td>
</tr>
<tr>
<td><strong>Persecutory delusions</strong></td>
<td></td>
</tr>
<tr>
<td>Include all delusions with persecutory ideation.</td>
<td></td>
</tr>
<tr>
<td><strong>Grandiose delusions</strong></td>
<td></td>
</tr>
<tr>
<td>Patient has grossly exaggerated and inflexible sense of own importance, powers, abilities, or falsely believes being rich, famous, divine, etc. CAVEAT: this symptom only increases the risk of violent behaviour when associated with irritable mood. Do not rate as present in the absence of this affective state.</td>
<td></td>
</tr>
<tr>
<td><strong>Third person hallucinations</strong></td>
<td></td>
</tr>
<tr>
<td>Two or more voices discussing the patient in the third person.</td>
<td></td>
</tr>
<tr>
<td><strong>Other auditory hallucinations</strong></td>
<td></td>
</tr>
<tr>
<td>Do not include running commentary voices, abusive or accusatory voices and third person hallucinations. These auditory hallucinations comprise: command hallucinations, neutral voices and non-verbal auditory hallucinations.</td>
<td></td>
</tr>
<tr>
<td><strong>Poor concentration</strong></td>
<td></td>
</tr>
<tr>
<td>Subjective complaints of being unable to think clearly, to make decisions, etc. CAVEAT: this symptom only increases the risk of violence when associated with either irritable mood or inappropriate affect – check ratings above. Do not rate present if patient presents with symptom without associated affect.</td>
<td></td>
</tr>
</tbody>
</table>

If one or more symptoms of the dynamic risk factors are coded as present, there is elevated risk of violent behaviour. Action plan required!
Coding sheet: module for men

Name:

Age:

Date of assessment:

Assessed by:

**Static risk**

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Code: 0 = absent</th>
<th>1 = present</th>
</tr>
</thead>
<tbody>
<tr>
<td>High level of trait anger (examples: easily annoyed, quick temper, angry and agitated, reacts first and thinks later)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of threatening behaviour leading to contact with services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of violence behaviour leading to contact with services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental discord before age 15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Score**

---

**IF THE PATIENT SCORES 2 OR MORE ON THE STATIC RISK SCALE, THERE IS AN ELEVATED RISK OF VIOLENT BEHAVIOUR WITHIN 6 MONTHS AFTER THIS ASSESSMENT!**

<table>
<thead>
<tr>
<th>Score</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Correctly classified</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100.0</td>
<td>0.0</td>
<td>6.1</td>
</tr>
<tr>
<td>1</td>
<td>86.7</td>
<td>27.0</td>
<td>30.6</td>
</tr>
<tr>
<td>2+</td>
<td>73.3</td>
<td>60.0</td>
<td>60.8</td>
</tr>
</tbody>
</table>
### Dynamic risk

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Code: 0 = absent</th>
<th>1 = present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irritability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient’s mood is predominantly irritable/ angry. If the patient classifies as high risk on the static risk scale, risk of violence is further elevated.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inappropriate affect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient’s emotional responses are inappropriate to the circumstances, e.g. laughter when discussing painful or sad events, giggling without obvious reason.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agitation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient shows excessive repetitive activity, such as fidgety restlessness, wringing of hands, pacing up and down, all usually accompanied by expression of distress. Do also include motor, social, and sexual over-activity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pressure of speech, thoughts racing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient is much more talkative than usual or feels under pressure to continue talking. They experience their thoughts racing through their heads or others observe flight of ideas or find it difficult to understand what the patient is saying due to the rapidity and quantity of speech. CAVEAT: the association is mediated by irritability and the symptom should only be rated as present when associated with irritable affect (check rating above). Do not rate as present in the absence of this affective state.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persecutory delusions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Include all delusions with persecutory ideation. CAVEAT: persecutory delusions only increase the risk of violence when associated with irritability (check rating above). Do not rate as present in the absence of this affective state.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abusive, persecutory voices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voices talking to the patient in an accusatory, abusive or persecutory manner. The effect of this symptom is modified by level of static risk: if a patient classifies as high risk on the static scale this further increases the risk of violence if abusive, persecutory voices are present.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changes in appetite</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This symptom should be rated present if the patient reports or there is observation of significant increase or decrease in appetite and corresponding weight gain or loss. CAVEAT: the association is mediated by irritability and the symptom should only be rated as present when associated with irritable affect (check rating above). Do not rate as present in the absence of this affective state.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**IF ONE OR MORE SYMPTOMS OF THE DYNAMIC RISK FACTORS ARE CODED AS PRESENT, THERE IS ELEVATED RISK OF VIOLENT BEHAVIOUR -> ACTION PLAN REQUIRED!**
Appendix 2  Coding sheet for the Computerised Instrument for Violence

Name:

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for violence (PreVio)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute score (S)</th>
<th>Enter score</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = 0.24 \times \text{PreVio} - 0.09 \times \text{Age} + 0.02 \times \text{PreAcq} + 1.11$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute probability (P)</th>
<th>Enter probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P = \frac{\exp(S)}{1 + \exp(S)}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Define risk level (RL) based on sample median (0.316)</th>
<th>Enter risk level</th>
</tr>
</thead>
<tbody>
<tr>
<td>If $P &gt; 0.316$, risk level = high; if $P \leq 0.316$, risk level = low</td>
<td></td>
</tr>
</tbody>
</table>
## Appendix 3  Coding sheet for the Pencil and Paper Instrument for Violence

**Name:**

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for violence (PreVio)</td>
<td>Coding score</td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for violence levels: PreVioc</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>–1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2–5</td>
<td>1</td>
</tr>
<tr>
<td>6+</td>
<td>2</td>
</tr>
<tr>
<td>Enter coding score based on actual PreVioc level</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime levels: PreAcqc</td>
<td></td>
</tr>
<tr>
<td>0–2</td>
<td>Coding score</td>
</tr>
<tr>
<td>3–12</td>
<td>–1</td>
</tr>
<tr>
<td>13+</td>
<td>0</td>
</tr>
<tr>
<td>Enter coding score based on actual PreAcqc level</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years levels: Agec</td>
<td></td>
</tr>
<tr>
<td>≤21</td>
<td>Coding score</td>
</tr>
<tr>
<td>22–25</td>
<td>–1</td>
</tr>
<tr>
<td>26–39</td>
<td>0</td>
</tr>
<tr>
<td>40–45</td>
<td>1</td>
</tr>
<tr>
<td>46+</td>
<td>–2</td>
</tr>
<tr>
<td>Enter coding score based on actual Agec level</td>
<td></td>
</tr>
<tr>
<td>Compute score (S)</td>
<td>Enter score</td>
</tr>
<tr>
<td>$S = \text{PreVioc} + \text{Agec} + \text{PreAcqc} + 4$</td>
<td></td>
</tr>
<tr>
<td>Define risk level (RL) based on sample median (4)</td>
<td>Enter risk level</td>
</tr>
<tr>
<td>If $S &gt; 4$, Risk level = high; if $S \leq 4$, risk level = low</td>
<td></td>
</tr>
</tbody>
</table>
**Appendix 4** Coding sheet for the Computerised Instrument for Robbery

**Name:**

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for robbery (PreRobb)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute score (S)</th>
<th>Enter score</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = 0.65 \times \log(\text{PreRobb} + 1) - 0.06 \times \text{Age} + 0.32 \times \log(\text{PreAcq} + 1) - 1.39$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute probability (P)</th>
<th>Enter probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P = \frac{\exp(S)}{1 + \exp(S)}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Define risk level (RL) based on sample median (0.082)</th>
<th>Enter risk level</th>
</tr>
</thead>
<tbody>
<tr>
<td>If $P &gt; 0.082$, risk level = high; if $P \leq 0.082$, risk level = low</td>
<td></td>
</tr>
</tbody>
</table>
# Appendix 5  Coding sheet for the Paper
## Instrument for Robbery

**Name:**

**Date of assessment:**

**Assessed by:**

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for robbery (PreRobb)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for robbery levels: PreRobbc</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2+</td>
<td>1</td>
</tr>
<tr>
<td>Enter coding score based on actual PreRobbc level</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime levels: PreAcqc</td>
<td></td>
</tr>
<tr>
<td>0–2</td>
<td>-1</td>
</tr>
<tr>
<td>3–12</td>
<td>0</td>
</tr>
<tr>
<td>13+</td>
<td>1</td>
</tr>
<tr>
<td>Enter coding score based on actual PreAcqc level</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years levels: Agec</td>
<td></td>
</tr>
<tr>
<td>( \leq 21 )</td>
<td>2</td>
</tr>
<tr>
<td>22–29</td>
<td>1</td>
</tr>
<tr>
<td>30–39</td>
<td>0</td>
</tr>
<tr>
<td>40–45</td>
<td>-1</td>
</tr>
<tr>
<td>46+</td>
<td>-2</td>
</tr>
<tr>
<td>Enter coding score based on actual Agec level</td>
<td></td>
</tr>
<tr>
<td>Compute score (S)</td>
<td></td>
</tr>
<tr>
<td>( S = \text{PreRobb} + \text{Agec} + \text{PreAcqc} + 4 )</td>
<td></td>
</tr>
<tr>
<td>Define risk level (RL) based on sample median (4)</td>
<td></td>
</tr>
<tr>
<td>If ( S &gt; 4 ), risk level = high; if ( S \leq 4 ), risk level = low</td>
<td></td>
</tr>
</tbody>
</table>
### Appendix 6  Coding sheet for the Computerised Instrument for Drugs

**Name:**

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
<th>Enter score</th>
<th>Enter probability</th>
<th>Enter risk level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for drugs (PreDrugs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compute score ($S$)</td>
<td>$S = 0.87 \times \log(\text{PreDrugs} + 1) - 0.08 \times \text{Age} + 0.26 \times \log(\text{PreAcq} + 1) + 0.002$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compute probability ($P$)</td>
<td>$P = \exp(S)/(1 + \exp(S))$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Define risk level (RL) based on sample median (0.187)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If $P &gt; 0.187$, risk level = high; if $P \leq 0.187$, risk level = low</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix 7  Coding sheet for the Paper

### Instrument for Drugs

**Name:**

**Date of assessment:**

**Assessed by:**

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for drugs (PreDrugs)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for drugs levels: PreDrugsc</td>
<td>0, 1, 2+</td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime levels: PreAcqc</td>
<td>0–2, 3–12, 13+</td>
</tr>
<tr>
<td>Age at time of interview in years levels: Agec</td>
<td>≤ 19, 20–30, 31–37, 38–45, 46+</td>
</tr>
</tbody>
</table>

Enter coding score based on actual PreDrugsc level

<table>
<thead>
<tr>
<th>Coding score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

Enter coding score based on actual PreAcqc level

<table>
<thead>
<tr>
<th>Coding score</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

Enter coding score based on actual Agec level

<table>
<thead>
<tr>
<th>Coding score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>-1</td>
</tr>
<tr>
<td>-2</td>
</tr>
</tbody>
</table>

**Compute score (S)**

\[
S = \text{PreDrugsc + Agec + PreAcqc + 4}
\]

**Define risk level (RL) based on sample median (4)**

If \( S > 4 \), risk level = high, if \( S \leq 4 \), risk level = low
Appendix 8  Coding sheet for the Computer Instrument for Acquisitive Crime

N  ame:

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for drugs (PreDrugs)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute score (S)</th>
<th>Enter score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ S = 0.08 \times \text{PreDrugs} - 0.10 \times \text{Age} + 0.81 \times \log(\text{PreAcq} + 1) + 0.663 ]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compute probability (P)</th>
<th>Enter probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ P = \frac{\exp(S)}{1 + \exp(S)} ]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Define risk level (RL) based on sample median (0.369)</th>
<th>Enter risk level</th>
</tr>
</thead>
<tbody>
<tr>
<td>If ( P &gt; 0.369 ), risk level = high; if ( P \leq 0.369 ), risk level = low</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 9 Coding sheet for the Paper Instrument for Acquisitive Crime

Name:

Date of assessment:

Assessed by:

<table>
<thead>
<tr>
<th>Enter predictor values</th>
<th>Enter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of previous convictions for drugs (PreDrugs)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive offence (PreAcq)</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years (Age)</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for drugs levels: PreDrugsc</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1+</td>
<td></td>
</tr>
<tr>
<td>Enter coding score based on actual PreDrugsc level</td>
<td></td>
</tr>
<tr>
<td>Number of previous convictions for acquisitive crime levels: PreAcqc</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2–7</td>
<td></td>
</tr>
<tr>
<td>8–16</td>
<td></td>
</tr>
<tr>
<td>17+</td>
<td></td>
</tr>
<tr>
<td>Enter coding score based on actual PreAcqc level</td>
<td></td>
</tr>
<tr>
<td>Age at time of interview in years levels: Agec</td>
<td></td>
</tr>
<tr>
<td>(\leq 21)</td>
<td></td>
</tr>
<tr>
<td>22–30</td>
<td></td>
</tr>
<tr>
<td>31–37</td>
<td></td>
</tr>
<tr>
<td>38–42</td>
<td></td>
</tr>
<tr>
<td>43+</td>
<td></td>
</tr>
<tr>
<td>Enter coding score based on actual Agec level</td>
<td></td>
</tr>
</tbody>
</table>

Compute score (S)

\[ S = \text{PreDrugsc} + \text{Agec} + \text{PreAcqc} + 4 \]

Define risk level (RL) based on sample median (S)

If \(S > 5\), risk level = high; if \(S \leq 5\), risk level = low
Appendix 10  Coding sheet for the Dynamic Risk Instrument for Violence

For each domain, first enter in the ‘Present (Y/N)’ column Y if risk factor is present and N if risk factor is not present. For risk factors that are present, enter a value in the ‘Priority number’ column according to the number in front of the risk factors that are present (i.e. starting from the risk factor that is present with the smallest number and continuing with the risk factor that is present with the second smallest number). For example, in domain 1 (accommodation), if the factors ‘evicted’ and ‘homelessness’ are absent and the factors ‘frequent address change’ and ‘local problems’ are present, the priority number for ‘frequent address change’ is 1 (first priority) and for ‘local problems’ is 2 (second priority).

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>AOR</th>
<th>95% CI</th>
<th>p-value</th>
<th>Present (Y/N)</th>
<th>Priority number</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain 1: accommodation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Evicted</td>
<td>2.71</td>
<td>1.43 to 5.12</td>
<td>0.002</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2. Frequent address change</td>
<td>2.45</td>
<td>1.15 to 5.22</td>
<td>0.020</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>3. Homelessness</td>
<td>1.87</td>
<td>1.02 to 3.43</td>
<td>0.045</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>4. Local problems</td>
<td>1.72</td>
<td>1.01 to 2.93</td>
<td>0.046</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td><strong>Domain 2: social environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Criminal network</td>
<td>2.66</td>
<td>1.48 to 4.80</td>
<td>0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2. Living with partner</td>
<td>1.77</td>
<td>1.12 to 2.82</td>
<td>0.015</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>3. Family/friends unsupportive (first quartile)</td>
<td>1.67</td>
<td>1.05 to 2.66</td>
<td>0.029</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td><strong>Domain 3: coping/daily living</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Services cut off</td>
<td>3.22</td>
<td>1.32 to 7.84</td>
<td>0.010</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2. Coping difficulties score (last quartile)</td>
<td>2.60</td>
<td>1.63 to 4.14</td>
<td>&lt; 0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>3. High stress score (last quartile)</td>
<td>2.44</td>
<td>1.57 to 3.81</td>
<td>&lt; 0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>4. Borrowing money</td>
<td>2.22</td>
<td>1.44 to 3.43</td>
<td>&lt; 0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>5. Financial difficulties</td>
<td>2.13</td>
<td>1.36 to 3.34</td>
<td>0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>6. Financial difficulties managing household</td>
<td>1.68</td>
<td>1.01 to 2.80</td>
<td>0.046</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td><strong>Domain 4: leisure time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Frequent visits to bars/pubs</td>
<td>2.20</td>
<td>1.30 to 3.72</td>
<td>0.003</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2. Frequent betting</td>
<td>1.71</td>
<td>1.02 to 2.88</td>
<td>0.044</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td><strong>Domain 5: employment/education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Disagreements at work</td>
<td>2.95</td>
<td>1.48 to 5.89</td>
<td>0.002</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td><strong>Domain 6: depression/self-harm/anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Anger (STAXI) last quartile</td>
<td>2.14</td>
<td>1.35 to 3.39</td>
<td>0.001</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2. Considered suicide</td>
<td>2.00</td>
<td>1.23 to 3.24</td>
<td>0.005</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>3. Anxiety (HADS)</td>
<td>1.96</td>
<td>1.24 to 3.10</td>
<td>0.004</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>4. Tedium vitae</td>
<td>1.69</td>
<td>1.08 to 2.64</td>
<td>0.022</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Risk factor</td>
<td>AOR</td>
<td>95% CI</td>
<td>p-value</td>
<td>Present (Y/N)</td>
<td>Priority number</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>---------------</td>
<td>---------</td>
<td>---------------</td>
<td>----------------</td>
</tr>
<tr>
<td><strong>Domain 7: psychosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Paranoid delusions</td>
<td>5.49</td>
<td>2.67 to 11.29</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Psychosis (PSQ 2+)</td>
<td>3.67</td>
<td>2.38 to 5.66</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. PSQ = 1 + non-compliance to therapeutic intervention</td>
<td>3.18</td>
<td>1.60 to 6.33</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Strange experiences</td>
<td>2.66</td>
<td>1.18 to 6.01</td>
<td>0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 8: alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Hazardous drinking (AUDIT score of ≥ 8)</td>
<td>3.53</td>
<td>2.31 to 5.40</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Alcohol use disorder (AUDIT score of ≥ 16)</td>
<td>2.65</td>
<td>1.53 to 4.59</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 9: drug use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Ecstasy dependence</td>
<td>11.90</td>
<td>3.08 to 45.92</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Ecstasy use</td>
<td>4.97</td>
<td>2.97 to 8.33</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Drug use (any)</td>
<td>4.89</td>
<td>2.85 to 8.40</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Cocaine powder use</td>
<td>3.82</td>
<td>2.36 to 6.19</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Any drug dependence</td>
<td>2.70</td>
<td>1.69 to 4.32</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Cannabis use</td>
<td>2.61</td>
<td>1.66 to 4.08</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Cannabis dependence</td>
<td>2.55</td>
<td>1.45 to 4.48</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Amphetamine use</td>
<td>2.25</td>
<td>1.20 to 4.22</td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Injected drugs</td>
<td>2.12</td>
<td>1.04 to 4.32</td>
<td>0.038</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Crack cocaine use</td>
<td>2.01</td>
<td>1.14 to 3.54</td>
<td>0.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 10: life events</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Assualted</td>
<td>10.30</td>
<td>5.39 to 19.67</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Redundant/sacked</td>
<td>3.76</td>
<td>1.83 to 7.71</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. At least one life event</td>
<td>2.38</td>
<td>1.57 to 3.60</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 11: treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Not attended treatment for mental disorder</td>
<td>2.01</td>
<td>1.09 to 3.72</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 12: compliance with supervision</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Missed appointments with probation officer</td>
<td>2.27</td>
<td>1.46 to 3.52</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Warning letter from probation officer</td>
<td>1.90</td>
<td>1.18 to 3.05</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 13: victimisation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Victim violence/threats</td>
<td>16.85</td>
<td>10.03 to 28.31</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Victimisation threats</td>
<td>4.19</td>
<td>2.30 to 7.62</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Victim other</td>
<td>3.09</td>
<td>1.70 to 5.63</td>
<td>&lt; 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Victim theft/burglary</td>
<td>2.72</td>
<td>1.30 to 5.70</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk factor</td>
<td>AOR</td>
<td>95% CI</td>
<td>p-value</td>
<td>Present (Y/N)</td>
<td>Priority number</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>------</td>
<td>-----------------</td>
<td>---------</td>
<td>---------------</td>
<td>----------------</td>
</tr>
<tr>
<td><strong>Domain 14: thoughts of violence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Different victims</td>
<td>6.45</td>
<td>3.29 to 12.64</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Likely to meet victim</td>
<td>5.21</td>
<td>2.37 to 11.47</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Different ways of hurting others</td>
<td>3.99</td>
<td>2.16 to 7.39</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Thoughts of violence</td>
<td>3.84</td>
<td>2.32 to 6.39</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Frequency of thoughts (at least two times a month)</td>
<td>3.64</td>
<td>2.15 to 6.16</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Thoughts of harm more than once a week</td>
<td>3.23</td>
<td>1.67 to 6.26</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 15: thoughts of previous offending</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Contact previous victim</td>
<td>4.68</td>
<td>2.36 to 9.30</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain 16: attitudes to crime</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. OK to steal if very poor</td>
<td>2.89</td>
<td>1.88 to 4.45</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. OK to steal from the rich</td>
<td>3.86</td>
<td>2.50 to 5.97</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. OK to steal from shops that make lots of money</td>
<td>3.37</td>
<td>2.17 to 5.23</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Sometimes OK to break the law</td>
<td>2.86</td>
<td>1.86 to 4.40</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Attitudes towards crime total score (last quartile)</td>
<td>4.26</td>
<td>2.73 to 6.66</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The OR was adjusted for length of time from release to phase 2 interview, length of time out of prison since being released from prison to end of follow-up period, the location of the interview (prison or community) and sex.
### Appendix 11 Description of model variables in the Decision Support for Violence Management in Prisoners network

<table>
<thead>
<tr>
<th>Variable number</th>
<th>Node name</th>
<th>Model component</th>
<th>Node type</th>
<th>Node category</th>
<th>Node states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Victimisation</td>
<td>Criminal attitude</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>2</td>
<td>Gang member</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>3</td>
<td>Criminal network</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>4</td>
<td>Criminal family background</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>5</td>
<td>Criminal attitude</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>6</td>
<td>Violent thoughts</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>7</td>
<td>Compliance with supervision</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/partial/yes</td>
</tr>
<tr>
<td>8</td>
<td>Negative attitude</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/partial/yes</td>
</tr>
<tr>
<td>9</td>
<td>Attitude danger level</td>
<td></td>
<td>Labelled</td>
<td>Latent</td>
<td>Low/high</td>
</tr>
<tr>
<td>10</td>
<td>Aggression danger level</td>
<td>Criminal attitude/personality disorder</td>
<td>Labelled</td>
<td>Latent</td>
<td>Low/high</td>
</tr>
<tr>
<td>11</td>
<td>ASPD</td>
<td>Personality disorder</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>12</td>
<td>BPD</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>13</td>
<td>Abuse or neglect as a child</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>14</td>
<td>Anger</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>15</td>
<td>Impulsivity</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>No/partial/yes</td>
</tr>
<tr>
<td>16</td>
<td>PCLR factor 1</td>
<td>~$T_{\text{Normal}}(\mu,\sigma^2,0,16)$</td>
<td>Observable</td>
<td>0–16</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>PCLR factor 2</td>
<td>~$T_{\text{Normal}}(\mu,\sigma^2,0,18)$</td>
<td>Observable</td>
<td>0–18</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>PCLR facet 3</td>
<td>~$T_{\text{Normal}}(\mu,\sigma^2,0,10)$</td>
<td>Observable</td>
<td>0–10</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Anger management</td>
<td></td>
<td>Labelled</td>
<td>Observable intervention</td>
<td>No/yes</td>
</tr>
<tr>
<td>20</td>
<td>Anger management given failure</td>
<td></td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
</tr>
<tr>
<td>21</td>
<td>Anger management post treatment</td>
<td></td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
</tr>
<tr>
<td>22</td>
<td>Intelligence</td>
<td>Socioeconomic factors</td>
<td>Labelled</td>
<td>Observable</td>
<td>Extremely low/borderline/low average/average/high average/superior</td>
</tr>
<tr>
<td>23</td>
<td>Living circumstances</td>
<td></td>
<td>Labelled</td>
<td>Observable</td>
<td>Homeless/bail hostel or shelter/living alone/living with partner/living with family or friends/other</td>
</tr>
<tr>
<td>Variable number</td>
<td>Node name</td>
<td>Model component</td>
<td>Node type</td>
<td>Node category</td>
<td>Node states</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------------------------</td>
<td>-----------------</td>
<td>---------------</td>
<td>---------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>24</td>
<td>Education</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/GCSE or O level/A level+/other</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Stress</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Financial difficulties</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Employment or training</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Problematic life events</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Socially withdraw</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Ability to cope</td>
<td>Labelled</td>
<td>Observable</td>
<td>Low/high</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Domestic stability</td>
<td>Labelled</td>
<td>Observable</td>
<td>Low/high</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Social protective level</td>
<td>Labelled</td>
<td>Latent</td>
<td>Low/high</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Symptoms of mental illness</td>
<td>Mental illness</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/partial/yes</td>
</tr>
<tr>
<td>34</td>
<td>Depressive symptoms</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Anxiety</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Thought insertion</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Hallucinations</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Strange experiences</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Paranoid delusions</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Psychiatric treatment</td>
<td>Labelled</td>
<td>Observable</td>
<td>Low/high</td>
<td>intervention</td>
</tr>
<tr>
<td>41</td>
<td>Depressive symptoms post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Anxiety post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Thought insertion post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Hallucinations post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Strange experiences post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Paranoid delusions post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Psychiatric treatment failure</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Mental illness danger level</td>
<td>Labelled</td>
<td>Latent</td>
<td>Low/high</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Cocaine use before prison sentence</td>
<td>Substance misuse</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
</tr>
<tr>
<td>50</td>
<td>Cannabis use before prison sentence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Ecstasy use before prison sentence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>Cocaine use during prison sentence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>Variable number</td>
<td>Node name</td>
<td>Model component</td>
<td>Node type</td>
<td>Node category</td>
<td>Node states</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------------------------</td>
<td>-----------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-------------</td>
</tr>
<tr>
<td>53</td>
<td>Cannabis use during prison sentence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Ecstasy use during prison sentence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Cocaine use after release</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Cannabis use after release</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Ecstasy use after release</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Hazardous drinking after release</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Cocaine dependence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Cannabis dependence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Ecstasy dependence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Alcohol dependence</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Drug treatment</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Alcohol treatment</td>
<td>Labelled</td>
<td>Observable</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Cocaine use post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>Cannabis use post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Ecstasy use post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Hazardous drinking post treatment</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>Drug treatment given failure</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>Alcohol treatment given failure</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>Any drug dependence</td>
<td>Labelled</td>
<td>Definitional</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>Response given drug dependence</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>Response given alcohol dependence</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>Substance misuse danger level</td>
<td>Labelled</td>
<td>Latent</td>
<td>Low/high</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>Responsiveness to treatment</td>
<td>Labelled</td>
<td>Observables</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>Refusal or failure to attend therapy</td>
<td>Labelled</td>
<td>Latent</td>
<td>No/yes</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>Previous acquisitive crime convictions</td>
<td>Labelled</td>
<td>Observable</td>
<td>0–2/3–12/13+</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>Previous violent convictions</td>
<td>Labelled</td>
<td>Observable</td>
<td>0/12–5/6+</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>PCL-R total score</td>
<td>Labelled</td>
<td>Observable</td>
<td>0–9/10–16/17–26/27+</td>
<td></td>
</tr>
<tr>
<td>Variable number</td>
<td>Node name</td>
<td>Model component</td>
<td>Node type</td>
<td>Node category</td>
<td>Node states</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------------------</td>
<td>-----------------------------------</td>
<td>-----------</td>
<td>---------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>81</td>
<td>Gender</td>
<td>Labelled</td>
<td>Observable</td>
<td>Observable</td>
<td>Female/male</td>
</tr>
<tr>
<td>82</td>
<td>Time at risk (days)</td>
<td>~Uniform(a,b)</td>
<td>Observable</td>
<td>Observable</td>
<td>0–5000</td>
</tr>
<tr>
<td>83</td>
<td>Violent reconvictions rate (step 1)</td>
<td>~Beta(a,b)</td>
<td>Latent</td>
<td>Latent</td>
<td>0–1</td>
</tr>
<tr>
<td>84</td>
<td>Violent reconvictions rate (step 2)</td>
<td>Revised ~Beta</td>
<td>Latent</td>
<td>Latent</td>
<td>0–1</td>
</tr>
<tr>
<td>85</td>
<td>Violent reconvictions rate (step 3)</td>
<td>Revised ~Beta</td>
<td>Latent</td>
<td>Latent</td>
<td>0–1</td>
</tr>
<tr>
<td>86</td>
<td>Time since initial release (days)</td>
<td>~Uniform(a,b)</td>
<td>Observable</td>
<td>Observable</td>
<td>0–5000</td>
</tr>
<tr>
<td>87</td>
<td>Violent convictions since initial release</td>
<td>~Binomial(n,p)</td>
<td>Observable</td>
<td>Observable</td>
<td>0-infinity</td>
</tr>
<tr>
<td>88</td>
<td>Violent convictions</td>
<td>~Binomial(n,p)</td>
<td>Latent</td>
<td>Latent</td>
<td>0-infinity</td>
</tr>
<tr>
<td>89</td>
<td>Violence</td>
<td>Labelled</td>
<td>Latent</td>
<td>Latent</td>
<td>No/yes</td>
</tr>
</tbody>
</table>
Appendix 12 Clinical utility questionnaire

Offender risk management decision-support software usability questionnaire

Study ID: _______________________  Discipline: ____________________

Thank you very much for taking part in this Clinical Utility Evaluation; your participation is very much appreciated. Please answer the following questions based on your experience of the Decision Support software:

<table>
<thead>
<tr>
<th></th>
<th>Not at all</th>
<th>Somewhat</th>
<th>A fair amount</th>
<th>Mostly</th>
<th>A great deal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I found the software easy to use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How might its usability be improved?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. I found the software intuitive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How might it be made more intuitive?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I thought the questions asked by the software were relevant to risk management.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I thought the software asked all the right questions to enable violence risk management.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What other questions should be asked?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. The software’s judgement of level of risk was accurate for the case I described.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. The software recommended similar targets for management to those that I would have.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional targets I would identified:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. The intervention targets identified were helpful.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. I thought that using the software might save me time in my professional practice.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. I thought that the information provided by the software was useful.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. I thought that the software was more useful than SPJ tools like the HCR20.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
How accurate would you say the top 3 risk management intervention targets generated by the decision support software were? What priority would you assign to them without the information generated by the software?

<table>
<thead>
<tr>
<th>Target</th>
<th>Relevance to offender (1-5)</th>
<th>Priority (1-5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target 1:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target 2:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target 3:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

How representative was the case you used to populate the software of other cases you work with in your professional practice?

<table>
<thead>
<tr>
<th>Not representative at all</th>
<th>Somewhat</th>
<th>Fairly</th>
<th>Mostly</th>
<th>Very representative</th>
</tr>
</thead>
</table>

What did you find most useful about the software?

Do you have any other comments for the research team?

Would you be interested in taking part in future validation studies? If yes, please give us your email address:

Thank you again for your time!

END OF QUESTIONNAIRE