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Abstract

Increasing comprehensiveness and reducing workload in a
systematic review of complex interventions using automated
machine learning

Olalekan A Uthman ,1 Rachel Court ,1 Jodie Enderby ,1

Lena Al-Khudairy ,1 Chidozie Nduka ,1 Hema Mistry ,1

GJ Melendez-Torres ,2 Sian Taylor-Phillips 1 and Aileen Clarke 1

1Warwick Medical School, University of Warwick, Coventry, UK
2Peninsula Technology Assessment Group (PenTAG), College of Medicine and Health, University of Exeter,
Exeter, UK

*Corresponding author olalekan.uthman@warwick.ac.uk

Background: As part of our ongoing systematic review of complex interventions for the primary
prevention of cardiovascular diseases, we have developed and evaluated automated machine-learning
classifiers for title and abstract screening. The aim was to develop a high-performing algorithm
comparable to human screening.

Methods: We followed a three-phase process to develop and test an automated machine learning-based
classifier for screening potential studies on interventions for primary prevention of cardiovascular disease.
We labelled a total of 16,611 articles during the first phase of the project. In the second phase, we
used the labelled articles to develop a machine learning-based classifier. After that, we examined the
performance of the classifiers in correctly labelling the papers. We evaluated the performance of the
five deep-learning models [i.e. parallel convolutional neural network (CNN), stacked CNN, parallel-
stacked CNN, recurrent neural network (RNN) and CNN–RNN]. The models were evaluated using
recall, precision and work saved over sampling at no less than 95% recall.

Results: We labelled a total of 16,611 articles, of which 676 (4.0%) were tagged as ‘relevant’ and
15,935 (96%) were tagged as ‘irrelevant’. The recall ranged from 51.9% to 96.6%. The precision
ranged from 64.6% to 99.1%. The work saved over sampling ranged from 8.9% to as high as 92.1%.
The best-performing model was parallel CNN, yielding a 96.4% recall, as well as 99.1% precision, and a
potential workload reduction of 89.9%.

Future work and limitations: We used words from the title and the abstract only. More work needs to
be done to look into possible changes in performance, such as adding features such as full document text.
The approach might also not be able to be used for other complex systematic reviews on different topics.

Conclusion: Our study shows that machine learning has the potential to significantly aid the labour-
intensive screening of abstracts in systematic reviews of complex interventions. Future research should
concentrate on enhancing the classifier system and determining how it can be integrated into the
systematic review workflow.

Funding: This project was funded by the National Institute for Health and Care Research (NIHR)
Health Technology Assessment programme and will be published in Health Technology Assessment.
See the NIHR Journals Library website for further project information.
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Glossary

Deep learning A type of machine learning based on artificial neural networks in which multiple layers
of processing are used to extract progressively higher-level features from data.

False negative An outcome where the model incorrectly predicts the negative class.

False positive An outcome where the model incorrectly predicts the positive class.

Precision (also known as positive predictive value) The proportion of relevant instances among
retrieved instances.

Recall (also known as sensitivity) The proportion of relevant instances that were retrieved.

Test data set A sample of data that is held back from the training of the model and instead is used to
give an unbiased estimate of the skill of the final tuned model when comparing or selecting between
final models.

Training data set The sample of data used to create the model.

True negative An outcome where the model correctly predicts the negative class.

True positive An outcome where the model correctly predicts the positive class.

Validation data set A sample of data held back from training of the model that is used to give an
estimate of model skill while tuning the model’s hyperparameters.

Work saved over sampling Defined as ‘the percentage of papers that meet the original search criteria
that the reviewers do not have to read (because they have been screened out by the classifier)’
(Cohen AM, Hersh WR, Peterson K, Yen PY. Reducing workload in systematic review preparation
using automated citation classification. J Am Med Inform Assoc 2006;13:206–19).
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List of abbreviations

CNN convolutional neural network

CVD cardiovascular disease

FN false negative

RNN recurrent neural network

TN true negative

TP true positive

WSS work saved over sampling

WSS@95% work saved over sampling at
95% recall
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Introduction

Systematic reviews of biomedical literature are the cornerstones of the creation of evidence-based
clinical practice guidelines. Systematic assessments are used not only to assess the comparative

effectiveness of medical procedures, but also as additional insight into decisions on reimbursement for
technology globally. Systematic reviews require the time-consuming procedure of human reviewers
manually screening title and abstract records to determine their importance to the analysis. This
method can include reading thousands, or even tens of thousands, of journal abstracts. As the body of
articles available continues to expand, this process becomes increasingly difficult and more expensive.
In fact, the increasing cost of performing a systematic review of biomedical literature has resulted in
the need to reduce the total workload of researchers.1,2 One way this can be achieved is by applying
natural language processing techniques to ‘automate’ the classification of publications that are
potentially applicable to a given topic.3–7

Text-mining software and artificial intelligence algorithms help undertake broad reviews, which are
increasingly common for improving efficiency and lowering the costs of completing these reviews.6,8,9

Machine-learning algorithms are used mainly at the screening stage of the systematic review process.
This screening stage entails the categorisation of records found from the search into ‘relevant’ or
‘irrelevant’ categories and is usually performed by two independent human reviewers with a third
reviewer resolving any differences. Artificial intelligence text classification algorithms have proved to
be highly effective for the identification of randomised controlled trials.5,10–13 To our knowledge, no
such attempt has been made when performing systematic reviews of complex interventions. Therefore,
the aim of this study was to explore the viability and effectiveness of using machine-learning modelling
to classify abstracts according to specific exclusion/inclusion criteria, as would be done in the first
stage of a systematic review of a complex intervention.
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Methods

We followed a three-phase process to develop and test an automated machine learning-based
classifier for screening potentially relevant studies on interventions for the primary prevention

of cardiovascular disease (CVD). We labelled a total of 16,611 articles during the first phase of the
project. In the second phase, we used the labelled articles to develop machine learning-based classifiers.
After that, we examined the performance of the classifiers in correctly labelling the papers and applied
the best-performing one to the unseen records retrieved by a more sensitive version of the database
searches used in the first phase of the project.

Building the text collections

The data set used for this study comprises a corpus of 16,611 titles and abstracts of articles (a subset
of the 133,260 articles yielded by the more sensitive search), which were collected and labelled by a
pair of human reviewers (with 0 representing a ‘not relevant’ study and 1 representing a ‘relevant’
study) from an ongoing systematic review on interventions for the primary prevention of CVD.14

We evaluated each identified study against the following selection criteria.

Study population
Study populations were adults (≥ 18 years of age) included in population-based studies that may or
may not be targeted at moderate/high CVD risk groups (e.g. hypertension, obesity, hyperlipidaemia,
type 2 diabetes or a combination of these). As the review was to focus on the primary prevention of
CVD, we excluded trials that included people who had experienced a previous myocardial infarction,
stroke or revascularisation procedure (coronary artery bypass grafting or percutaneous transluminal
coronary angioplasty) and those with angina or angiographically defined coronary heart disease.
Studies with mixed populations (i.e. both those with and those without CVD) were included if data
for the relevant primary prevention could be extracted.

Intervention
Included was any form of intervention aimed at the primary prevention of CVD, including but not
limited to drugs (lipid-lowering medications, blood pressure-lowering medications, antiplatelet agents),
diet (nutritional supplements, dietary interventions), physical activity and public health (health
promotion programmes, structural and policy interventions).

Comparators
Comparators were other forms of intervention (e.g. minimal intervention, active intervention,
concomitant intervention), placebo, usual-care or no-intervention control group, or waiting list control.

Outcome measures
The primary outcome was all-cause mortality. Secondary outcomes were CVD-related mortality,
major cardiovascular events (defined as fatal and non-fatal myocardial infarction, sudden cardiac
death, revascularisation, fatal and non-fatal stroke, and fatal and non-fatal heart failure), coronary
heart disease (fatal and non-fatal myocardial infarction and sudden cardiac death, excluding silent
myocardial infarction) and incremental costs per quality-adjusted life-years gained reported alongside
a randomised trial.

Study design
The included design was a randomised controlled trial with at least 6 months’ follow-up. The units of
randomisation could be either individuals or clusters (e.g. family or workplace).
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About 80% of the full set of data (n = 13,288) was taken as a random sample for training, and the
other 20% (n = 3323) was saved for testing. Before the machine was trained on the data, the data
had to be processed. The machine was then put to the test on the testing set, and its predictions were
compared with how the data had been labelled by humans. It is important to note that the machine
sees the processed abstract as well as the human reviewer’s classification during training, but, during
testing, the machine only sees the processed abstract and produces its own classifications, which are
then compared with those of the human reviewers.

Classifier system

We developed automated machine-learning classifiers using Uber’s Ludwig low code deep-learning
toolbox.15 Ludwig is a user-friendly deep-learning toolbox that allows users to train and test
deep-learning models for a variety of applications, including text classification. We developed and
compared the performance of the five deep-learning models [parallel convolutional neural network
(CNN), stacked CNN, parallel-stacked CNN, recurrent neural network (RNN) and CNN–RNN].16–21

Deep learning refers to ‘neural networks with multiple layers of perceptrons inspired by the human
brain’ and has been shown to bring benefits in text generation, word representation estimation,
sentence classification and feature presentation.22–36 Recently, deep-learning models have been shown
to perform better than traditional machine-learning algorithms in many natural language processing
text classification applications.22–36

Deep-learning methods, in addition to their high performance, do not rely on any hand-engineered
features and can instead learn the most appropriate features for a given task. As a result, deep
learning is currently the most popular and successful approach to natural language processing.
The most common deep-learning architectures are CNN and RNN.22,23 CNN is a type of deep,
feed-forward artificial neural network (where node connections do not form a cycle) that employs a
variant of multilayer perceptrons that is designed to require minimal pre-processing.22,23 A RNN is a
type of artificial neural network in which node connections form a directed graph along a sequence.
Theoretically, RNN with a sequential architecture should be better suited for sequence modelling
tasks (e.g. machine translation, language modelling or speech recognition) because these tasks require
the representation of complex context dependencies.22,23 Similarly, CNN’s hierarchical architecture
should be more useful for text classification, where detecting representative patterns can be critical to
solving the problem.22,23 In fact, CNN architectures have been shown to outperform state-of-the-art
text classification algorithms because they can extract the most informative ngrams (i.e. a contiguous
sequence of n items from a given sample of text or speech) describing a text.22,23

Evaluating the classifiers

We used the conventional information retrieval terminology of recall and precision, which are
synonymous with sensitivity and positive predictive value, respectively, to evaluate the classifiers.
In the current scenario, the recall statistic is of primary concern, as a means of confirming that eligible
study reports are not discarded incorrectly from the systematic review. Precision is also an interesting
metric because it can be used to calculate the number of articles that require manual screening by
reviewers. We were concerned with the number of irrelevant articles that were incorrectly classified
as relevant by machine-learning classifiers (i.e. records with an assigned probability score greater than
the identified threshold score), which had to be manually filtered out by the reviewers. Precision was
calculated as the proportion of retrieved articles that genuinely report a relevant study. Recall and
precision were calculated using a two-by-two table that represented ‘relevant’/’irrelevant’ articles and
whether they were classified correctly or incorrectly (Table 1).

METHODS
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The following formulas are used to calculate precision and recall:

Precision =
true positives

true positives + false positives
. (1)

Recall =
true positives

true positives + false negatives
. (2)

To be useful for systematic reviews, a document classification system must save reviewers the time
and effort of reading each paper. Simultaneously, the number of missed papers containing high-quality
evidence must be very small. For this study, we assumed that the system needed a recall of ≥ 0.95 to
identify an adequate fraction of the positive papers.37,38 As long as the recall is at least 0.95, precision
should be as high as possible.37,38

Furthermore, the most important aspect of the system to evaluate is how much future work the
reviewers could save in the process of screening abstracts and titles.38 We defined work saved as the
percentage of papers that meet the original search criteria but are not required to be read by the
reviewers (because they have been screened out by the classifier). With a 0.95 random sampling of the
data, a recall of 0.95 can be obtained, and this process would save the reviewers 5% of the time spent
reading the papers. Clearly, for the classifier system to be advantageous, the amount of work saved
must be greater than the amount of work saved by simple random sampling. As a result, for a given
level of recall, we measure the work saved in addition to the work saved by simple sampling.38,39

We define work saved over sampling (WSS) as follows:

WSS =
(TN + FN)

N
− (1:0 − R) =

TN + FN
N

−1 +
TP

TP + FN
, (3)

where TP represents the number of true positives identified by the classifier, TN represents the number
of true negatives identified by the classifier and FN represents the number of false negatives identified
by the classifier. The recall is R, and the total number of samples in the test set is N. We have fixed recall
at 0.9537,38 for the current work, so WSS at 95% recall (WSS@95%) is:

WSS@95% =
(TN + FN)

N
− 0:05. (4)

TABLE 1 The 2 × 2 table from which precision and recall were calculated

Relevant (human labelled) Irrelevant (human labelled)

Machine learning classed as ‘relevant’ True positives False positives

Machine learning labelled as ‘irrelevant’ False negatives True negatives
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Results

We ‘human’ labelled a total of 16,611 articles. Only 676 (4%) articles were labelled as ‘relevant’,
and 15,935 were labelled as ‘irrelevant’ (96%). Table 2 shows the performance of the five

machine-learning approaches from Uber’s Ludwig toolkit. The recall ranged from as low as 51.9% to
as high as 96.6%. Only parallel CNN reaches the desired recall (also known as sensitivity) of 95%.
The precision ranged from as low as 64.6% to as high as 99.1%. The work saving ranged from 8.9% to
as high as 92.1%. The best-performing model (recall 96.64%) was parallel CNN, yielding a 96.4% recall,
as well as 99.1% precision, and a potential workload reduction of 92%. Parallel CNN was chosen as
the best-performing classifier to be applied to all other unseen citations identified from our searches.

TABLE 2 Performance of the five classifiers developed for identifying studies relevant for systematic review of complex
interventions for primary prevention of CVD

Classifier type Recall Precision WSS@95%

Parallel CNN 96.64 99.08 89.9

Stacked CNN 89.26 99.08 52.9

Parallel-stacked CNN 93.02 98.95 92.1

RNN 56.65 64.61 17.8

CNN–RNN 50.89 98.00 8.9
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Discussion

Main findings

We developed five separate artificial intelligence models to predict whether or not a paper is
applicable for our systematic analysis of complex interventions. The best-performing classifier
exhibited excellent performance on the testing set, yielding a recall of 96.4%, as well as a precision
of 99.1%, and demonstrating the potential for a workload saving of 92%. This automated approach
has the greatest potential for reducing workload in conducting systematic literature reviews of
complex interventions.

Comparison with previous studies

To optimise productivity, support vector machine-based natural language processing approaches
have been developed to classify important medical literature papers on a variety of topics. In 2005,
Aphinyanaphongs et al.40 created the first support vector machine tool to assist in the systematic
analysis of literature by defining specific documents in the field of internal medicine. Several similar
methods were subsequently suggested, including one introduced by Wallace et al.7 that involves active
learning to minimise annotation costs.41 Wallace et al.42 reduced the number of papers to be checked
manually by approximately 50% for a systematic review. Fiszman et al.43 developed a framework that
uses symbolic significance analysis to classify potentially important documents for cardiovascular risk
factor guidance. The recall of their system was 56% and the accuracy was 91%.44 While most of the
current approaches concentrate on clinical literature, Miwa et al.3 expanded the reach of their approach
to social science literature. CNN-based natural language processing methodologies have been introduced
for short-text and sentence classification.19 However, few methodologies have been introduced and
evaluated for the classification of medical literature. Using the probability of bias in text classification
data sets, Zhang et al.16 developed a CNN model to test the bias of the study design in the literature on
randomised clinical trials. The reduction in workload ranged from 64.0% to 75.0%.

Study limitations and strengths

There are some drawbacks to our existing methods. We used only title and abstract terms,
MeSH (medical subject headings) and MEDLINE publication styles as possible classification features.
Additional work needs to be carried out to examine potential changes in performance, including
additional features, such as full document text. Furthermore, it has recently been reported that
deep-learning methods surpass conventional machine-learning algorithms in many natural language
processing applications.39,45,46 In addition to the high-precision, deep-learning methods do not rely
on hand-engineered features; rather, they are able to learn the most suitable features for a specific
task. Another possible limitation is the generalisability of the approach to other complex systematic
reviews of other topics. Methodological research is required to assess the validity of developing
high-performing classifiers for a wide range of topics. Deep learning, therefore, is potentially the
leading and most promising path to natural language processing at the moment. Our reason for using
this approach in our review was to efficiently increase the comprehensiveness of our searches and
save workload in our update searches. CNN has been shown to be better at classifying text, where
finding representative patterns is often the key to solving a text classification problem.47 In fact, CNN
architectures have shown to be better at text classification than the state-of-art algorithms in text
classifications because they can find the most informative ngrams that describe a text.18,47 ‘Traditional’
algorithms look at data based on words or features, but they do not look at the meaning of a sentence
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as a whole.48 CNN, on the other hand, figures out how words are related without using a parser or
a vocabulary.49 We are aware of other methods of potentially increasing the comprehensiveness of
searches efficiently, such as forward-citation searching, but the breadth and number of interventions
in this review made these less attractive. In addition, we did not conduct error analysis to check the
misclassified studies by the best-performing classifier. If the recommended recall threshold was not
met, error analysis could have been performed, and a second model could have been built using
updated training data.37

Patient and public involvement

Drawing on INVOLVE’s guidance and support for best practice, we worked closely with three
dedicated patient and public involvement advisors, and we invited guidance and support from our
advisors during the preparatory phase of the project.

DISCUSSION
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Conclusions

Our study shows that machine learning has the potential to significantly aid the labour-intensive
screening of abstracts in systematic reviews of complex interventions. This is an exciting first

step in applying machine-learning methods to the systematic review of complex interventions, which,
if further developed, has the potential to revolutionise the systematic review process by allowing
researchers to better manage the massive number of papers they must read during a systematic
review. Future research should concentrate on enhancing the classifier system and determining how
it can be integrated into the systematic review workflow. Further research to compare alternative
information retrieval approaches with machine learning and to compare ‘off-the-shelf’ machine-learning
applications with the use of these effective architectures would be useful.
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